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Abstract: Recursive state estimation problems for explicit and implicit time-invariant linear systems, both
for systems with and without unknown inputs, can be formulated as a single problem usually referred to as
descriptor Kalman filtering. Solutions to this problem have been proposed in the literature, however, these
solutions either neglect possible contributions of future dynamics to the current estimate or make unnecessary
assumptions on the structure of the system. In this paper we propose a solution to this problem which leads to
a constructive method lifting these unnecessary assumptions. This method uses a generalization of the shuffle
algorithm.
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Filtrage de Kalman de systemes linéaires a temps discret généraux

Résumé : Les problemes d’estimation récursive de 1’état de systémes LTI implicites et explicites peuvent étre
formulés dans le cadre unique du filtrage de Kalman des systémes descripteurs, aussi bien pour les systémes a
entrées connues que inconnues.

Différentes solutions a ce probléme ont été proposées dans la littérature mais ces solutions ou bien ne prennent
pas en compte les contributions des dynamiques futures pour ’estimation courante ou bien font des hypothéses
restrictives inutiles sur la structure du systeme.

Dans ce papier, on propose une solution constructive qui élimine ces hypotheéses restrictives. La méthode
s’appuie sur une généralisation de 1’algorithme de “shuffle”.

Mots-clé : Filtrage de Kalman. Systémes linéaires. Systemes singuliers. Systémes stochastiques. Systémes
descripteurs.
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1 Introduction

There has been a considerable amount of research on the problem of Kalman filtering for linear time invariant
systems. In the “standard” (explicit dynamics and no unknown input) case, the problem is well understood and
numerically robust algorithms have been proposed. In the presence of descriptor (implicit) dynamics, however,
the Kalman filtering problem becomes more complex and different problem formulations have been proposed in
the literature.

One of the features of descriptor systems is that future dynamics can affect the present values of the state.
But in most formulations of the Kalman filtering problem for descriptor systems, the estimate is constructed
solely based on past dynamics and observations (see for example [1, 3, 6, 7]). This is done by making restrictive
assumptions on the structure of the system such as Y-observability. The solution is then constructed by analogy
with the non-descriptor case where future dynamics do not contribute to the estimate of the current state. The
role of future dynamics is considered in [13] as an a-posteriori correction to the estimate based on past dynamics
and observations. The drawback is that the method works only if the state is estimable based on past dynamics
and observations alone, a condition which is not necessary. Another drawback of this method is that it uses
polynomial matrix manipulations and is not numerically tractable.

The following example illustrates how future dynamics can affect the present estimate.

Example 1.1 The following is a simple, well defined, stochastic descriptor system,

(0 0) ()= (o ) (ol )+ () w w20 -

where w is a sequence of independent, zero-mean unit-variance Gaussian random variables. Consider the ob-
servations

y(k) = a(k) +r(k), k>0, (1.2)

where 1 is a sequence of independent, zero-mean unit-variance Gaussian random variables, independent of w.
A Kalman filter for this system corresponds to the recursive construction of

( 28 ) :5{< 28 )|y(1),... ,y(i)} (1.3)
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where £ denotes the expected value.
Clearly in this case x1(i) is independent of observations y(0) through y(i). This means that conditioned on
these observations, z1(i) remains zero-mean and with variance a? (note that x1(i) = —aw(i +1)). Thus

&1 (i) = 0. (1.4)

It 1s straightforward to show that

79, (1.5)

and that the error covariance matriz

b (m@—iw))<m@—iﬂ)y7:<az 0 ) (1.6)
1 ,7;2(2) — i‘Q(Z) Jig(l) - 332(2) 0 1_([):7 . .
This is a well-posed estimation problem. However, it cannot be solved using the methods presented in any of

the literature cited above since it does not satisfy the assumptions made in those papers. We shall come back to
this problem later in Section 6.

The method presented in this paper is based on a recursive restructuring algorithm for transforming the
estimation problem into one where future dynamics do not affect present state estimates (in which case we say
that the problem is regular). We call this algorithm the stochastic shuffle algorithm because it can be considered
as a generalization of the shuffle algorithm [10] to the stochastic case. It can also be considered as an extension
of the structure algorithms of [14] and [9].

The Kalman filtering problem considered in this paper is formulated in Section 2. Section 3 contains some
preliminary results. The stochastic shuffle algorithm is derived and used to show how a general estimation
problem can be converted to a regular estimation problem in Section 4. The complete solution to the descriptor
Kalman filtering problem is given in Section 5. Section 6 illustrates the method on a simple example.

2 Problem formulation
The descriptor Kalman filtering problem is usually formulated as follows:

Je(k+1) = Az(k)+ u(k)+ Bw(k) (2.1)
y(k) = Cuz(k)+ Dr(k).

where w and r are independent sequences of independent zero-mean unit-covariance Gaussian vectors, y is the
sequence of the measured output vectors, u is a known sequence of vectors, and V#(0), a projection of the initial
condition, is assumed to be a Gaussian random vector with mean vy and covariance @), independent of w and
r. The objective is to construct, recursively, either the filtered estimate

#(k) = £{(k) | 4(i),0 < i < k) (2.3
or the predicted estimate
5(k) = E{a(k) | y(1),0 <i <k —1). (2.4

It has been shown in [13] that this problem is equivalent to a maximum-likelihood (ML) estimation problem
where the dynamics (2.1) and the a-priori information on #(0) are reformulated as observations:

u(k) = Jz(k+1)— Az(k) — Bw(k) (2.5)
vo = Vez(0)+79

where v is Gaussian zero-mean with covariance ) and independent of w’s and r’s. z is now considered as a
sequence of unknown parameters to be estimated using the ML approach.

The ML formulation also allows more generality. For example, the pencil {J, A} can be non-regular or even
non-square. Such cases arise, for example, when a system with unknown inputs is reformulated as a descriptor
system by augmenting its state with its unknown inputs [5].

INRIA
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The general problem of Kalman filtering can now be formulated as follows:

Gu(k)+ Ln(k) = E&(k+1)— Fé(k) + Hw(k), k>0, (2.7)
poo= KEO0)+ M¢ (2.8)

where w is a sequence of independent zero-mean unit-covariance Gaussian vectors,  is a zero-mean unit-
covariance Gaussian vector independent of w’s; n’s are known for all the time but only past values of v are
supposed to be known. The problem is to construct, by a recursive method, the ML estimate of £ at every
time k:

£(i) = E{€63) | w(k),0 <k <i—1;n(k),0 < k}. (2.9)

Specifically, £(¢) is the ML estimate of £(i) based on observations:

p = K&0)+ M¢ (2.10)
Gv(k)+ Ln(k) = E&k+1)—F¢k)+Hwk), 0<k<i-—1, (2.11)
Ly(k) = —Gu(k)+ E¢(k+1)— FE(k)+ Hw(k), k> (2.12)

Because of the Gaussian assumption, the ML estimation problem is equivalent to an LQ optimization
problem. In particular, £(¢) is the solution of the following optimization problem:

J = gr?in "¢+ > W (j)w(j), subject to (2.10), (2.11) and (2.12). (2.13)
,6,W, 1 ,
v(k), k>i J=0

A non-recursive solution to the ML problem would be to solve a new optimization problem at every k. This
clearly is not an acceptable solution.

The solution of the general problem begins in Section 3. But first, we note that both the filtered and
predicted estimation problems (2.1)-(2.2) can be reformulated as special cases of the ML problem (2.7)-(2.8).
To see this in the predicted case, let (2.7) be reformulated as follows:

(1) -(3 )5 ()

F:_<g),ﬂz<§ g), (2.15)
and for k > 0, let
o) = u(k), ) = ), €09 = k), w) = (41 ) (2.16)
with (2.8) defined as
p=vo, K=V,M= Q2. (2.17)

Here the square root of a matrix @ is any matrix M such that MM7T = Q.
In the filtered case, for k > 0, let (2.7) be reformulated as

G:(?),L:(BI),E:<_C_J>, (2.18)
F:-(ﬁ),ﬂ:(ﬁ g). (2.19)

o) =yl + ), 90 = ), €)= o), wiy= (40 (2.20)

RR n~°3343
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with (2.8) defined as

() k=(4) w= (2 1)

If part, or all, of u is not known in the future, then it should formulated as part of v and not 5. The distinction
between v and 7 has to do with their availability, or lack of it, in the future, and not their input-output nature.
For example, if (2.1) was replaced with

Jr(k +1) = Az (k) + Syus (k) + Saus(k) + Buw(k) (2.22)

where the input wu; is supposed known for all times, but only past values of us are supposed known, then
(2.7)-(2.8) should be constructed by setting (in the filtered case)

v(k) = ( y(“;(f)l) ) , (k) = uy (k). (2.23)

3 Preliminaries
3.1 Simplifying Assumptions
Without any loss of generality we shall make the following assumptions on system (2.7)-(2.8):

Assumption 1:  H has full column rank.
Assumption 2: (E G H L) has full row rank.

Assumption 1 is not in any way restrictive. If H is not full column rank, we can do a QR decomposition:

H=(H 0)(8;) (3.1)

where H’ has full column rank and ( gl ) is orthogonal. Then let
2

w'(k) = Quw(k). (3.2)

Clearly w' is a sequence of independent zero-mean unit-covariance Gaussian vectors because the rows of @) are
orthogonal to each other and have unit norm. Thus we can replace Hw(k) by H'w'(k).

As for Assumption 2, first note that without any loss of generality we can assume that (£ F G H L) has
full row rank. In that case, if Assumption 2 is not satisfied, then a part of £ is identically zero and can be
discarded, using an extension of the projection algorithm [11], as follows:

e row-compress (£ G H L) by left-multiplication with an invertible matrix:

7= ( n ) (3.3)

so that
(E1 Gy Hi L)) =T\(FEGHIL) (3.4)
has full row rank and

Ty(E G HL)=0. (3.5)

()-(3)"

INRIA
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and do a QR decomposition of Fy:
_ S
o= ( Fa 0)(52) (3.7)
where Fs; has full column rank and < gl ) is orthogonal. Let
2

§i(k) = SiE(k)
{w) = SE(k) (5:8)

e Noting that &; is identically zero since Fa1&1 = 0, (2.7)-(2.8) can be simplified to

Gll/(k) + Llﬂ(]ii) = Elgg(k + 1) - Flgz(k) + le(k’), k Z 0, (39)
o= K36 (0)+¢ (3.10)

where
Ko = KST. (3.11)

o If (F; G1 Hy L;) has full row rank, we are done. Otherwise, we repeat this process.
This algorithm necessarily ends in a finite number of steps because at each step, the number of rows is reduced

by at least one.

3.2 Well-posedness and consistency

The estimation problem (2.7)-(2.8) has a very general structure. In the absence of additional assumptions, this
formulation may lead to contradictions. For example the system: n(k) = w(k) does not make any sense because
it would mean that the random sequence w is equal for all times to the (a-priori) known sequence 5. Such
problems of course don’t come up when system (2.7)-(2.8) is constructed from a reasonable estimation problem
(as done earlier in this paper).

Definition 3.1 The estimation problem (2.7)-(2.8) is called well-posed if for all { and all sequences n and w,
there exist a p and sequences v and & such that (2.7)-(2.8) is satisfied.

Lemma 3.1 The estimation problem (2.7)-(2.8) is well-posed if and only if (:E — F G) has full generic row
rank.

Proof Since p is unconstrained, (2.8) does not constrain ¢, # and w and hence (2.8) does not affect whether
the system is well-posed. Equation (2.7) can be rewritten using the forward shift operator z as

—Hw+ Ly = (zE — F)¢ — Gu. (3.12)

All the constraints implied by (3.12) are obtained by premultiplication with a polynomial vector in z. If
(zE — F @) has full generic row rank, no constraint is implied on w and n because this implies that there exists
no vector v(z) # 0 such that

v(z) (2 —F G)=0. (3.13)

On the other hand, suppose there exists a v(z) # 0 satisfying (3.13) and that w and 5 are completely
arbitrary. Then from (3.12) we have

v(z)(—Hw+ Ln) =0 (3.14)
which implies, since w and 5 are completely arbitrary, that

v(z)(H L)=0. (3.15)

RR n~°3343
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Let
v(z) = Evmzm (3.16)
i=0

with vy, # 0. Then from (3.13) and (3.15) it follows that
vm (EGHL)=0 (3.17)
which is a contradiction since (E G H L) has full row rank. O

Definition 3.2 Let (2.7)-(2.8) be well-posed. Then observations (u,v,n) are said to be consistent if there exist
(C,w, &) such that (2.7)-(2.8) is satisfied.

Clearly any well-posed system has at least one consistent set of observations.

4 Regular estimation problems

4.1 Regularity

Problems in which future dynamics do not contribute to current state estimates play an important role in our
development. We call these problems regular.

Definition 4.1 The estimation problem which consists of constructing, for all i > 0, é(z) as the ML estimate
of £(i) based on (2.10) and (2.11) is called the auziliary estimation problem associated with the estimation
problem (2.7)-(2.8).

The Kalman filtering methods presented in the literature consider this auxiliary estimation problem, at least as
a first step.

Definition 4.2 The estimation problem (2.7)-(2.8) is called regular if it is well-posed and, for all consistent
(u,m,v), its solution (the estimate &, or the set of estimates if not unique) is equal to the solution of the
associated auriliary estimation problem.

Lemma 4.1 The estimation problem (2.7)-(2.8) is regular if (E G) has full row rank.

Proof Suppose (E G) has full row rank. We need to show that (2.12) does not contribute to the estimate of
£(i). Consider the optimization problem

J=min min (T¢+ ZwT(j)w(j), (4.1)
L s
subject to (2.10), (2.11), (2.12) and
¢ = &(1). (4.2)

The optimization problem (4.1) has the same solution as the optimization problem (2.13) because the optimal
¢ in (4.1) is clearly equal to the optimal £(¢) in (2.13). The conditioning in ¢ however allows us to decouple the
optimization problem as

J =minJy (8)+ T (9) (4.3)
where
i—1
To(0) = “1(1[1)139 CTC—I—Z:MT(j)w(j), subject to (2.10), (2.11) and (4.2) (4.4)
wk)n(k),vk), k<i j=0

INRIA
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and
J, = min T (Hw(j , subject to (2.12) and (4.2). 4.5
7(9) g(k),w(lz)in'(k),u(k)?:i (J)w(d) ] ( ) (4.2) (4.5)

The optimization problem (4.4) corresponds to the auxiliary estimation problem. So to show regularity, it
suffices to show that, regardless of the value of ¢,

T (8) = 0. (4.6)

This can be done by rewriting (4.5) as

10) =y pmin 2w (@) (4.7)
e, 1> J=1
subject to
, E -G (i +1) _F .
(i) -F 0 E -G v(i) 0 w(i)
o[+ ) civo) |+ o [orm |t (4.8)
n(i +2) -F 0 : it 1) 0 w(i+2)
where
£ = diag(L, L, L,---), M = diag(M, M, M,---). (4.9)
Since (E @) is full row rank, we have that the matrix
E -G
—-F 0 E -G

-rr 0

in (4.8) is onto as a linear transformation between vector spaces of sequences. Thus, for w’s equal to zero and
any ¢, we can find
E(E+1)
v(1)
E(i+2)
v(i+1)

such that (4.8) is satisfied. This would clearly correspond to the optimal solution because it yields J¢(¢) = 0.0

Note that a standard explicit Kalman filtering problem always leads to a regular estimation problem because

in that case
I 0
E = <0> , G= <I> (4.10)

E- (é) G = (?) (4.11)

in the filtered case. In both cases, (£ G) has full row rank. Thus there is no distinction between the estimation
problem and the associated auxiliary problem in the standard explicit Kalman filtering problem.

in the predicted formulation and

RR n°3343
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4.2 Regularization

Definition 4.3 Two well-posed estimation problems of type (2.7)-(2.8) are called equivalent if they have iden-
tical solution sets.

We will show that if the estimation problem (2.7)-(2.8) is well-posed, then it has an equivalent regular
estimation problem. We prove this using a constructive method based on an extension of the shuffle algorithm
called the stochastic shuffle algorithm. Let us start with a simple example to illustrate the idea behind this
method.

Example 4.1 Consider the estimation problem

vik) = Ek+1)+w(k), k>0, (4.12)
(k) = &(k)+w(k), k>0, (4.13)
po= E0)+¢. (4.14)

The corresponding E and G matrices are both equal to (1 O)T and thus this problem is not regular. This can
easily be seen by noting that, (4.13), for k = i, contributes to the estimation of £(i) because n is known for all
times. One way to solve this problem is to rewrite (4.13) as

nk+1)=¢k+1)+wk+1), k>0, (4.15)

which of course i1s completely equivalent except for the very first equation which can be incorporated in the initial
condition. The result is

<
N

ol
=

Il

Ek+ 1) +w(k), k>0, (4.16)
Ek+ 1) +w(k+1), >0, (4.17)

<U€0)) N G)‘E(O)—F(wa))' (4.18)

Now the (E Q) for ({.16)-(4.18) has full row rank but the problem is not in the standard form (2.7)-(2.8).
FEven if we let

=
—_
S
+
—_
~—
|

W' (k) = w(k + 1), (4.19)

()

s not an independent sequence. So let us proceed in a slightly different manner. In particular, let us first rewrite

(4:12)-(4.14) as

there remains the problem that

v(k) = (k) = E(k+1)—E(R), k20, (4.20)
nk) =€) +w(k), k20, (4.21)
uo= E0)+C. (4.22)

(4.20) is obtained simply by subtracting (4.13) from (4.12). Then we do the transformation (4.15). The result

18 now

V() —n(k) = E(k+1)—E(k), k>0, (4.23)
W) = €4 )+ (k), k>0, (4.24)
() = ()= (o) (4.25)

where o' is defined in ({.19) and
o' (k) = nk +1). (4.26)

This problem is in the form (2.7)-(2.8), and is regular.
INRIA
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4.2.1 The stochastic shuflle algorithm
Consider the matrices F, F, G, H, L, K and M in (2.7)-(2.8).
0- Set x = 0, and initialize the array of system matrices
So = E|G|F|H|L
and the array of initial condition matrices

To = K| M I.

1- At the x’th iteration, consider the array of system matrices
Se = E|G|F|H|L| - |Ls
and the array of initial condition matrices
T. = K|y Nol|-- |, N, .

If (E G) has full row rank, stop. Otherwise, perform row operations to obtain

S, = Ey |Gy | Fy | Hi | Loj | Lga
L 0 0 F2 H2 L072 L5,2
where (E; G1) has full row rank and H;HZ = 0.
2- Do a “shuffle” as follows:
S _ Ey |Gy | Fu | Hy | Lo | Lia | Lga 0
LT R | 0| 0 | Hy| 0 | Lop Le-1 | Leo
and update the array of initial condition matrices:
T K | Mg No| My Ny S| My Ng 0 0
LT R0 0| 0 Loy 0 Le—12| Ho Luy

3- Set Kk = k+ 1, and and go back to step 1.

The key difference between the stochastic shuffle algorithm and the standard shuffle algorithm is in step 2,
where in addition to row compressing (£ G), we also require that

H HY =0. (4.27)
This, in particular, implies that Hyw(k) and How(k) are stochastically independent.

Lemma 4.2 [t is always possible by row operations to row compress (E G) and simultaneously impose ({.27).

Proof Let

U ( g; ) (4.28)

be any invertible matrix such that

U(E G)= LANNEE (4.29)
0 0
where (F; G1) has full row rank. Let T be any solution of
T(UHHTUT) = —0, HHTUT . (4.30)

RR n°3343
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This equation always has a solution because

ker(Us HHTUY) = ker(HTUT) C ker(UyHHTUY). (4.31)
Then
(Ui +TU,
V= ( 0, ) (4.32)

is invertible,

V(E G)= ( %1 %1 ) : (4.33)
and H; and Ho defined as
< gi ) =VH (4.34)
satisfy (4.27) because
HHY = (U, + TU)HHTUT = 0. (4.35)
Thus the row operations corresponding to left multiplication with V' perform the desired operations. a

Lemma 4.2 shows that all the steps of the stochastic shuffle algorithm can be implemented. The following
result shows that the algorithm ends in a finite number of steps.

Lemma 4.3 If (zE — F G) has full generic row rank, the stochastic shuffle algorithm ends in less than n
iterations where n denotes the size of €.

Proof After each iteration, the system is premultiplied by an invertible matrix, which performs the row
operations, and the matrix
I 0
<0 zI)

where z denotes the forward shift operator. The identity matrices are possibly each of different size at each
iteration. Thus after m iterations, for some invertible matrices V; through V,,,, we have

:E—F G)= <é ZOI) Vi (é ZOI) Vi (E—F G) (4.36)

Since (2 — F G) has full row rank (the well-posedness assumption), we can find a constant matrix W such
that (zF — F G) W is invertible for all except possibly a finite number of z values. By postmultiplying with
W and taking the determinant of both sides of (4.36), we get on the left hand side a polynomial the degree
of which is bounded above by the rank E. On the right hand side is a polynomial whose degree is at least
m + rank(E). Thus m < n —rank(F) < n. O

4.2.2 Regularization using stochastic shuffle algorithm

We can now use the results of the stochastic shuffle algorithm applied to the well-posed estimation problem (2.7)-
(2.),

S = {E G F H Ly - L.} (4.37)
T. = {K My No --- M, N,} (4.38)

to construct an equivalent regular estimation problem. That is, to regularize it.

INRIA
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Theorem 4.1 Let (4.37), (4.38) be the matrices at the k-th step of the stochastic shuffle algorithm. Consider
the estimation problem

(k)
Gv(k)+ (Lo -+ Ly) 77: = E¢k+1)— Fe¢(k) + Ho'(k), k>0, (4.39)
n(k + &)
0
Mo Ny - Ny | "D = Re© + (3o - 81 ¢ (4.40)
n(k—1)

where w' is a sequence of independent zero-mean unit-covariance Gaussian vectors and (' is a zero-mean unit-
covariance Gaussian vector independent of w'. Then the estimation problems (2.7)-(2.8) and (4.39)-(4.40) are
equivalent.

Proof After the first step of the stochastic shuffle algorithm, (2.7) becomes

(5 e (5o = (5 Jewon- (e
< gl )w(k), k> 0. (4.41)

Clearly this system is equivalent to (2.7) because we simply have done left multiplication by an invertible matrix.
By changing k£ with k& + 1 in the subsystem appearing at the bottom of (4.41), we get

( T )”(kH ( Lﬁyﬂ% ) - < —%2 )g(“ t- ( o )‘E(k) "

( Hil(‘z(_]‘;)l) ) , k>0 (4.42)

Note that (4.42) has the same equations as (4.41) except that it is missing
Lon(0) = — F2£(0) + Haw(0). (4.43)

But this equation can be included in the initial condition as follows:

< sz;(O) ) - < —[;;z >€(0)+ < AOJ HZB(O) ) < w(co) ) : (4.44)

Thus the system is still equivalent to the original system but it is no longer in the original format because w(k)
and w(k + 1) both appear in the equation. Let w’ be a sequence given by

W (k) = < gi >+ < Hiﬁ(_ﬁ)l) ) (4.45)

where ()t denotes the left-inverse which exists in this case thanks to Assumption 1. Then

H1 ’ _ le(]f)
()= =( iy (140
because, thanks to (4.27),
Hy \ H 0
Im(H2 )_Im< 0 H, ) (4.47)
In order to complete the proof of Theorem 4.1, we need the following lemma.

Lemma 4.4 w' is a sequence of independent zero-mean unit-covariance Gaussian vectors.
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14 Ramane Nikoukhah , Stephen L. Campbell | Frangots Delebecque

Proof of Lemma 4.4 From (4.45), we have that w’(k)’s are zero-mean and Gaussian. Since w is an
independent sequence, it is straightforward to show that

Vk,j such that |[k—j| >2, &{w'(k)w'(j)"} =0. (4.48)
From (4.46), we get
() etwmewry( )T = (M ). (4.49)
Thanks to (4.27),
EQW' (k' ()T} =1 (4.50)

satisfies (4.49), and it is the unique solution thanks to Assumption 1. Moreover, from (4.46) and (4.27), we get

(gi) E{w (k) (k + )T} (gl)T = <H01 [32) (? 8) (I? ;g) = 0. (4.51)

Thus the w’(k)’s are zero-mean, unit-covariance Gaussian and independent. a

Returning to the proof of Theorem 4.1 and using (4.46), the system can be expressed as
G1 L1 0 ’l](k’) _ E1 F1
<O)V(k)+(0 Lz) (WH) = (B Vet — () e+

@;) w'(k), k> 0. (4.52)
<é &) <77fio)) <_I§ﬁ2> £0) + <AOJ }?2) (w(CO)) : (4.53)

which corresponds exactly to step 2 of the algorithm. Thus after one iteration of the stochastic shuffle algorithm,
we end up with an equivalent estimation problem in the same format. The proof then follows by induction. O

5 Kalman filter construction

As we have shown in the previous section, any well-posed system can be regularized, so, without any loss of
generality we can assume that the estimation problem (2.7)-(2.8) is regular.

Definition 5.1 If the estimation problem (2.7)-(2.8) has a unique solution, we say that & is causally estimable.

Lemma 5.1 Let the estimation problem (2.7)-(2.8) be regular. Then £ is causally estimable if and only if E
and K both have full column rank.

Proof Thanks to the regularity assumption, the solution of the estimation problem (2.7)-(2.8) is given by the
ML estimate of (i) based on (2.10) and (2.11) which can be rewritten as

" K £(0) M¢
GO+ o) | _[F P €|, | e 6
Gu(i— 1)+ Lu(i— 1) C_p o) \ety) \Hwii-)

Clearly if if £ and K both have full column rank, so does

K
- FE

INRIA
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and thus £(¢) is estimable.

On the other hand if K does not have full column rank and 5(0) is an ML estimate of £(0), 5(0) + ~ is also
an ML estimate of £(0) where v € ker K. If E does not have full column rank and é(z) is an ML estimate of
(i), for any 7 > 1, é(z) + v is also an ML estimate of (i) where v € ker E. In either case, & is not causally
estimable. d

Theorem 5.1 Let the estimation problem (2.7)-(2.8) be regular and let £ be causally estimable. Then

R T T f ; v
fkt1) = (0 1) <FPkFE;— HH g) <F£(k) +G 0(k) +L77(l<:)) k>0, (5.9)
R T K t
£0) = (0 1) <MI% [0> <’5> (5.3)
where Py, denotes the error covariance matriz:
Py = & {(6(k) — €D (k) — €(R)T } (5.4)

and is given iteratively by

FP.FT + HHT EN\'/ 0

oy (METEY () 5:5)

Here the pseudo-inverse Z1 of a symmetric matriz Z is any symmetric matriz satisfying

Py

7787 =27 (5.7)
(This is a special kind of what is referred to in [{] as a (1)-inverse).

Note that thanks to the regularity assumption, the estimation problem (2.7)-(2.8) is equivalent to its asso-
ciated auxiliary problem. This latter problem is considered in [13]. Theorem 5.1 is a straightforward extension
of Theorem 3.1 of [13] and the proof is very similar.

Theorem 5.2 Suppose

Left-ker((sE — tF H)) is independent of s and t, ¥(s,t) # (0,0) such that |s| > |t|, (5.8)
sE —tF has full column rank ¥(s,t) # (0,0) such that |s| > |t]. (5.9)

Then Py in (5.5) converges exponentially to the unique positive semi-definite solution P of the algebraic Riccati
equation

FPFT+HET E\' (0
P=—(0 1)( 5T 0) I (5.10)
Moreover, the resulting filter
: FPFT+ HHT E\'( Fé
Ek+1)=(0 1) < o . ) ( Fg(k)JrG”o(kHL"(k) ) (5.11)
15 stable.
This theorem is proved in [13] (Theorem 4.3) under the more stringent condition
(sE —tF H) has full row rank V(s,t) # (0,0) such that |s| > [t], (5.12)

instead of (5.8).
RR n°3343
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Proof Note that if (5.8) holds, then the constant left kernel has to be the left kernel of (E F' H). Thus if
(E F H) has full row rank, we would be back under assumption (5.12). Suppose then that (E F H) is not full

row rank. Let
_ (T
o= (1) o1

be an orthogonal matrix that row compresses (£ F H). That is,
(B1 Fy Hy) =T\ (E F H) (5.14)
has full row rank and
T2 (E F H) =0. (5.15)
We now need the following lemma.
Lemma 5.2 The matrices Ev, Iy and Hy from (5.14) satisfy
(sEy —tFy Hy) has full row rank ¥(s,t) # (0,0) such that |s| > [t|, (5.16)
sE) —tFy has full column rank ¥Y(s,t) # (0,0) such that |s| > |t|. (5.17)

Proof of Lemma 5.2 Note that

(5.18)

T(sE ~ tF) = (E - tFl)

0

so clearly (5.17) follows (5.9).
Suppose (sEy; —tFy Hp) does not have full row rank V(s,t) # (0,0), |s| > |¢|. In that case, there exists
(so,t0) # (0,0), |so| > |to|, and p; # 0 such that

p1(soL1 —toft Hi)=0. (5.19)
Using the fact that
T =1 (5.20)
we get
T TE (soBy —toFy Hi)=p(soE —toF H) =0 (5.21)
where
p=piTh #0 (5.22)

since 71 has full row rank. But then thanks to Assumption (5.8), (5.21) implies that

p(sE—tF H)=0, VY(s,t). (5.23)
Thus
p1(sE1—tF Hy) =0, VY(s,t) (5.24)
which in turn implies that
pi(Er Fi Hy) =0, (5.25)
But this is a contradiction because (Ey Fy Hy) is full row rank. O

Returning to the proof of Theorem 5.2, if

X Y FPFT + HHT E\!
yT 7))~ ET 0) (5.26)
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then
mPFY + oY B\'  (nXxTP Ty ]
(gt 5) - (b )
To see this, simply note that
FPFT"+ HHT E\ (X Y\ (FPFT+HH" E FPFT+ HHT E
( ET 0) <YT Z) ( BT 0) - < ET 0) (5.28)
which, after pre and post-multiplication by
(5 0) (1)
and, using (5.14) and
E=T'E, F=1'F, H=TIH, (5.29)
implies that
<F1PF1T+H1H1T El) <T1XT1T TlY) <F1PF1T+H1H1T El) B
ET 0 yrTf Z ET 0 o
<F1PF1TE41; H %1) . (5.30)
Thus
Pry1 = —(0 I)<FPRF;;—HHT §>T<?):Z
— I)<F1PkF1TE;T|—H1H1T Jz;)l)‘l<?>. (5.31)
The inverse exists in (5.31) because E; has full column rank, thanks to (5.16), and the fact that
(FlPkFlT + o HT El) has full row rank. (5.32)

Condition (5.32) holds because (E; Hp) has full row rank, thanks to (5.16), and Py is positive semi-definite.
Thanks to Lemma 5.2, Theorem 4.3 of [13] applies to (5.31) and Py converges exponentially to the unique
positive semi-definite solution of

BPFT + HyHT E,\"'/ 0
P=—(0 1)< 1E1T Y I E (5.33)
But we have shown that
FPFT + HHT E\' /0 BPFT + HHT EN' /0
(0 1) ( 5T 0) ) =01 1E1T Yo 1) (5.34)

Thus Py converges exponentially to the unique positive semi-definite solution P of (5.10).
To show stability, we need to show that the eigenvalues of Y7 F' are inside the unit circle. From Theorem 4.3
of [13], we know that the eigenvalues of YZTI Fy are inside the unit circle. But
YIr =vyT1l . (5.35)
This completes the proof. O

The next example shows that condition (5.8) is weaker than condition (5.12).
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Example 5.1 The estimation problem

nk) = §k+1)+w(k)
vk)—nk) = 0
1s well-posed, regular and & s causally estimable. The associated Kalman filter is clearly

E(k+1)=v(k), or equivalently n(k),

with associated error covariance matriz

In this case,

1 0 1
=) =) 7= ()
so that (5.8) is satisfied but not (5.12). Thus Theorem 5.2 does apply in this case.
The following result follows from (5.34), Lemma 5.2, and Theorem 5.1 of [13].

Theorem 5.3 The matriz P in (5.10) can be constructed as follows:

P=X(Elfy)™!
X . . .
where the columns of (Y) form a basis for the stable eigenmodes of the regular pencil
By —HH{ o0
0 rt)o\o0 ET
and where Eq, F1 and Hy are defined in (5.14).

Note that under the more restrictive assumption (5.12), we can let

Ei=FE I"n=F H =H.

6 Example

We return to Example 1.1 and add a known input u to make the problem more interesting.

(0 (28) = (3 () + (2 )uwr+ (2 )uw,

y(k) = aa(k) +r(k).

This problem can be formulated as in (2.7)-(2.8) by letting v(k) = y(k+ 1), n(k) = u(k), w(k)

so that

with the initial condition g = y(0), K = (0 1) and M = 1.

(5.38)

(5.39)

(5.40)

(5.41)

(5.42)

Wy )
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E G F H L
0 -1 0 -1 0 0 0 0
k=1
0 0 0 0 -1 a 0 -1
0 1 1 0 0 0 1 0
Compress: Exchange 0 -1 0 -1 0 00 0
rows 2 and 3 0 1 1 0 0 0 1 0
0 0 0 0 -1 a 0 -1
0 -1 0 -1 0 0 0 0 0
ihfi;ﬂe 0 1 1 0 0 0 1 0 0
- 0 1 0 0 O a 0 0 -1
0 -1 0 -1 0 0 0 0 0
Comlpljﬂess. Ac;)d 01 1 00 01 0 0
row & to row 0 0 0 -1 0 a 0 0 -1
0 -1 0 -1 0 0 0 0 0 O
ihfﬂ;e 0 1 1 0 0 01 ][00 0
- 1 0 0 0 O a 0 0 0 -1
Table 1: The evolution of S
K K MO NO M1 N1 M2 N2
1 0 1 1 1
9 0 1 1 1 0 0 0
0 1 0 0 a 0 -1
3 01 1 1 0 0 0 0 0 0
0 1 0 0 a 0 -1 0 0 0
1 0 0 0 0 0 0 a 0 -1

Table 2: The evolution of 7
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This system satisfies the assumptions but it is clearly not regular because (£ G) does not have full row
rank. The steps of the stochastic shuffle algorithm are given in Tables 1 and 2.
Thus after regularization (and removing useless zero columns from the M matrix), we get

0 0 0 —1
(l)y(k+1)+ _01 (k+2) (1) (1) <$2(k 1))
0 1 0 0
Il(k) (.d/
8 8 (rZ(k))Jr g é) (k), k>0, (6.3)
y(0) 0 1 10 0
_ 21(0) '
—u(l)|] = [0 1 +10 a 0f¢. 6.4
—u22§ 10 <"32(0)) 0 0 a o4

Using the results of Section 5, we can construct the corresponding Kalman filter:

z1(k+1) = —ulk+2) (6.5)
2
~ _ Ps (07
z2(k+1) = T1a? a2r1(k) + T1a? y(k+1) (6.6)
with initial condition
2(0) = ——u(0)+ 2 y(0) (65)
v o 1+ a? . 1+ a? Y '

and error covariance matrices

Po=P= (062 9, ) . (6.9)

1402

In the case u = 0, we are back to Example 1.1 and our result is consistent with the result we obtained in
Section 1.

7 Conclusion

We have introduced in this paper a new structuring algorithm for stochastic descriptor systems. This algorithm
(called the stochastic shuffle algorithm) converts the system, without changing some important statistical prop-
erties, to a system which has an important causality property. The stochastic shuffle algorithm is used to give
a complete solution to the descriptor Kalman filtering problem.
The stochastic shuffle algorithm should have applications to other problems in the stochastic theory of
descriptor systems, in particular the stochastic realization problem. This problem is currently under study.
Scilab implementation of the Stochastic Shuffle Algorithm

A Scilab Functions

Scilab function ssalg implements the stochastic shuffle algorithm. ssalg is a recursive function, i.e., it calls
itself inside the function until [E' G] becomes full row rank.
If [zE — I G] does not have full generic row rank (problem not well-posed) an error message is issued.

function [S,T]=ssalg(S,T)
//Stochastic shuffle Algorithm
//S,T:Scilab lists
[E,G,F,H]=S(1:4);
listL=S;for i=1:4;1listL(1)=null();end;
K=T(1);1istMN=T;1istMN(1)=null();
kappa=length(listL)-1;
INRIA
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[nrE,ncEl=size(E);
if kappa>ncE then error(’Problem not well-posed!’);end
[X,H1,H2]=rcomp([E,G],H); //compression phase
if H2==[] then return;end
E=X*E; G=X*G ; F=X+F ;
for t=0:kappa
listL(t+1)=X*1istL(t+1);
end
k=size(H1,’r’);
E1=E(1:k,:) ;E2=zeros(nrE-k,ncE);
G1=G(1:k,:);G2=zeros(nrE-k,size(G,’c’));
F1=F(1:k,:);F2=F(k+1:nrE,:);
E=[E1;-F2]1;G=[G1;G2] ;F=[F1;0%F2] ;H=[H1;H2];
//Start of shuffle phase
s=1ist(E,G,F,H);
S($+1)=[1istL(1)(1:k,:);
zeros(size(E,’r’)-k,size(1listL(1),’c’))];
for t=1:kappa
S($+1)=[1istL(t+1)(1:k,:);
listL(t) (k+1:size(E,’r’),:)];
end
S($+1)=[zeros(k,size(1istL(1),’c’));
listL(kappa+1l) (k+1:size(E,’r’),:)];
listup=1listMN;
listup($+1)=zeros(size(1listMN(1),’r’),size(H,’c’));
listup($+1)=zeros(listMN(2));
listdown=1ist();
for 1=[1:2:1length(listup)-3,2]
listdown(l)=zeros(size(F2,’r’),size(listup(l),’c’));
end
for kk=1:kappa+ti
listdown(2*kk+2)=S(kk+5) (k+1:size(E,’r’),:);
end
listdown($-1)=H2;
T=list([K;-F21);
for 1=1:length(listup)
T($+1)=[1listup(l);listdown(1)];
end
//recursive call to ssalg
[S,T]=ssalg(S,T)

function [X,H1,H2]=rcomp(A,H)
//X rowcompresses A and [H1;H2]=X#H is such that H1%H2’=0;
if size(A,’r’) =size(H,’r’) then
error(’A and H must have same number of rows!’);
end
[X,k]=rowcomp(A); //k=rank(A)
U1=X(1:k,:);U2=X(k+1:$,:);
HH=H*H’ ; T=-U1*HH*U2’ *pinv (U2*HH*U2’) ;
X=[U1+T*U2;U2] ;
XH=X#H;H1=XH(1:k, :);H2=XH(k+1:$,:);
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B Scilab sample session

The following script illustrates the use of the ssalg function. It corresponds to the example treated in the
paper. Note the result is the same as the result given in the paper modulo left multiplication by invertible
matrices.

E=[0,-1;
0,0;
0,1];

L=[0;-1;0];
H=[0,0;

alpha,0;

0,11;
K=[0,1];M=1;
S=1ist(E,G,F,H,L);
T=list(K,M,1);
[S,T]l=ssalg(S,T)

T =

T(1)

! 0.7071068 0. !

T(2)

INRIA
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T(5)
] 0. !
-1,
] 0. !
T(6)
] 0 0. !
] 0 0. !

! 0.7071068 0. !
T(7)
! 0. !

! 0. !
.7071068 !

1
o

S(1)

! 0. 1.7071068 !
! 0. 0.2928932 !
.7071068 0. !

o

S(2)

o

.7071068 !
! .7071068 !
! 0. !

1
o

S(3)

S(4)
! 0. 0.7071068 !
! 0. - 0.7071068 !
! 0.7071068 0. !

S(5)
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sS(7)

! 0. !
! 0. !
! - 0.7071068 !
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