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Abstract: We introduce the definition of a language of distributed reac-
tive objects, a Behaviour Description Language (BDL), as a unified medium
for specifying, verifying, compiling and validating object-oriented, distributed
reactive systems. One of the novelties in BDL is its seamless integration into
the Unified Modeling Language approach (UML). BDL supports a description
of objects interaction which respects both the functional architecture of sys-
tem designs and the declarative style of diagram descriptions. This support is
implemented by means of a partial-order theoretical framework. This frame-
work allows to specify both the causality and the control models of object
interactions independently of any hypothesis on the actual configuration of
the system. Given the description of such a configuration, the use of BDL of-
fers new perspectives for a flexible verification of systems by modeling them as
an asynchronous network of synchronous components. It allows an optimized
code generation by using compilation techniques developed for synchronous
languages. It permits an accurate validation and test of applications by sup-
porting the manipulation of both causal and control dependencies. BDL aims
at maximizing the re-usability of high-level specifications while minimizing
programming effort and test-case based validation of distributed systems.

(Résumé : tsup)

* Funded by the French Ministry for Research, program ARCTICA.

t Funded by ALCATEL, project REUTEL-2000.

! Institut National de Recherche en Informatique et Automatique (INRIA)
§ Centre National pour la Recherche Scientifique (CNRS)

1 Délégation Générale pour I’Armement (DGA), FORMA project

INRIA



BDL, un langage & objets réactifs distribués

Résumé : Nous proposons BDL (de 'anglais Behaviour Description Lan-
guage) comme un moyen de spécifier, de vérifier, de compiler et de valider
les applications distribuées temps-réel. L’un des traits les plus marquants de
BDL est qu’il s’integre facilement dans une approche de développement orienté-
objet a la UML(Unified Modeling Language). Le langage BDL supporte tout a
la fois une description de I'interaction entre objets qui respecte ’architecture
fonctionnelle d’un systeéme (telle qu’elle peut-étre décrite en UML) et un style
déclaratif proche de celui des diagrammes décrivant les scénarios d’utilisation
et de collaboration & la UML. Ces traits sont mis en ceuvre au moyen de la
notion d’ordre partiel, qui permet de décrire les causalités et le contréle sans
qu’il soit nécéssaire de faire aucune hypothese sur la configuration physique
du systeme. Etant donnée une telle configuration, I’utilisation de BDL offre de
nouvelles perspectives pour la vérification de systemes (compris comme un en-
semble asynchrone de sous-systemes synchrones). BDL permet de générer des
programmes qui mettent en ceuvre de maniere efficace le parallélisme d’une
spécification (en faisant appel & des techniques de compilation utilisées par
les langages de programmation synchrone). BDL permet une validation mi-
nutieuse des applications puisqu’il en décrit et les causalités et le controle.
L’objectif de BDL est de maximiser la réutilisation de spécifications de haut-
niveau dans le développement d’applications distribuées et de minimiser les
efforts de programmation et de validation nécéssaires a leur réalisation.
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BDL, a language of distributed reactive objects 5

1 Introduction

The development of distributed software systems is a highly complex process.
In order to manage this complexity various software engineering methods have
been developed, ranging from requirements and design specification techniques
to verification, validation, testing and code generation tools. We focus on those
methods which have a formal foundation. They are expected to be based on
formally defined languages and to rely on well-defined transformations. At
present, the emerging object-oriented distributed computing technology raises
new questions about formal engineering development.

At the programming level, the first point to note is that there is a need
to extend the interface description languages (like IDL for CORBA) with be-
havioural properties. Interface description languages describe the features of
an object in the computational view without presenting too much of its inte-
rior. They should define all visible aspects, namely the applicable functions
and the (abstract) behaviour that is connected to the functions. This latter
aspect is not yet formally defined [15] (even in the TINA-ODL proposal where
there is just a placeholder for the behaviour descriptions and no syntax).

In the present state of knowledge, this prevent most formal validation meth-
ods from being used. We thus argue for extending interfaces with formal spec-
ifications of behaviours: our Behavioural Description Language is called BDL.
Although the behavioural aspects of interfaces are located to the architectural
design phase of the development of object based distributed applications, this
phase in the development process must be seen in the framework of a coherent
methodology and life-cycle model [14].

The emerging object-oriented methodologies are put into the Unified Mod-
eling Language (UML), becoming a de facto standard [17]. This leads to our
second point about the need to integrate BDL into UML to continuously accom-
pany the development from specification phases to implementations (figure 1).
Since we focus on dynamical aspects, we start from the idea that the most ab-
stract level of behaviours can be described using scenari (like Message Sequence
Charts). We will enrich these scenarios by a formal semantics and facilities to
describe complex programming controls using variables and conditions.

RR n3353
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Figure 1: BDL in its environment
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BDL, a language of distributed reactive objects 7

Our paper introduces the definition of BDL as a unified medium for speci-
fying, verifying, compiling and validating distributed, object-oriented, reactive
systems. One of the novelties in BDL is its seamless integration into the UML
approach. BDL supports a description of object components interaction which
respects both the functional architecture of system designs and the declara-
tive style of diagram descriptions. This support is implemented by means of
a partial-order theoretical framework. Together with a logical notion of time
and a notion of reaction, this framework allows to specify both the causality
and the control models of object interactions independently of any hypothesis
on the actual configuration of the system.

The focus of our approach is the partial orderings of method invocations
in an application consisting of distributed reactive objects. In this article, we
do not consider the dynamic creation of objects nor non-functional system
requirements (such as deadlines or other temporal requirements). We focus
instead on establishing a formal framework in which both verification and op-
timization of large-scaled, object-oriented, distributed applications are feasible
by using existing tools.

RR n3353
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2 Presentation of BDL

In order to fulfill the requirements of supporting both a description of the func-
tional architecture of a system and a declarative specification of the interaction
between its components, the definition of BDL shall integrate the features of an
object-oriented language for structuring the specification of both the causality
and the control models of object components. The syntax of BDL is composed
of two layers. An object layer describes the structure of a system in a way
akin to an UML design. An action layer describes the interaction of each ob-
ject component with its environment. The definition of BDL classes, arrays
and objects allows the reuse of action specifications from the design of the
system functional architecture into that of its actual deployment (dimension
and distribution) in order to match the configuration of a target system.

S = class C'is D class D:= S component
| class C of C"is D typed | C(I) instance
| class C[V:T]is D indexed | port X:T port
| class C(1:T)is D template | A behaviour

Figure 2: Formal syntax of BDL classes

As in UML, a set of identifiers I is assumed to name classes C, objects
O, types T, ports X, symbolic constants V. Compound identifiers consisting
of class names C, object names O, array references C[V], prepended to iden-
tifiers I are assumed as well. The architectural and declarative layers of the
formal syntax of BDL is defined in the figure 2 together with its UML graphical
representation, figure 3. The description of a system consists of structures S:
classes and objects. A class C consists of a declaration D possibly restricted
to an interface of type C’, or parameterized by a template identifier I of type
T or indexed by an identifier I of type T. An object O is an element of a
class C'. A declaration D is either the definition of a component S, a bound
class C(I) of a template class C' with the parameter I, a port X receiving
messages of type 1" or an action A. Both notions of attribute and method in
UML correspond to the notion of port in BDL.

INRIA



BDL, a language of distributed reactive objects

C o.C
D
class Cis D object O of C
— << Interface >>
C ! tC )
D

class C of C'is D

C c T
D H VT D
class C[V:T]is D class C(I:T) is D
C
S C<I>
classCis S C<I>
C
S A
port X:T classCis A

Figure 3: UML notation for BDL

RR n3353
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2.1 Behavioural Layer

An action A is either a valuation X (V') (i.e. <value V is present at port X>),
the causality specification <X (V) — Y(W)> (i.e. <X(V) is the cause of
Y (W)>) the disjunction <A or A" of actions (non-deterministic choice), the
activation <!A> of an action (i.e. <of course A>), the synchronous composition
<A || A"™> of actions. Enumerated composition and disjunction are written
all V:T A and any V: T A.

A= action
| X (V) valuation
| X(V)—=Y(W) causality
| 1A activation
| Aor A disjunction
| A A composition
| any V:T A disjunction
| allvV:T A composition

Figure 4: BDL actions A

X(V) X(V)->Y(W) A or A’
i D

A||A’ any V:TA allV:TA

Figure 5: Graphical syntax for BDL actions A

INRIA



BDL, a language of distributed reactive objects 11

3 Semantics of BDL

The meaning of a BDL program is defined thanks to a true-concurrency se-
mantics in which families of directed labeled graphs describe the causal depen-
dencies (pre-order relations) between events for each possible behaviour of the
program (section 3.1). There are three kinds of vertices : association of values
to ports, activations/terminations and value passing through pins. Composi-
tion operators (section 3.2) on families of directed graphs are then introduced
to reflect iteration and synchronous/asynchronous parallel composition of BDL
terms: Graph concatenation (via pins) corresponds to repetitive activations of
objects (iteration). If objects are interpreted as sets of constraints, the syn-
chronous composition of two objects is the conjunction of the corresponding
sets of constraints. Asynchronous composition is a weaker parallel composition
in which it is not possible to test for the absence of port occurrence. It reflects
asynchronous communication in a declarative setting. Finally, a discussion on
endochrony (section 3.4) provides some intuitive insight on the design of BDL.

3.1 Semantic Domains

We are given a finite set of names x denoting ports as defined in the section 2.
In addition, we consider a finite set of pins m with values in non-empty do-
mains (written D,). Pins 7 will be used to model <state-transitions> and
carry values from a <reaction> to another. Pins are denoted by the graphical
notations of the figure 6 (minimal and maximal pins start, and exit, holding
given values v or arbitrary values, written *v).

{start, (xv) = y(*xv),

( starty (1) = y(v), ) X(Dv) y(*xv) — exit, (xv)} |

y(v) — exit (v) Viv € D.ND,

Figure 6: Pins

RR n3353
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Object An object O is represented by a quadruple (3,II,T,~o) where X
denotes its ports x, II its pins 7, I' a family of well-formed labeled directed
graphs v and 7 an initial graph which only contains pins of the form exit,(v)
with 7 € Il and v € D,.

Family of Graphs A term v € I' is a directed, possibly cyclic, graph, with
vertices taken in some infinite ground set of events and labels of one of the
forms: a pair z(v) of (port, value) such that x € 3 and v € D,, or a sorted
pair start, (v) or exit,(v) of (sort, pin, value) where 7 € Il is a pin and v € D,..

Extremal vertices For each v € I', the set of pins occurring in + is denoted
II, = {r|3v € D, s.t. start,(v) € v or exit,(v) € v} By definition, II, C II.
Vertices that are associated with pins are denoted by starty = {start,(v) |37y €
I's.t. m € II,} and exitp = {exit,(v) |3y € ['s.t.7r € IL, }.

Well-formed graphs A labeled directed graph is well-formed (e.g. figures 6
and 7) if and only if four conditions are satisfied:

1. For all z € ¥, v contains at most one vertex of the form z(v) s.t. v € D,.
2. Forall 7 € I, y contains at most one start,(v) (resp. exit,(v)) s.t. v € D;.
3. Minimal elements of v are of the form start,(v) s.t. # € Il and v € D,.

4. Maximal elements of v are of the form exit,(v) s.t. 7 € Il and v € D,.

Silent and active graphs We assume that every family I' contains a family
of silent graphs 70 = {V, .p {start;(v) — exit;(v)} |7 € II}. This models the
fact that I' may do nothing within a considered reaction. This guarantees a
stuttering robustness property [13]. We write II' = I" \ 7 for the family of
active graphs of I'.

INRIA



BDL, a language of distributed reactive objects

Graphical notations An extension of the graphical syntax of figure 4 will
be useful to support our discussion on the mathematical semantics of BDL.
In the figure 7, the formula on the right defines the family obtained from the
graph on the left. It is a set of well-formed graphs with universal quantification

of variables *v and *w.

()W) P )

{start, — z(*v),
start, (xv) — z(*v),
start, (xw) — z(xw),
start, — y(u),

z(xv) = y(u),
z(xv) = z(xw),

*v) — exit, (xv),

(

(xv

(u) = 2(xw),
(u)

(

8

u) — exit, (u),
*w) — exity,
z(*w) — exit,}

Vxv € D,ND,ND,,
Vxw € D,ND,

Y
Y
z

Figure 7: Graph with quantifications

RR n3353
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3.2 Semantic Operators

Concatenation Consider two objects with identical ¥ and II and respective
graph families I and I'". Pick v € I" and ' € T".

e Graphs v and 7/ are said to be concatenables (denoted v ®+') if and only
if the following condition is satisfied: (1)V7 € II, exit,(v) € max(y) A
start,(v') € min(y') = v ="

e If condition (1) is satisfied, then the concatenation .y’ is obtained by

1. Identifying exit,(v) € max(y) and start,(v) € min(y’)
2. Taking the disjoint union of v and ~/

3. Retaining the pins exit,(v) and start,(v) which remain extremal
after step 3, and discarding the other ones.

4. Whenever a pin is discarded, edges are inserted so that the transitive
closure of the graph, restricted to pins that are not discarded is
unchanged.

e The family ['.I" of graphs is composed of those .y’ s.t. v and +' are
concatenables: oIV = {vy' |y €T, v €I, yO+'}.

In this way we define: G = ~50(I")¥, where superscript (.)* denotes (infinite)
countable concatenation, and this defines the semantics of an object. Note that
the concatenation ['-I" of families of graphs do not need a graphical notation,
as the semantics of an object is given by G.

INRIA
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Example Figure 8 depicts the concatenation of a family of graphs I" (that of
figure 7) with itself. The diagram on the left in the figure 8 shows the maximal
and minimal vertices of I'. Their concatenation is shown on the diagram in
the middle where shared pins 7, p, ¢ and v are superimposed in the grey box.
In the diagram on the right, they are erased and transitive edges inserted.

() (v@) (wew) (o))

Figure 8: Graph concatenation

RR n3353



16 J.-P. Talpin, A. Benveniste, B. Caillaud, C. Jard, Z. Bouziane, H. Canon

Synchronous composition Consider again two objects (X,11,T",vy) and
(X I, IV, ~g). Two graphs v € ' and ' € T are said synchronously compos-
able (denoted v > +') if and only if any vertex z(v), start.(v) or exit,(v), which
satisfies (2) : x € ¥NY', or m € [INII' respectively, occurs in v if and only if it
occurs in 7. If the condition (2) is satisfied, then the synchronous composition
v||7 is defined as the union of the graphs v and ' (where identical vertices are
superimposed). The family T'||[" is composed of those graphs ~||7" such that
v € I'and v € I'" are composable: T'||I" = {7||¥' |y € I,y € I, y >a+'}. This
defines the composition of objects as (XUX, ITUIT", T'||T, 7|74 ), assuming that
Yo <1 74. Hence, if objects are considered as sets of constraints, synchronous
composition corresponds the conjunction of the corresponding constraints.

Example The left part of the figure 9 depicts 7||y/, where v and +' are
the two graphs inside the rectangles. Pin 7 and port y are shared: they
are superimposed via composition, and the mechanism of port/pin unification
results in fixing value v for ports x and y. The resulting graph is shown on
the right hand side.

I e A e

x(; ) y(; ) “ y(v))«{z(w) : x(; ) y(vv) <{z<vw)
(m (m @ @ (m (m (m

Figure 9: Graph composition

Disjunction The disjunction I' VI of two families I' and I" is the set the-
oretic union of the families I' and I'. The disjunction of two objects O =
(3, 11,1, v) and O = (X', II', IV, 74) with composable initial graphs (7o > vg)
is defined as follows: OV O' = (XU X ITUIT', T UL, v||75)-

INRIA



BDL, a language of distributed reactive objects 17

Asynchronous composition Consider two objects such that every v € I'
and 7' € I' are circuit-free. We will also need to consider their asynchronous
composition, which, roughly speaking, consists of:

1. constructing T and (T")**,
2. taking the composition via intersection, exactly as before.
Formally speaking:

1. Let v, € T'¥ be a possibly infinite labeled graph. Pick all vertices that
are labeled with the same port name, say x: they are organized into a
linear order, we call it a flow. Thus a flow has the form z(v;) — x(v9) —
x(vs) — ... and carries a (finite or infinite) sequence vy, vy, vs, ... of
values.

2. Two graphs 7, € I'Y and +/, € (I")* are said asynchronously composable
if, for any shared port z € ¥ N Y', the sequences of values vy, vo, v3, . ..
and v, v, v3, ... of the two flows are identical.

3. If the condition above is satisfied, then the asynchronous composition
Ywlla?,, is defined as the union of the graphs v and 7' (where identical
vertices are superimposed).

4. The family ~oo(T")“||av5o(I")¥ is composed of those graphs 7, |/,7., such
that v, € Y50(T')* and v/, € v{o(I")“ are composable : this defines G||,G'.

Note that this again corresponds to taking the conjunction of corresponding
constraints, but without the possibility to test for the absence of ports in an
activated object.

Inote that pins and memories are erased while building the w-concatenation

RR n3353
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3.3 Discussion

We see that we have defined two different notions of composition.

1. Synchronous composition is compliant with the synchronous model, in
which programs progress according to a possibly infinite sequence of re-
actions <P = R“>. This model of abstract machine allows us to decide
upon presence/absence of a given port within a considered reaction, a
significant advantage for BDL specification. In addition, synchronous
composition is defined at the level of a single reaction, which makes it
simple and easy to use for system specification. This model of abstract
machine is perfectly suitable when the target architecture consists of
a single processor, or any other architecture in which a global notion
of program state is easily available. In turn, synchronous composition is
not compliant with target architectures involving nondeterministic multi-
threading, and definitely not compliant with distributed architectures
involving asynchronous communication media.

2. Asynchronous composition as we have defined it uses a minimally de-
manding model of communication: any communication medium which
is compliant with that of a partial ordering would do. This amounts to
requiring a send-receive type of communication in which messages are not
lost and not shuffled, yet a significant requirement, but still much more
realistic than asking for implementing perfect synchrony in distributed
architectures. Practically, this means that our abstract machine model
of asynchronous communication does not handle fault-tolerance by itself.

In turn, it is recognized that handling such type of module composition
at specification stage makes it difficult for the designer to keep track of dead-
lock freedom and correctness, unless she/he would stick on very strict and
restrictive programming disciplines (such as client-server). This is why we
have decided to base specification on a synchronous model of communication,
and, to base actual distributed implementation on an asynchronous model of
communication, and, finally, to thoroughly study how one can safely move
from the former model to the latter one.

INRIA
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3.4 Endochrony and Isochrony

We seek for a class of BDL objects for which both synchronous and asyn-
chronous types of composition are equivalent. Suppose we can exhibit such a
class of so-called endochronous and isochronous objects in the sequel. Then
we design systems according to the following methodology :

1. Design the system using the synchronous paradigm, by freely assembling
objects and classes using synchronous composition.

2. Configurate the design, i.e., decide upon the actual architecture for exe-
cution. This results in distributing the system on a set of <processors>
(they may just correspond to threads), having the form of BDL objects
obtained by synchronous composition of finer grain modules from system
specification design stage.

3. Check if the so obtained processors are endochronous and isochronous. If
so, then we know that their communication can actually be interpreted as
an asynchronous one, hence subsequent distribution would become much
easier. If this property is not satisfied, then some additional protocols
need to be included to the processors, but this topic is beyond the scope
of this paper.

Thus these questions of endochrony and isochrony are central to our ap-
proach and make it attractive. How endochrony is feasible is intuitively illus-
trated in the figure 10, which shows the graph associated with the statement:
<Guard(b, u)>, defined in section 5.

b—?\—?f
| ‘l

TlF T F

T T

Figure 10: Endochrony

RR n3353
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The diagram on the left depicts the history or trace of this statement,
showing the successive instants or reactions separated by thick dashed lines.
Pins have been erased when performing concatenation. In the diagram on the
right, an instant has been twisted and thick dashed lines have been removed,
i.e., the notion of a reaction or instant has been lost. However, no information
has been lost: we know that u should be got exactly when port b holds the
value true, and thus it is only needed to wait for 6 in order to know whether «
is to be waited for also. This suggest the way endochrony is formally defined.
An object O considered with a given environment O’ is isochronous if and
only if object O has the same reactions (in terms of presence/absence of ports,
disregarding values of ports) whether it is considered on its own or placed in
the environment (O||0’).

INRIA



BDL, a language of distributed reactive objects 21

3.5 Meaning of BDL

Thanks to the mathematical framework introduced in sections 3.1 and 3.2, we
can give a graphical denotation of the BDL actions A (figure 4) embedded in
classes and objects. The mathematical denotation [A] of an action A is defined
in the figure 11 by induction on the structure of A. To any term A recursively
corresponds a graph I'" whose ports 3 and pins IT are both {x | x occurs in A}.
The function [.] considers actions A resulting of the expansion of well-typed
BDL structures S (as defined in the figure 14). In the figure 11, we write
[A][*v/v] for the substitution of v by *v in [A] and || ([A][w/v]) for the
composition of all [A][w/v] s.t. w is of type T.

=(al) (A
\
O

start, —x(v)— exit, ) ‘ - ( [A] v [AT] )

e
~—~~
<
~

!

start, —y(w)— exit,

e
~
<
~
AN

<
S
|

8

=( !TA v-T =
| () Kﬁj (1Ale/e])
=( A A’ —_

| N N
>>) (&
|
|

Figure 11: Denotation [A] of an action A
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4 Well-Typed BDL expressions

We formally define well-typed BDL phrases by the relation E F S:¢ (figure 14)
which associates a structure S to its type or signature ¢ (figure 12) given an
environment E. An environment E is a finite relation between identifiers
and types t (i.e. E 3 (I:t)). A type is either a data-type d or an object type t.
The relation E F S:t is defined by induction on the syntax of BDL (figures 2
and 4). Each rule in the definition has the form PIC”” and defines the relation
C' as the conclusion of the conjunction of smaller premises P; to P,. Each rule
is universally quantified over all its meta-names.

d ::= bool | int | union V7 _,
t:=typed | portd|vald|class E | (I:t).t'|[V:d].t

Figure 12: Data-types d and object-types ¢

The relation £+ S:t implements a contra-variant sub-typing relation ¢ < ¢’
between objects (figure 13). We identify the types (I:t).t" and (J:t).(¢'[1/J])
for all J not occurring in ¢,t'.

port d < port d val d <wval d
t<t E<EF E<FE
E ([:t)<E' (I:t) class E < class £’
<" t"<t t<t
(L:t).t" < (I:t")." [V:d].t < [V:d].t

Figure 13: Sub-typing relation ¢ < ¢’
The relation of well-typing F + S :t is structurally decomposed into a

relation £ + D :t on declarations D, a relation E' + I:t on identifiers and a
relation £+ A on actions A. Notice that the type associated with a structure
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S is exactly its <interface>. Also notice that declaring this interface (i.e.
<class C':C" is D>) prevents other identifiers (i.e. in D but not in C”) to be
visible from the environment.

ErFD:t
EFclass C'is D:class (C':t)

Er-D:t ERC:t t<{t
EFclass C:C"is D:class (C:t')

ErFT:typed FE,(V:vald)F D:t
E Fclass C[V:T]is D:class (C:[V :d].t)
EFT:t E,(I:t)-D:t
Etclass C(I:T)is D:class (C:(I:t).t")
ErRC:t
E I~ object O of C:class (O:t)

Figure 14: Relation £+ S':t

Similarly, every declaration D introduces a binding between an identifier
and a structure. Therefore, the relation £+ D:t also associates declarations
D to object types.

EFT:typed
E F port X :T:class (X :port d)

EFC:(J:t)t EFT:A" ¢ <
EF C{I):t[J/]]

Figure 15: Relation £ = D:t
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The type-checking of the selection of an element in a compound class or
in an array class is implemented by the relation E' - I :t between compound
identifiers I and types t as follows.

ErRC:(V:d)t EFW:ald EFI:class(E',(J:t))

E ([:t)F1I:t
E+ CW]:t[W/)V] Er1I1.J:t

Figure 16: Relation ' - [:t

Finally, the type-checking relation between environments E and actions A
checks the conformance between data-types and object-types already declared
and visible (in E) and the way they are used (in A).

EFX:potd EFV:vald EF X(V),Y(W)
EFX(V) EFX(V) = Y(W)
EF A Eb A A EF A A
FrA  Brdod EFA[A
ErT:typed E,(V:vald)F A
EralVv:T A

ErFT:typed E,(V:vald)F A
Erany V:T A

Figure 17: Relation F - A
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5 Using BDL

The complete definition of the BDL language consists of the core BDL syntax of
section 2 enriched with a predefined class (Cell, figure 18) and a set of pervasive
classes (such as Guard or Sync, figures 20 and 21) which can be defined in BDL
with the only help of class Cell.

The pervasive class Cell The class Cell (defined figure 18) is a generic class
of two parameters (the first one, T, is a data-type and the second one , V,
is a value of that data-type). Class Cell acts like a memory in which values
ranging over data-type T can be stored (using port set) and retrieved (using
port get). Value are transported from a transition to another by resourcing to
pins. Parameter V is the initial value of the memory m.

T:Type, Vival T, initially

<<interface>> Cell

¢

behaviour
=R

YT )
<@Z@Jet(u)} [get(u)]@ @ set(u)
(mw)

<get><get>
K,W,H/

Figure 18: The pervasive class Cell

e

i

"2
1,

a ‘.
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The class Counter A typical usage of class Cell is given in figure 19. The class
Counter (on the left in the figure) emits on the port count the number of tick
messages it receives. A trace of the counter, consisting of the concatenation
YooY107Y2, is depicted on the right in the figure.

<<Interface>> Counter
AbsCounter Gick:un@ Ccount:inD

C
Cellint,0>

Succ<count,C.set>
- Send<int,count,C.set>
‘

| (tick) = ! (count(u))

Figure 19: Using Cell to define a Counter

The class Sync Figure 20 gives the definition of class Sync, which can be
used to enforce sequentiality between occurrences of groups of ports or objects.
The use of the class Sync is examplified on the right in the figure 20. The
synchronizer A defines a task, consisting of the events a and b, and enforces
its completion within the bounds delimited by A.begin and A.end, and its
sequentiality with any other task in causal relation with A.

<<interface>> [~ | Sync AbsSchedule ™| Schedule

: : Cell<unit,void>
begin:unit ! A.beaqi
Send<C.get,begin> 9T
Send<end,C.set> @\ /@
[ ! A.end

Figure 20: Using Cell to define Sync
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Other pervasive classes A few other pervasive, generic, classes are detailed
in figure 21. The class Guard allows to condition the activation of a message
Y by a boolean port X. The class Send models the synchronous transmission
of a value V from a port X to a port Y. The interfaces And and Plus show that
operations on booleans or integers ports X, Y, Z can be regarded as generic
classes. A more significant example of BDL specification is detailed in figure 22
of the appendix. This example is self-contained and self-explanatory.

Guard: S(__Q_Q_O_f,_?__l.l_;l_li: <<inte rface>a_§(_,_Y_,_ 2__b_z)_(_) |11
P N And [
HX(true)) ! (Y <<interface>> _X_,\_(,_Z:_iﬁt:
Q| X
<3 Q Send T:type X,Y:T|
I(X(false)
; ) KV | (V)

Figure 21: Other BDL pervasives
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6 Contributions

The use of BDL integrates naturally in an UML object-oriented development
process (figure 1). It allows to define a logical interaction model between the
components described in the functional architecture of a system, with the help
of a preliminary UML design and elementary scenari. BDL descriptions can be
added to the preliminary UML design by means of stereotypes [2] in order to
enrich the model with a behavioural view of the system.

At this stage of the development, object-oriented methodologies such as
OMT or UML usually recommend the refinement of declarative diagram de-
scriptions (architecture, scenari) using imperative automata specifications for
describing the behavior of system components (e.g. using SDL [19], STATE-
CHARTS [10] or [5]). All these approaches offer means of directly describing an
<heterogeneous> architecture (i.e. an asynchronous network of synchronous,
imperative, objects).

According to the above respects, our approach radically differs from previ-
ous works [19, 10, 5]. It is motivated by the fact that stepping from a declara-
tive description of scenari to an imperative description of behaviours is difficult
without making minimal hypothesis on the actual distribution of system com-
ponents and on an interpretation of communications (in the scenari) and of
concurrency (in the architecture). BDL solves this key issue by implement-
ing a declarative description of objects interaction in terms of graph families
without making any assumption about their distribution. This approach al-
lows an homogeneous description of the functional architecture of distributed
object-oriented applications. Mapping this architecture to a particular, het-
erogeneous, configuration is regarded as a separate issue of <deployment>.
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7 Perspectives

Given the configuration and dimensions of a target system (by means of an
UML deployment of BDL diagrams), the functional architecture of the appli-
cation can be instantiated to form an assembly which defines the behaviour of
the target system in terms of a distribution of reactive objects. To each object
corresponds a family of graphs which can be executed by iteratively choos-
ing composable and concatenable graphs, as defined section 3. The causal
relations between the components of the target system can be interpreted in
several ways: synchronous communication (within a confined target object),
asynchronous communication (between distributed target objects), data or
control dependencies, real-time dependencies, etc.

The interpretation of distributed objects as communicating automata or
symbolic transition systems allows to use efficient verification tools, such as
CADP (8], in order to verify the global safety properties of the target systems
(e.g., deadlock freedom, reachability of states). The interpretation of confined
objects as synchronous programs allows to compile them separately in order to
generate either simulation programs or intelligent program stubs implementing
the scheduling of communications and concurrency of an object with its remote
environment.

Just as IDL specifications describe what application components exchange
with its environment, BDL specifications describe how these components inter-
act with it. A BDL specification allows to compile its interaction pattern (i.e.
communication and concurrency) as well as an IDL specification allows the au-
tomated generation of program stubs for an application component (i.e. code
for marshaling and exchanging data with the environment and for plugging it
with common ORB communication resources).

Thanks to its formulation using a partial-order theoretical framework, the
BDL specification of a capsule (a set of application components, embedded
according to a given configuration) allows an optimized compilation by re-
sourcing to code generation techniques employed in synchronous programming
languages, such as SIGNAL [6], for implementing embedded systems. More
precisely, the graph family I' of a BDL-capsule can be translated into a STS
scheduling specification (Symbolic Transition Systems, [4, 16]) which describes
both the control model (e.g. the valuations) and the causality model (e.g. the
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arrows) of the service. By determining the tasks in this graph (i.e. the control
configurations or states) and by hierarchizing them (i.e. determining the logi-
cal relations between them), the program implementing each capsule of a BDL
specification can be automatically generated.
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8 Conclusion

We have introduced the formal definition of a declarative specification language
for describing distributed reactive objects, BDL, and demonstrated that BDL
provides a unified medium for specifying, verifying and compiling distributed
real-time applications. In contrast to the object-oriented extensions of conven-
tional automata-based tools for specifying distributed systems [19, 10, 5|, the
BDL language implements a smoother phase transition between the specifica-
tion of a system and its configuration. This allow to feature a better integration
into UML.

BDL supports a description of object components interaction which respects
both the functional architecture of UML system designs and the declarative
style of UML diagram descriptions. BDL implements a both simple and ex-
pressive theoretical framework which allows to specify both the causality and
the control models of object interactions independently of any hypothesis on
the actual configuration of the system. The definition of BDL offers new per-
spectives for a flexible verification of systems, the generation of optimized code,
an accurate validation of applications by supporting the manipulation of both
causal and control dependencies. BDL aims at maximizing the re-usability of
high-level specifications and at minimizing programming and validation efforts
for the implementation of real-time, object-oriented, distributed systems.
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typeC, S,
type'aOpt = none | some of '&;
type Status = free | busy;

Human

typeS

Class Salesperson inherits class
Human. A new port is declared (sell)
and synchronized with port work.

Class Salespeople is made of a
collection of Salesperson, indexed by

P S= ey
| working Cell<S deeping>
! ! !
[svget(seeping)] [svget(working)] [sget(working)]

I

i

)

Class

none,

Class Human defines the generic behaviour of Customer
and Salesperson: It is made of an instance of class Cell.
Three possible behaviours are defined:

- transition from sleeping state to working state,

- asserting activity by emitting the port work,

- transition fromworking state to sleeping state.

I
1 free.
I

disused to keep

track of the (Customer,Sal esperson)
relation. It is made of:
- acollection of Cells of type SOpt,
indexed by type C and initialized to

- acollection of Cells of type Satus,
indexed by type Sand initialized to

<S Opt,none>,
<Status,free>

Switchboard

Salesdepartment

cr[c].buy sp[s].sell

o

mic).get(somes] | |

inwhich casetherelation (c,s) i:

s discarded from the switchboard.

Class Salesdepartment is made of and synchronizes classes Salespeople, Customers and Switchboard.
The behaviour of this classis the parallel composition for all customers (c in type C), of a choice among
salespeople (sin type S) of three possible behaviours:
- Provided customer cr[c] is not connected and salesperson sp[s] is free, ports wakeup may occur both
oncr[c] and on sp[s], in which case the relation (c,s) is recorded in the switchboard.
- Provided cr[c] is connected to sp[s], port buy may happen on cr[c] if and only if port sell happens on sp[s].
- Provided cr[c] is connected to sp[s], ports cr[c].sleep and sp[s] .sleep may happen synchronously,

This class holds a high degree of parallelismsince all customers and salespeople can be active during the same reaction.

Figure 22: BDL specification of the salesdepartment
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typeC, S
type’aOpt = none | some of '&;
type Status = free | busy;

Human

) (o) (o)

S

type S= deeping
| working

Cell<S,deeping>

o)
—

s.get(sleeping) s.get(working) s.get(working)

s.set(working) s.set(sleeping)

o)

¥

and Salesperson: It is made of an instance of class Cell.
Three possible behaviours are defined:

- transition from sleeping state to working state,

- asserting activity by emitting the port work,

- transition from working state to sleeping state.

Class Human defines the generic behaviour of Customer Ii ““““

Salesper son

A
8;0]10

Customer

buy

<] 1| work

{2

Figure 23: BDL specification of the salesdepartment (left)
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Salesper son

Salespeople

work

Class Salesperson inherits class B
Human. A new port is declared (sell)
and synchronized with port work.

Class Salespeople is made of a
collection of Salesperson, indexed by
type S

2
Q

Customers

cr
buy

work

0.0

AN

Class Switchboard is used to keep
track of the (Customer,Sal esperson)
relation. It is made of:

- a collection of Cells of type S Opt,
indexed by type C and initialized to
none,

- a collection of Cells of type Satus,
indexed by type Sand initialized to
free.

—_—— e - - — 5

<S Opt,none>, — c
<Status,free>

Figure 24: BDL specification of the salesdepartment (middle)

Switchboard
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Figure 25: BDL specification of the salesdepartment (right)

RR n3353

Salesdepartment
,—| c:C
P { s:S ) N

En[c] .get(non% (n[s] .get(free))

I I
(cr[c] .wakeurD—(Sp[S] .Wakeupj
I I
(— E\[c].set(some) (n[s].set(buwﬂ \I

)

(1[0].get(some ) (n[s].get(buwﬂ
O [ [ —

( cr[c].buy H sp[s].sell j

0
L E[c].get(some) (n[s].get(buwﬂ _J

I I
( cr[c].sIeepH sp[s].sIeep)
I I

(m[c].set(noneg (n[s].set(free))

Class Salesdepartment is made of and synchronizes classes Salespeople, Customers and Switchboard.
The behaviour of this classis the parallel composition for all customers (c in type C), of a choice among
salespeople (sin type S) of three possible behaviours:
- Provided customer cr[c] is not connected and salesperson sp[s] is free, ports wakeup may occur both
on cr[c] and on sp[s], in which case therelation (c,s) isrecorded in the switchboard.

- Provided cr[c] is connected to sp[s], port buy may happen on cr[c] if and only if port sell happens on sp[s].

- Provided cr[c] is connected to sp[s], ports cr[c].sleep and sp[s] .sleep may happen synchronously,
in which case therelation (c,s) is discarded from the switchboard.

Al customers and salespeople can be active during the same reaction.
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