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Sur les vitesses de convergence des modéles d’Erlang

Résumeé : On étudie la convergence a 1’équilibre de la file d’attente M /M /N/N renormal-
isée. Des bornes sur la distance & I’équilibre sont obtenues et nous montrons la propriété de
cutoff pour deux régimes de cette file. Nos méthodes sont essentiellement probabilistes.

Mots-clé : La file M/M/N/N. Convergence & I’équilibre. La propriété de cutoff. Les
temps d’atteinte de la file M/M/oo. Les processus d’Ornstein-Uhlenbeck. Les fonctions
gamma



On the rates of convergence of Erlang’s model 3

1 Introduction

We consider here the classical M/M/N/N queue with input rate A and release rate 1. As it
stands, this model is very well known and basic. Its invariant distribution 7 is given by
the truncated Poisson distribution with parameter A. An important part of the work on the
Erlang loss systems has concerned the loss probability in a transient mode P(Xn(t) = N),
if Xn(t) is the number of customers at time ¢. Most of the results have been proved via
clever analytical methods; various analytic expansions have been proposed for this model
and its generalizations, see for example [20], [18], [12] or [19] and the references therein. Our
purpose in this note is to give some insight on the time to reach equilibrium. We try as far as
possible to give, using probabilistic methods, explicit and computable bounds on the rates
of convergence of the Markov chains associated to these queueing systems. Our approach is
mainly probabilistic using simple tools such as martingales and coupling technics. As a by
product we derive some results for the M/M/oo queue using martingale methods.

Because the process (Xn(t)) is reversible, it is possible, using a diagonalization proce-
dure, to express all the related quantities concerning the approach to equilibrium. Never-
theless, the explicit expression of the eigenvalues and the eigenvectors is not easy to handle
to provide useful expressions. We shall study the renormalized process, i.e. the case where
A is replaced by AN. The normalizing parameter N “simplifies” the analysis of the model by
giving the major mode of the convergence as N — +oc. Despite the underlying phenomena
driving the convergence to equilibrium are very simple and already apparent in the analysis
of the convergence of the renormalized processes, or at the logarithmic level in the large
deviations analysis (see [22]), it turns out that getting simple, accurate and explicit bounds
on the rate of convergence is not easy; in this note we give a partial answer to this problem.
We also prove that the associated Markov chain has the cutoff property: before some time,
which depends on N, the chain is very far from equilibrium for some initial states, but after
this time the chain is at equilibrium.

2 The renormalized model

We recall here some elementary results concerning the renormalization of this queue. If
Xn(t) (we take the right continuous version of t — Xy (t)) denotes the number of customers
at time ¢, then the following differential equation is satisfied

Xn(t=)
AX N (t) = L xnoy<empNan(dt) — Y Ni(di),t >0, (1)
1

where NV, denotes a Poisson process with parameter z and we add an upper index if we need
many of them. All the Poisson processes are assumed to be independent. The generator of
this Markov process is given by

ON(f) = AN(f(z +1) = f(@) o<y + 2(f(z = 1) - f(2)), (2)
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4 Christine Fricker, Philippe Robert, Danielle Tibi

for any function f on the integers.
The equation (1) can be rewritten as

dXn(t) = dMn(t) + )‘Nl{XN(t—)<N}dt — Xn(t=)dt, t >0, (3)
where My (t) is a martingale defined by
t +0o )
M) = [ Loeueoyens (Wan(ds) = ANds) = 3 [ 1xuoopsa W(d9) — do), (@
0 i=1 70
whose quadratic variation is given by
¢ ¢
)\N/ I{XN(sf)<N}d3 + / Xn(s—)ds.
0 0

Because Xy (t) < Nan([0,t]), we get that

i ((59)) <o

Using Doob’s inequality, it is straightforward to prove that if limy_, o XJFV(O) = X(0),
almost surely
1 ¢ t
N (XN(t) - Xn(0) — )\N/ I{XN(sf)<N}d5 +/ XN(S—)dS)
0 0
converges to 0 uniformly on compact sets. Hence almost surely Xy (t) = XNT“) converges

uniformly on compact sets to X (¢) such that

Adt — X (t)dt if X(t) <1
dX(t) = )

AA1-X(@#)dt fX(Et)=1
with a A b = min(a, b); equivalently
X(t) =AM+ (X(0)=Ne )AL
Three different regimes. As it is obvious from the previous equation, the model has
three regimes. For each of them, we describe its behavior on a normal space scale; these

results are well known and easily proved using the theorems on the convergence of a sequence
of Markov chains and their invariant measures, see [8§].

1. A > 1. At the scale of the renormalized process, the queue becomes full after a finite
time. The variable Yx () = N — Xn(4£) is a Markov process whose generator is given
by

A(f(y=1) = F@) g0 + (1= W +1) = F@), yEN,

INRIA



On the rates of convergence of Erlang’s model 5

for some function f. As N — +oo, this generator converges to the generator of a
birth and death process whose jumps of +1 [resp. -1] have intensity 1 [resp. A].
The invariant measure of this asymptotic generator is the geometric distribution with
parameter + and it is the limit, in distribution, of the invariant measures of (Y (t)).

Asymptotically the queue has a geometric number of idle servers.

2. XA < 1. The queue is never full. In this case consider the process Yy (t) = w,
its generator is given by
W (J0+ )+ 1= ) =200)) +0VF (S0 = 52) = 1))
Y VN Y JN Y Y () JN Yy)),

if y < (1= A)VN, for some measurable function f on R. If f is twice differentiable on
R, then the generator converges to

)‘f” (y) - yfl(y)a ye RJ
which is the generator of an Ornstein-Uhlenbeck process with parameter A. The in-
variant measure of (Yn(t)) converges to a normal distribution with variance A.

N-Xn(t)

3. X = 1. The queue becomes full at infinity. The process Yy (t) = i

, its generator
is given by

N (f(y s+ ) - 2f(y)) _ N (f(y s f(y)) ,

for y > 0 and by
N (1)~ f(O)) ,

for y = 0. Asymptotically for f twice differentiable on Ry such that f'(0) = 0, the
generator converges to

W) -yf'y) y>0

3/7(0) y=0
which is the generator of the reflected Ornstein-Uhlenbeck process on R, . The invari-
ant measure of (Yn(t)) converges in distribution to the absolute value of a standard

normal random variable.

Remark 1. The renormalizing properties of Erlang loss networks are presented in [15] and
results on the convergence to Ornstein-Uhlenbeck processes can be found in [24] and [14].

RR n~° 3368



6 Christine Fricker, Philippe Robert, Danielle Tibi

X(t)

A>1

A1

Figure 1: The three different regimes

3 The M/M/oco process

In the following it will be useful to consider the process (Y (t)) without any upper boundary,
i.e. that satisfies the following differential equation

Yn(t—)
dYn(t) = Nan(dt) = > Ni(dt),t > 0. (5)
1
Our main result in this section is the following proposition.

Proposition 1. For ¢ >0,
(gc(t)) — ((1 + cet)YN(t)e_)‘Ncet) (6)

is a martingale. Consequently, if Yn(0) =z € N, for each a > 0,

+oo
(e—at/ (1 +C)YN(t)ca—le—)\chc) ,
0

is also a martingale.

Remark 2. The martingale (€.(t)) is central for this model. It plays the role of the expo-
nential martingale (or Wald’s martingale) for the random walks. As far as we know it is not
present in the literature, although many of the results for this model can be obtained with
this martingale. If its expression is complicated, it is quite natural in the following sense. It

INRIA



On the rates of convergence of Erlang’s model 7

is well known, see Chihara [6], that for w > 0,

1 +w)? Z cN(z (7)

where C)V(z) is the n-th Poisson-Charlier polynomial. The Poisson-Charlier polynomials
are orthogonal polynomials with respect to the Poisson distribution with parameter AV; they
are associated with the Poisson process. From an analytical point of view, they are related to
the differential equations of the birth and death process (Y (%)), see [16]. In this setting, the
above proposition can be rephrased as follows : the function ¢ : (¢,z) — (1 + cet)7e MVee'
is space-time harmonic with respect to the generator Ay of (Yn(t)), i.e.

%(tvm) = _AN(d’)(t:x) =-AN (¢(t,$ + 1) - ¢(t7 .CL’)) - $(¢(t,$ - 1) - ¢(t,$))

Replacing w by ce? in (7) and identifying the coefficients of the expansion with respect
to ¢, we deduce the following corollary.

Corollary 2. For any n > 0, if C2(z) denotes the n-th Poisson-Charlier polynomial with
parameter a,

(N (¥ (1))
is a martingale, in particular
(e"(Yn(t) = AN)), (e* (Yn(t)* — (1 +2AN)Yn(t) + A*N?)),
are martingales.

Proof of Proposition 1. For ¢ > 0, £.(t) is integrable since Yy () < Nn[0,t]. Using the
equation (5), we get that

dE. (1) et o et W
= Vv (t=) 7t — ANce'dt + ce Non (dt) — Z Ni(dt),

¢ Yn(t-)

= ce! (Nan (dt) — ANdt) — > (Vi(dt) — dt),

1+ cet

hence (£.(t)) is a martingale. If h is some borelian function on R} such that

+oo
/ |h(c)|E ((1 + C)YN(O)) e Mede < +oo,
0

( /0 o EC(t)h(c)dc)

is also a martingale. We conclude our proposition by taking h(c) = ¢~ L. O

then

RR n~° 3368



8 Christine Fricker, Philippe Robert, Danielle Tibi

For z > 0, we denote by T, the hitting time of z,
T, =inf{s > 0/Yn(s) = z}.

This variable will, in some cases, measure accurately the time to reach equilibrium for our
truncated process. The next proposition presents some results concerning hitting times for
the process (Yn(t)). We begin with an elementary lemma.

Lemma 3. If (Z(t)) is a birth and death process on N, denoting by v, > 0 [resp. 8] the
birth [resp. death] rate starting from x € N, then if a < b, the probability of never returning
to a starting from b is given by

b k-1 §;
Za+1 Ha+1 i
+oo k-1 ¢; °
a+1 a+1 ~;
Proof. Denote by Hy this probability, then clearly H, = 0 and for b > a,
(vo + ) Hy = vpHy11 + 0o Hp—1,
thus Hyy 1 — Hp = j‘y—';(Hb — Hp_1). Tt is then easy to conclude. O

Proposition 4. Fora>0and 0 <a <D,

Bu(e °™) = 22, ©
By (e=) = 54, )

where for y > 0,

and

+oo
To(k+1)
U, (a) =Ty (a —
v(@) =Ty )é L ()Tkt1()
To(a)(AN)* being the usual Gamma function.

Remark 3. The relation (8) is an integral representation of a classical result, see Takacs [23].
The Laplace transform (9) has been obtained under another form in [12], the authors used
operator technics and complex analysis to derive it.

INRIA



On the rates of convergence of Erlang’s model 9

Proof. If YN(0) = a < b, the stopped martingale
“+oo
Z(t) — e—a(t/\Tb)/ (1 + C)YN(t/\Tb)Ca_le_AchC7
0

is bounded, hence it is converging in L;, so

E.(Z(Ty)) = Ea(Z(0)),

+oo
E, (T |a+ c)YN‘Tb’c“‘le‘*chC> = B, (™) Ty(a) = Tu(a),
0

which proves the first part of the proposition.
We assume that Yy (0) = b > a, if we take x > b, using again the martingale of Proposi-
tion 1 and T =T, ATy, we get

_ Ty (a)
Ey (e *Te1r,<1,}) Ta(@) + By (e~ Lyr,<1,}) T ()

1 (10)
At this point, it is natural to let x — +00, the first term of the denominator of the above
equation converges to Ej (e‘“Ta) I, () which is the quantity of interest. To get the behavior
of the second term

Jy = Ey (e7T= Lir,<r.y) Te(a),

we shall use a technic of change of measure. Let us introduce some notations; define @, the
probability distribution on the sample paths of (Yn (t)) starting from b by

1

Qv(f) = mEb (f- e *Tyyw(a),

for any measurable functional f on the sample paths of (Yy(t)), depending only of the

e Ty, 1y(a)
Fb (Ot)

1, the definition of @y is consistent, see [21] for example. Under @, the process (Y (%)) is
also a birth and death process whose transitions are given by

coordinates < t. Because ( ) is a positive martingale whose expected value is

Qo(Yn(t+h)=k+1/Yn(t) =k) =
Py(Yn(t+h) =k+1,Yn(t) = k)e ™My 44 (a)
Pb(YN(t) = k)e—atI‘k(a) ’

hence starting from k, the birth rate is AN Fl’iﬁc(g) and the death rate krl’i;(lc(g) . The stopped
martingale

(e *T=MNTy (1. nt) (@)

RR n~° 3368



10 Christine Fricker, Philippe Robert, Danielle Tibi

is uniformly integrable, depends only of the coordinates < T, and its limit is e~*7=T',(a),
hence for ¢t € R,

lim E (e*“(TmAt)FYN(TEM)1{TmAt§Ta}) = Js.

t—+o0

According to the definition of @y,

E (eia(TmAt)FYN(Tm/\t)l{Tm/\tSTa}) =@ (To Nt <Ty),
consequently we get that
Jo = To(@)Qu(Te < To),
hence

lim J, = Ty(a)Q(T, = +00),

z—400
and according to (10),
B (e-o) = PH@QT: < 420)
Now we use our lemma to get that
+oo k!
Qu(T, < +00) = ’_’i_oo (AN)’“Fk(kO;)FHl(a) 7
Yo BN (@Te@)

our proposition is proved. O

Remark 4. If for o > 0 and n € N we denote by ¢,(a) = E,(e2T»-1), then it is easily seen
that
n

bn(a) = n+ AN +a— AN¢pi1(a)’

if we replace temporarily AN by A, we get that A¢,(a — A) has a continued fraction repre-
sentation

This kind of representation occurs in the problems of enumeration of paths. In this frame-
work, families of orthogonal polynomials play also a major role. Despite the combinatorial
results, see [9] or chapter 5 of [11], have some similarity with the results obtained from a
probabilistic point of view, it is not clear how one can get a clear picture of these phenomena.

INRIA



On the rates of convergence of Erlang’s model 11

Remark 5 (Related results for Ornstein-Uhlenbeck processes). As a stochastic process, the
Ornstein-Uhlenbeck process (U;) verifies the stochastic differential equation

dU; = V2XdBy — Udt,

where (B) is a standard Brownian motion. Because (W%) converges in distribution

to (U), the martingale we have in the discrete case

(Sfﬁ(t)) = ((1 + \/_Cﬁet)YN(t)e,\N\;ﬁet)

converges in distribution to
(ecet U;— %CZCQt ) ,

which is therefore also a martingale; this can also be checked directly using the exponential
martingale of the standard Brownian motion. For a > 0, as in the discrete case, if we
integrate with respect to ¢®ldc, we get that

oo A2
(e—at/ cht—Ec Ca_1d6>,
0

is a martingale. The classical formulas for the Laplace transforms of the hitting times of the
Ornstein-Uhlenbeck process are then easy to derive, see [13] for this kind of approach. If 7,
is the hitting time of z by U, we get using the stopped martingale, for & > 0 and a < b,
that

A2
+00 ece— 3¢ cafldc

E (e—arb) — JO
a +00 op_Ac2 1.
Jo etz e 1de

and by symmetry (or by replacing ¢ by —c in the martingale £_c_), the Laplace transform

of the hitting time has a similar expression,

Vel

00 _ep—2e2 q—
5 ( Car ) 0+ e cb—35c c® ldc
bl€ °)= ) X 2 .
f0+ e =2 ca—1dc

In the discrete case, as we have seen, the distribution of the hitting time of a starting from
b is more difficult to express.

4 The time to reach equilibrium

In this section we study the time at which the process is stationary. The quantity we take
to measure this is a kind of worst case of the total variation distance, more specifically.

RR n~° 3368



12 Christine Fricker, Philippe Robert, Danielle Tibi

Definition 5. The distance to equilibrium at time t is defined as
dn(®) = max [1Po(t) =

where P, is the probability distribution for the process (Xn(t)) which starts at z and
the norm || ||z, is defined as

—+oo

1P = @l = sup [P(4) - QWA = 5 3 P} - QUi

i=0

for P and @) probability measures on N. As we will see, there is a phase transition for all the
models we consider. Roughly speaking, before some time ¢y, the process is very far from
equilibrium, i.e. for t < tn, dn(t) ~ 1 and after that time it is at equilibrium, i.e. dy(t) ~ 0.
We prove this result as well as some estimates for dy(¢). This kind of phase transition is
often encountered in the context of random walks where a sharp transition occurs, the cutoff
property, see [1], [2] and [7]. In a queueing context, the results of this kind obtained without
the explicit expressions of the transient behavior of the Markov process are quite rare, see

Throughout this section we shall denote by (X%(¢)), z =0,..., N, the Markov processes
starting from z with generator defined by (2). We couple them so that if for some ¢ > 0,
X% (t) = X% (t), then X%(s) = XX (s) for all s > t. We shall consider only monotonic
couplings; for these couplings, when X3 meets X 11\\,’ , then all the processes are on the same
trajectory. If Z is some independent random variable whose distribution is the truncated
Poisson distribution with parameter AN, then (X Z~ (t)) is a stationary version of the process
(Xn(t)). The number dy () measures how fast all these Markov processes stick to (X &~ (t)).

4.1 The super-critical case, A > 1

Here the situation is quite simple, the queue has to be full very quickly and will remain
nearly saturated forever. When the process (X% (¢)) reaches N, all the processes are sticked
to the sample path of (X$(#)), in particular all of them will be on the stationary sample
path. Recall that T = inf{s > 0/X$(t) = N}, and according to the definition of dn(t),

dN(t) = Og;aéXNilé%lE (1{va(t)€A} - l{XﬁN(t)EA}) | S P(TN > t). (11)

The following proposition gives an upper bound for dn(t). As we shall see it is not optimal
as a function of N, however it is quite accurate for the dependence in the time variable.

Proposition 6. The hitting time Tn has an exponential moment of order N(v/X — 1)2.
Furthermore,

N
2

E(eN(ﬁ*”ZTN) A%, (12)

IN

INRIA



On the rates of convergence of Erlang’s model 13

and consequently
dn(t) < AV/2e"NVA-D* 45, (13)

Proof. Clearly Ty has the same distribution as the hitting time of N by the process (Y (t))
starting from 0. We shall use a standard martingale argument. For ¢ € R, denote by
f(x) = €52, using (5), if Y (0) = 0, we get

df(Yn(t)) = dMn(t) + fF(Yn(t=)) (AN(e® — 1) + (e7¢ = 1)Yn(¢-)) dt,

for some martingale (My(t)). For £ <0, the stopped process satisfies,

df(Yn(tATN)) <dMy(tATN)
+ Lipern} (F(YN(t=)) (AN (8 — 1) + N(e™¢ — 1)))dt.

If we minimize (AN(e® — 1) + N(e¢ — 1)) for £ < 0, we find that & = —3 log()) achieves
the minimum. For this value of £, we get that for s <t

FTOYNEATN)) — F(YN(EATN)) < My(tATN)
TN At
— Mn(s ATx) = N(VA = 1) / F(V(s=))ds.

TN As

—Yn(tATN)
We deduce that (eN (VA-1D)*ATy (\/X) AR ) is a supermartingale, in particular

E (eN(\/Xfl)2t/\TN) < \/XN.

Letting t converges to +o0o gives (12), then using Chebyshev’s inequality and (11), we get
our upper bound (13). O

The process is already at equilibrium when (X% (#)) hits N, for the renormalized process
it corresponds to the time T such that

X(T)=X1-eT)=1,

that is T = log 2.

Using (13), we find that dn(t) < e~ 1, if
1 logA
2(VA-1)

our bound (13) is thus not really tight as we shall see in the next proposition; we prove
that log )\—il is indeed the time to reach equilibrium for this model. However, one can show,

A
t> +o(1)>log—)‘_1,

RR n~° 3368



14 Christine Fricker, Philippe Robert, Danielle Tibi

see [10], that the second largest eigenvalue Ao v < 0 of the generator Qn, which gives the
exponential rate of convergence to equilibrium, satisfies

. )\2,N _ 2
lim N = (VA -1)2

N—+4o0
The exponential rate of convergence to 0 in ¢ is thus accurate in (13).

Proposition 7.

1 ift<log )\—fl
lim dyn(t) =

N=rtoo 0 ift>log2s.

Proof. According to Corollary 2, for the process (Yn (t)) starting from 0, the process (e (Y (t)—
AN)) is a martingale. Notice that Ty is also the hitting time of N for (X% ()). Thus

E (e"™ (X% (¢ ATn) = AN)) = —=AN, t>0.

Using (12), for N sufficiently large, it is easily seen that E (V) < +oo and Lebesgue’s
convergence theorem gives

A
Tny —
E(e'™) = o1
With the same argument for the martingale

(e (Yn(t)® = (14 2AN)Yn(t) + A’N?))
of Corollary 2, we get, for N such that N(v/A —1)? > 2, that

/\2

B =gyt

2|

Using Chebyshev’s inequality we get that for ¢ > 0,

A 1
17¢) < SR

P (TN —log

For t > log ﬁ, we get that

1
P(TN > t) S _ ’
N — (O - 12— F)
so limy 400 dn(t) = 0.
Now we fix some ¢ < log )‘—fl and € > 0. We know that the invariant distribution of
(N — Xx(t)) converges in distribution to a geometric distribution with parameter ;. In

INRIA



On the rates of convergence of Erlang’s model 15

particular, there exists some K > 0 such that for all N > 1, ay({N,... , N—K})>1—e.
If we denote by T%, the hitting time of N — K by (X$(#)) with the same method as before

we get
x A < A \’) _ Cx
E (€T =% E In - 2 < =
(%) o1k ((eN A—1)>—N’

for some constant Ck.
For t < log ﬁ, we have

CK(/\ 1)2
N -
<t) <efor N> Ny. Now

P(Ty <t) <

hence there exists some Ny such that P(T%

IPOXR() €)=l = sup [P(X (1) € 4) = ()
> [P(X%(t) > N - K) - in({N - K,... ,N})|,
using that for N > Ny, P(X%(t) > N — K) < P(T¥ <t) <e, we get
IP(XR(t) € ) = mnllew 2 1 = 2.
As ¢ is arbitrary, our proposition is proved. O

Remark 6.

The picture 2 shows a smooth convergence to equilibrium, the probability distributions drift
continuously to the equilibrium measure. In particular, the probability of the region, which
is not negligible for the distribution at time ¢ and for the equilibrium distribution, increases
smoothly from 0 to 1. The curve of the middle depicts this phenomenon. Here, at our scale,
because of the sharp transition, this curve does not exist.

It is easily seen, using (8), that Ty converges in distribution to log /\—il The first part of
our proof could have used this property, we shall proceed like that in the next section for
the case A = 1. Here, we have choosen to use the martingales which show a much stronger
convergence, i.e. the convergence of the exponential moment of order 2 of Ty.

4.2 The critical case, A =1

logN

Proposition 8. If Ty denotes the hitting time of N starting from 0, then Ty — con-

verges in distribution to a variable with density on R

RR n~° 3368



16 Christine Fricker, Philippe Robert, Danielle Tibi

Initial distribution

Equilibrium distribution

Figure 2: Convergence of the probability distributions to equilibrium

Proof. We shall use the representation (8). For a > 0, the function I'y(a) can be written

as
+o0 /2_ N
NaFN(a) = \/Na2%_1/ <1 + %) .'L'%_le_\/mdx.
0

The expression under the integral in the right hand side of the above equation is easily seen
as a non increasing function of N. Using Lebesgue’s theorem, we get that

VvNT +oo .
lim gi_ﬁ]m) = / e ?r? de = F(g),
N —+o0 23 0 2

hence

lim FE (e“"(TN_%)) = 711(04)
N—+oco

Legendre’s formula for the Gamma function, see [25], gives

. ,a(TN,M) :L a+1l _a
R e RLEL

The last expression is the Laplace transform of the probability density on R

_e_a:e_Ee
™

2 1_,—2z
?

which is the distribution of —log|B;|, where B, is some standard normal random variable.
Our proposition is proved. O
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On the rates of convergence of Erlang’s model 17

Remark 7. The above result shows that the distribution of T is sharply concentrated

around 1°g2N , this is the main reason for the phase transition that will be proved in the

next proposition.

Figure 3: The distribution of Ty — @

Proposition 9. In the case A = 1, then for any sequence (p(N)) converging to +oo, then

1 ifa<0

+a¢(N)>= 0 ifa>0 /

log N

lim dN (

N —+00

moreover for any a € R,

log N 2 (7 .
lim sup dn (i + a) < \/j/ e~z dx. (14)
N—+oo 2 ™ Jo

Proof. If we use (11) we get that

log N
2

@(mN+ww03p@wz

: +as().

we have seen before that Ty —log N/2 converges in distribution. The right hand side of the
inequality must converge to 0 for a > 0. The inequality (14) is also a direct consequence of
Proposition 8.

We know that the invariant distribution o
distribution of the absolute value of a normal random variable. Hence, for € > 0, there
exists some A > 0 such that, for N sufficiently large,

an{0,... [N — AVN|} <e.

f %}\z\;(t) converges in distribution to the

RR n~° 3368
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Using again (8), we get that for a > 0,

[(a)
f+°° + £)IN- AVN] po—le—zdy’

N*E, (e—aTLN-AmJ)

in a similar way as before we get that

) 2T ()
) 2% f+°° e—2—AVIzga/2—1dy

log N
lim E, (e‘“(TLN—AWJ‘ %

in particular T\ n_ 4 /5 — ligzﬂ converges in distribution (notice that the right hand side of
the above identity tends to 1 as & — 0). Because

Py (XN (logzN + a¢(N)) > |N — AVN J) <

log N

o (11 5 <o),

using the convergence in distribution of T\ y_ 4. /7 |- @, for a < 0, the right hand side
tends to 0 as N — +00. We conclude the proof as in the super-critical case. Our proposition
is proved. O

In this case the stationary process lives in a region below N whose width is of the order
of v/N. The way the process converges to equilibrium can be pictured as follows: First reach
the region | N — Av/N | and then within a bounded time stick to the stationary sample path.
If we use the renormalized process, the time 7' to reach [N — AV/N| is +log N + o(1) as N
gets large. This is indeed the right value to reach equilibrium. The last part of the travel
i.e. from | N — Av/N| to equilibrium is basically the time to reach equilibrium for a reflected
Ornstein-Uhlenbeck process starting from A.

Remark 8. Using Diaconis’ terminology, see [7], (Xn(t)) has a [&%, ¢(N)] cutoff for any
sequence (¢(N)) converging to infinity.

4.3 The sub-critical case, A < 1
We begin with an upper bound on dy(t).
Proposition 10.
dn(t) < (N +1)e”t, t>0. (16)

Proof. We use a coupling argument: We imagine that the jobs are balls in an urn with N
places. We consider two processes, process (X i (t)) starting with N red balls and process
(X%(t)) beginning with an empty urn. We couple these two processes as follows: the balls

INRIA



On the rates of convergence of Erlang’s model 19

that arrive are green and the arrivals are the same for both processes. If a green ball is
not rejected for the processes 1 and 2, then it residence time in the urn will be given by
the same value exponentially distributed for both processes. If a green ball is rejected in
1 but not in 2, then one of the red balls in 1 is painted in green and its residual residence
time has the same value as for the new green ball in 2. Notice that with this coupling we
have X2 (t) < XA (t) and X% (t) < XA (t) if and only if there are still some red balls in 1.
Furthermore when X% (t) = X (t), then the two processes are the same after . When the
urn does not contain any red ball, the process is already at equilibrium; remember that the
stationary process is between these two processes. The time Sy after which no red ball is
present is certainly smaller than the maximum of NV independent exponentially distributed
random variables (Z;) with parameter 1, hence

N
P(Sy>t) <P (Z l{ZiZt} > 0) .
i=1

If @n is the distribution of Zf;l 11z,>1y and Pois(z) denotes the Poisson distribution with
parameter z, Le Cam’s inequality, see [4], gives

lQn — Pois(Ne ) ||sp < e7t, t>0, (17)

in particular,

N
P (Z Yzi>ny > 0) —(1—e N <,
i=1
hence,
N
P(Sy>t) <P (Z Liz>e > 0) < (N +1)et
i=1

Of course, the last inequality can be proved with elementary means, the term in the middle
is simply the probability that the maximum of N exponential random variables exceeds t.
The inequality (17) will be used in the sequel. Our proposition is proved. O

Remark 9. The second largest eigenvalue converges to —1 when N — +o00, see [10], so as in
the super-critical case our bound (16) is correct as a function of ¢. Notice however that this
bound gives log N as an upper bound for the time to reach equilibrium. We shall see in the
next proposition that lﬁgg is the correct order of magnitude.

Proposition 11. In the case A < 1, then for any sequence (¢(N)) such that limpy_, oo ¢(N)
400, then

1 ifa<O

0 ifa>0.
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Proof. From the case A = 1, we know that the first part of our proposition is true ; the
process which starts from 0 needs at least the time 8% to reach the good region around
AN for equilibrium, otherwise the process is at distance 1. All we have to prove is that this
time is indeed sufficient to reach equilibrium. The difference with the case A = 1 is that
the process can start above AN, at N for example. The hitting time of AN starting from
N is less easy to handle than the hitting time from 0 to AN. We shall use the following
procedure : construct a coupling of two processes (X1(t)), (X2(t)), the first one starting
from N and the second from 0. If T}, is the meeting time of these two processes, then
clearly

dn(t) < P(Thm > 1). (18)

If we assume that the two processes have no upper boundary, then it certainly increases
their meeting time ; the inequality (18) is thus still true with this meeting time.

The coupling We fix € > 0 and A > 0. We consider the same coupling as before between
X! and X2, the arrivals and the services of the customers are the same, until the time

Sa = inf {s > 0/Xn(s) — Xx(s) < A\/N} .
After this stopping time S 4, we suppose that the processes behave independently until they

meet.
According to the proof of Proposition 10,

N
P(Sy>t) <P (Z Liz>1 > AW) ,

i=1

where the (Z;) are i.i.d. exponential variables with parameter 1. And inequality (17) gives

<et. (19)

P (Z Liz50 > A\/N> -P (Nl [0, Ne 1] > A\/N)

After time S4, the two processes behave as processes Yx and Y2, such that Y3 (0) —YZ(0) =

|AVN|, and

Yy (t-)
dYy () = Niy(dt) = > NPH(db), t>0, i=1,2.
k=1

It is easily seen that (W) converges in distribution to (U(t)) the Ornstein-Uhlenbeck

with parameter 2\ starting from A. For § > 0, because of the ergodicity of Ornstein-
Uhlenbeck processes, the hitting time 75 = inf{s > 0/U(s) < —4§} is finite. There exists
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some T > 0 such that P(7s > T') < ¢, and some Ny, such that for N > N,

P (s Vi(s) = Y3 ()

o JN > —6) < Py (SingU(s) > —6) +e (20)

=P(rs >T)+e< 2.

The meeting time T, of these two processes is certainly smaller than S4 plus the time
1 2
to reach —§ starting from | A| for the process (M) For a > 0, and N > N,

VN
log N
P (Tm > Oi +a¢(N)> <
log N . YE(s) = YE(s)
P = — f NV SNV
(SA> 5 + app(N) T)—{—PA (;élT Wi > -0,
using (19) and (20), we get
log N
P (Tm > =2 +a¢(N)> <
1
——e T L p (Nl [0, VNe2?(M)+T] > A\/N) + 2e,
VN
the law of large numbers for Poisson processes, i.e. for n > 0, lim,_, w =7 a.s.
shows that the last term converges to 0 as N — +o00. Our proposition is proved. O

Remark 10. The meeting time T}, of the two processes of the above proof satisfies probably
a proposition similar to Proposition 8. But due to the complex representation of the hitting
time of AN starting from NN, it is very unlikely that a simple argument will give such a result,
i.e. without jumping into the analytic intricacies of the asymptotic analysis of equation (9).

On the cutoff property In the critical case the second largest eigenvalue A n, is 2 and
asymptotically 1 in the case A < 1, see [10], but the order of magnitude of the time for
the cutoff does not change. The main explanation which is given for the cutoff property is
that an accumulation of eigenvalues occurs below Az ;v as N — 400, and this phenomenon
balances the influence of the variable Ay n. Here, this is certainly not the reason since it is
well known, see [5], that there is a gap of size at least 1 between all the eigenvalues.
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