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Abstract: This is the second part in the series of papers where we are looking for new
connections between computer science, mathematics and physics. These connections go
through the central notions of computer science - grammar and graph grammar. In section
2 main definitions concerning random graph grammars are given. Section 3 and 4 are
devoted to the simplest models of graph dynamics: we study the large time behaviour of
local and global characteristics of growing one-dimensional complexes. Main emphasis is
on looking for correct problems and models, discussing their qualitative behaviour. We
consider asymptotic growth of the number of connected components, the degree of local
compactness, topological chaos, phases of different topology etc. In section 4 we construct
infinite cluster dynamics. We discuss some aspects which distinguish thermodynamic limit
for graph grammars from that for Gibbs fields on a lattice. One of the central emerging
notions is the statistically homogeneous infinite complex.
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Evolutions stochastiques via grammaires sur des
graphes

Résumé : L‘évolution de complexes uni-dimensionels est decrite a l‘aide de grammaires
aléatoires sur des graphes. On consideére le comportement asymptotique de certains ca-
ractéristiques topologiques de ces complexes, ainsi que de nouveaux phenomeénes en limite
thermodynamique.

Mots-clé : Grammaire graphique, graphe aléatoire, topologie aléatoire, processus de
branchement
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4 V. Malyshev

1 Introduction

From the point of view of computer science we consider large graph grammars and their
nondeterministic trajectories.

From probability theory point of view we consider here a kind of homogeneous stochastic
processes with local interaction but without the underlying space.

From the point of view of topology we consider infinite complexes (in this paper they are
one-dimensional). But the limiting spaces under consideration are not quite standard for
topology: complexes here are infinite, groups have infinite number of generators, invariants
equal either 0 or co. The problems are also not standard for topology: it is not homeomor-
phism or homotopy of spaces as a whole, but rather some homogeneity structure (without
symmetry group).

We do not speak here about physics at all but it is present behind the curtains in the
methods and mere ideology of the paper. Spin graph corresponds to a field on a lattice
in physics, its stochastic dynamics is called stochastic quantisation method. But here the
lattice itself is changing dynamically in time together with fields. Already two-dimensional
complexes have important physical interpretation, we consider them in the next paper.

The plan of this paper is the following. In section 2 the main object is introduced: a
countable Markov chain describing evolution of spin graphs. Only transient chains are of
interest when the graph grows. Section 3 is an introduction to section 4 where several models
for such countable chains are considered. We consider large time behaviour of the number
of vertices, links, cycles, connected components. It appears that local characteristics of the
growing graph have well defined limits exhibiting chaos properties. Phase transitions in
topological characteristics are related to those in random graph theory.

In section 5 the initial graph is infinite. The central problem is the existence of the
dynamics itself. We prove its existence under some conditions. For ¢ — oo even more
interesting problems arise and we start to discuss them here.

2 Random Graph Grammars

2.1 Definitions
2.1.1 Spin Graphs

Consider a (finite or countable) graph G with the set of vertices V' = V(@) and set of links
L = L(G). Subgraph of G is a subset V; C V of vertices together with some links connecting
pairs of vertices from V; and inherited from L. Regular subgraph G(V1) of G is a subset
V1 C V of vertices together with ALL links connecting pairs of vertices from V] and inherited
from L.

Links are not directed, there can be any finite number of links between two vertices. A
link [ connecting vertices u and v is called incident to both of them and vice versa. A link
is incident with subset V' if it is incident with some vertex v € V'. We assume everywhere
that each vertex has at most finite number of links incident to it.

INRIA



Stochastic Evolution via Graph Grammars 5

Distance p(v,v1) between two vertices v, v; of the graph is the minimal length of a path
connecting these two vertices, that is the minimal number of links in such a path. Vertices
connected by a link are called neighbours. Neighbourhood O4(v), O1(v) = O(v), of vertex v
in G is the regular subgraph with the set of vertices consisting of v itself and of all vertices
on distance not greater than d from wv.

Spin graph (also colored graph, marked graph, spin system etc.) is a pair a = (G, s)
where s = s(.) is a function s : V' — S where S is the set of ”spin values”, the alphabet.
Isomorphism of spin graphs is an isomorphism of graphs respecting the spins. The empty
spin graph 0 is the empty graph with no spin.

If we say that the set V of vertices is given as a set this means that the graph is
labelled, for example we can enumerate V' by positive integers. It will be useful in the
sequel to extend the definition of labelling: assume we have some abstract set ¥ which
will be called the space. Labelling then is an arbitrary embedding of V' into ¥. We shall
often consider also equivalence classes of spin graphs (they are called sometimes nonlabelled
graphs). Isomorphism of spin graphs is given by a one-to-one mappings between their sets
of vertices respecting spins and links. It will always be clear from the context whether we
consider labelled or nonlabelled graphs. One of the difficulties we shall encounter later will
be the absence of natural labellings (or the absence of natural space) for the set of vertices
of the graphs evolving in time. One can even say that the set of vertices looses its exact
meaning.

2.1.2 Operations, substitutions, transformations
Spin graphs dynamics is a random sequence (where moments ... < t < tg41 < ..., are also
random) of spin graphs

Qo = (G07 30)7 Q= (Gh ) 8t1)7 ey Oy = (Gimstk)a

to be defined below. Graph oy, is obtained from ay,_, by a simple transformation from
some fixed class of transformations.

We start with defining some basic operations on spin graphs. Most useful will be sub-
stitutions which are similar to substitutions in grammars.

The operations we often use are the following:

1. deleting a link;

2. identifying two vertices. More exactly, for each ordered pair of vertices (v,v') we can
identify v and v'. The spin in the obtained vertex say equal to s(v');

3. deleting a vertex, all links incident to this vertex are also deleted;

4. adding a link means that either a pair v,v’' of vertices in G are joined by a new link [
or a link is added to a vertex v with some new vertex v'.

5. changing function s in one vertex;

RR n° 3380



6 V. Malyshev

6. nonconnected union of two spin graphs « U 8. Appending an isolated vertex is a
particular case.

We shall consider other operations as well which are the products of the defined opera-
tions. The most important operation has the following definition.

Definition 1 Substitution (production) Sub = (T; ¢ : Vo — V(') is defined by two “small”
spin graphs T and I, subset Vo C V = V(T') and mapping ¢ : Vo — V' = V(I'); either of
T and T’ can be empty.

Definition 2 Transformations T = T (Sub) (which eventually will also be call substitutions)
of a spin graph G, corresponding to a given substitution Sub = (T;¢ : Vo — V(IV)), is
defined in the following way. Fiz an isomorphism 1 : I' — T'y onto a spin subgraph I'y of
G. Consider nonconnected union. n this nonconnected union of G and T delete all links of
Ty, delete all vertices of (V) \ (Vo) together with all links incident to them, identify each
P(v) € P(Vp) with v' = p(v) € T'. The function s on V(G) \ V(T1) is inherited from G,
and on V(I') it is inherited from T'. The resulting graph is denoted by G(Sub, 1) . Regular
transformations are defined similarly, with the condition that only isomorphisms 1 to regular
subgraphs T'1 of G are allowed.

This can be formulated differently: one should find first a subgraph of G isomorphic
to I', delete the subset V(I") \ V; of vertices together will all links incident to them, some
vertices in Vj are identified and some links between vertices of V, are added.

Note that these definitions are in the same spirit as attaching of one topological space
T to another T» with the continuous mapping ¢ : T] — T where T is a closed subspace of
T.

It is easy to see that the elementary transformations are transformations according to
the above definition. For example, to append a vertex we take I consisting of one vertex,
T empty (we assume that there exists only one empty subgraph for each graph).

2.1.3 Graph Grammars

Definition 3 Graph grammar is defined by (an initial) spin graph ag = (Go, s0) (finite or
infinite) and by a finite set of substitutions Sub;,i = 1,...,r. We call a graph grammar local
if T corresponding to all Sub; are connected. Language L(ag, {Sub;}) is the set of all spin
graphs which can be obtained from oy by applying transformations arbitrary number of times
in arbitrary order. More exactly, ag € L(ag,{Sub;}), and if o € L(ap, {Sub;}) then Ta €
L(ag, {Sub;}) for arbitrary T = T(Sub;).

The notion of locality can be made more precise. We say that graph G is obtained from
G by a d-local transformation if the following conditions hold. Some finite integer d > 0 is
fixed (transformation radius) so that the diameters of all I'’s do not exceed d. For example,
vertices on distance greater than d cannot be connected by a link. Local transformations
can be obtained by successively applying elementary local transformations bounded number
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Stochastic Evolution via Graph Grammars 7

of times. Example is : deleting a set of vertices Vi (or the subgraph G; = G(V4)) can
be obtained by deleting these vertices one-by-one and all links incident to them. One can
denote the resulting graph by G \ G;.

As for the elementary transformations, only cases 4 and 6 can be nonlocal. From many
points of view (both in physics and in computer science) local transformations seem more
natural. The role of nonlocal transformations is enigmatic and should be discussed each
time separately. For example, the laws of physics nowadays are supposed to be local. Pro-
gramming in computer science also prefers local conditions and local cycles.

There were recent activity in graph grammars in computer science framework, see [4] and
proceedings of four conferences in graph grammars, the first one is [5]. Note however that
graph grammars (more exactly, operations on spin graphs) appeared under another name
earlier (see [10]). One should realize there exist (and this is quite inevitable) a lot of different
variations on the theme of graph grammars. All of them use different generalizations of spin
graphs (see for example, [4] , [5]). Examples are bipartite graphs (used in Petri nets),
hypergraphs with hyperedges instead of edges. Choice of a particular definition depends on
local historical tradition, personal taste and favourite applications. Most general framework
for all these notions seems to be the category theory, which was in earlier years called
abstract nonsense see [14]. Following this tradition one could also call such contsructions an
abstract nonsense.

We want to emphasize, however, that many statements about such generalized graph
grammars can be reformulated using only simple spin graphs by enlarging the set of spins,
redefining a graph with new vertices and new edges, etc. But such formal equivalence
can kill intuition. For example, one could consider abstract simplicial complexes and cell
complexes (CW-complexes) as graph grammars. Obviously the geometrical intuition will
play an important role. However, in general theory it is convenient to choose the simplest
formal definition without entering infinite number of evident generalizations. More exactly
this means that many results can be automatically put into more general framework.

2.1.4 Markov Process

We introduce a general class of Markov processes which we call random graph grammars.
The states are spin graphs, that is pairs (G,s) where G is a graph and s = s(v) is a
function on vertices of G taking values in some ”spin space” S. Contrary to the processes
with local interactions, where the graph (normally a lattice) is fixed, in our definition the
graph changes (locally) together with spin values. The process is specified completely by
the initial state and by the rates c(«, ) of transformations from the state @ = (G, s) to the
state 8 = (G1, s1)-

Let us fix some graph grammar. The only positive rates are those which correspond to
the transformations defined by the substitutions from the fixed graph grammar. We assume
here the analog of translation invariance, which takes here a more general form: rates ¢(a, §)
depend only on the substitution done but not on the place (that is not on the choice of 1)
where it is done. Thus ¢(«, 3) take only finite number of different values ¢; = ¢(Sub;).
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8 V. Malyshev

Thus each allowed morphism 1 waits the corresponding exponential time (independently
of the others). When the first of them succeeds it performs a transition (transformation),
and the procedure starts again, and so on. To give conditions when this process can be
defined globally (for all time interval [0, o00]) we discuss separately two cases. When the
initial graph is finite then we get a countable Markov chain and we should only prove that it
is not exploding. When the initial graph is countable then the Markov chain has a continuum
number of states and the construction of dynamics is a more complicated problem with new
and unexpected thermodynamic limit aspects.

2.1.5 Examples

It is worth notice that the introduced class of processes covers many famous processes.

e Branching processes. For the Galton-Watson process graphs consist of isolated vertices,
no links. Vertices represent particles, and spins represent particle types.

e Processes with a local interaction on a lattice. It is a local grammar and the graph is
not changed at all. Only spins undergo local transitions.

e Queue is a random string of symbols, where the symbols are the customer types. For
example in LIFO and FIFO protocols the changes may be only at one or at both ends
of the string. At the same time it is a particular case of a random grammar because
one can put a special "nonterminal symbols” L at the end of the queue and F' at
the beginning of the queue.. The substitutions have the form L — zL (customer z
arrived) and Fy — F (customer y is served). In this cases the grammar is context free:
customers arrive and served independently of the context. Generalization to queueing
networks is discussed in [7].

e Random Walks. For example, states of a random walk on Z, are strings with one
symbol (the length of the string is the position of the random walker). In other
words, random walk is a one-sided linear grammar with one terminal symbol and one
nonterminal symbol (at the end of the word). Random walks on a free noncommutative
group are strings with particular substitutions at one end.

e Embedded graph grammar is a graph grammar with additional structure: for given
embedding of the graph G into some topological space X (normally R™), then embed-
dings of all its transforms G(Sub, ) are given as well.

e Random fractals: imbedded graph grammars with or even without spins, see [8].

e Stochastic geometry. In stochastic geometry only embedded cell complexes were consi-
dered, see [11].

e Random graph theory. This beautiful field with many deep results was always very
popular in combinatorics. Evolution of random graphs was studied already by Erdos

INRIA



Stochastic Evolution via Graph Grammars 9

Figure 1: Bad substitution

and Renyi in 1960, and continued later by many authors, see [13], [6], [12]. Unfortuna-
tely in fact the only model considered was the following: the number of vertices held
fixed, on each step we append a new link, choosing it with equal probability among all
absent links. Below in this paper we consider more complicated evolution and discuss
arising new problems in random graph theory.

e Quantum gravity models in physics, which now are the most popular fundamental
models of nature. We shall consider such models in detail in the next paper. This
paper considers in fact a caricature model (one-dimensional complexes instead of two-
dimensional) of stochastic quantisation approach to discrete quantum gravity.

2.2 Finite dynamics

Even for the case when the initial graph G is finite, the existence of the Markov process
for graph grammars (that is the absence of explosion) is a more subtle question than for
random grammars, one-dimensional analog of graph grammars, see [8].

One peculiarity is that parallel discrete time dynamics, analogous to L-systems in one-
dimensional case, imposes strong restrictions on possible substitutions. The reason is that
the conflicts arising due to simultaneous transformations in all vertices may not to have
local rules for solving these conflicts. That is why continuous time is necessary here.

Second peculiarity is that one can easily give examples of local but exploding dynamics.
The typical example is the following. Assume there are no spins and the only substitution
of rate 1 consists in appending one extra link for arbitrary chosen pair of links incident with
the same vertex. If some vertex v has N links incident to it, the rate of the next change
in v will be NTz, which is exploding. However there are sufficiently general cases where this
perplexing situation does not arise.

It could be that distingushing between exploding uncontrollable growth and normal
growth can have some biological and physical counterparts but we shall not try to pursue
this issue here.

To get nonexploding process one could follow two lines:

RR n° 3380



10 V. Malyshev

e scale the transition rates appropriately. When the scale depends, for example, on
the number of vertices this can be equivalent to random time scale. Or even one
can consider discrete time process doing one substitution at each step, choosing the
substitution to do via some random rule. We shall see examples in the next section.

e give simple sufficient conditions to avoid explosion without scaling the rates. General
trick is to find a function f(a) > 0 such that for each transformation T' the increment
f(Ta)— f(a), Tais the transformed «;, is uniformly bounded from above. We shall call,
by evident analogy, such function f a Lyapounov function. For each model considered
below such Lyapounov function can be easily given. Now we come to exact definitions.

Definition 4 Fix some graph grammar and denote n(a,T') the number of possible embed-
dings of T into the spin graph o, n(a) be the maximum of n(a,T') for all possible substitutions
Sub= (T : Vo — V() with ¢(Sub) > 0. A function f(a) is called a Lyapounov function
if it is an upper bound for n(a), that is n(a) < f(a), and moreover for any transformation
T

f(Ta) — f(a) < const

Lemma 1 If there exists a Lyapounov function then the random graph grammar is non
exploding.

From the definitions it follows that f(«(t)), and also n(a(t)) grow not faster than linearly
with the number of jumps. The absence of explosion is quite obvious because under this
condition the sequence of random variables n(a(t)) is dominated (we do not comeinto details
here) by the number of particles in the pure birth process on Z,, starting from N = n(a(0)),
with transition rates p(i — ¢ +d) = C', where C is the maximum of the transition rates for
our process. But such pure birth process with linear growth of transition rates is known to
be nonexploding.

Remark 1 In this case one can construct the minimal process as follows. Each image 1¥(T)
waits (independetly of the others) exponential time and when the first one of them succeeds
the substitution is done at the same moment. Afterwards the concurrence starts from scratch
for the new spin graph.

Proposition 1 Let there exist d > 0 such that the local graph grammar has the following
property: for any a € L(ayg,{Sub;}) a vertex cannot have more than d links incident to it.
Then the Markov chain is not exploding, i.e. for the time interval [0,t] and any initial state
(G, s), one can construct a process with a.s. finite number of jumps.

Take here f(a) = const | V(GQ) |,a = (G,s). Note that the number of different d-
neighbourhoods is bounded by some C(d) and thus the number of possible morphisms 9 is
bounded by const |V(G)|. Then for all a = (G, s)

3 e, ) < f(a)

B:B#a

INRIA
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Figure 2: Random segments

Much less restrictive conditions are provided by the following proposition.

Proposition 2 Assume that the set S of substitutions for a given graph grammar is subdivi-

ded into two parts: S = S1 US>, 51 NSy = 0. Let Si-transformations have linear Lyapounov

function f(a) = C|V(a)|. Assume also that for all o,y such that oy can be obtained from

o with one Sa-transformation we have Y c(a, 8) > > ¢(a1,B). Then we get a continuous
B

time homogeneous countable Markov chain, which is non exploding.

3 Two simple models

In this and in the next section we consider some models of dynamics for graphs without
spins. In this section we discuss some degenerate models just to warm up. We use time
scale to get rid of the exponential growth thus reducing the dynamics to more familiar
random walk dynamics.

3.0.1 Random chains (model 1)

In the following model one can only append and delete links. Any existing link is deleted
with rate u. Assume that we can append a new link only to vertices which are incident not
more than with one link and that the second vertex of the appended link is a new vertex.
Thus if we start with an isolated vertex, the state of the system is a finite number of linear
chains (segments) and isolated vertices (chains of zero length). The rate of appending a new
link at a vertex incident only with one link is A . Thus each connected segment gets a new
link with rate 2X. For symmetry it is convenient to assume also that a link can be appended
to an isolated vertex in two ways (i.e. that the rate is 2).

Note that the number of vertices cannot decrease, thus this Markov chain is transient
for all values of parameters.

Modifications of the Markov chain It will sometimes be convenient to consider a mo-
dified (with random time or measure change) process. One can use continuous or discrete
time, parallel or simultaneous transformations of the graph etc. The choice mainly depends
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12 V. Malyshev

on the personal taste of the author, on the techniques used, but also on some practical de-
mands (for example in computer scince the choice between parallel and sequential evolution
can be important). Qualitatively the choice of the model does not change much but formulas
may differ. Moreover, it is important to understand what is really invariant with respect to
the choice of particular scale and thus could have universal value. We give some examples:

e Perhaps the easiest way is to use the initial model with exponential growth. This we
shall do in the next section. This is the typical branching process scale;

e In this section we use the embedded Markov chain. The time change is trajectorywise.
In our process, as the time grows, events can become more and more condensed.
We define time interval between any pair of consecutive events on each trajectory
equal 1. Further on t =0,1,2, ... - the time for the embedded Markov chain. Note the
analogy with a continuous time supercritical branching process where the asymptotical
growth of the number of particles is w exp ¢t but for the corresponding embedded chain
(random walk) it is only ct.

e Discrete time parallel evolution. In random grammars it corresponds to L-systems,
see [8];

e Discrete time sequential evolution. This is similar to the embedded chain but the rates
are simpler, we shall use this model once in this section.

Random walk Let m(t) be the random number of connected components (segments) at
time ¢, my(t) - number of connected components with k > 0 links, L(t) = >, kmy(t) - the
number of links at time ¢.

Equivalently the new process can be defined in the following way. On each step ¢ (¢ is
an integer) we choose what to do: either to append a new link to one of the ends of the

segments or to delete a link. We make this choice with probabilities p (t) = #ﬁ&(t)
q(t) =1 — p(t) correspondingly. After we know what to do we choose randomly the place
where to do it. For example, if we have chosen to delete a link then we choose the link to

delete with probability ﬁ Taking into account the time change we get that the random

variables V (t), m(t) grow at most linearly. In fact, L(t) < t.

If we consider segments to be indistinguishable (non labelled) then, due to the symmetry,
the state of the Markov process is the vector (mg,my,...) and our process is a random walk
in the infinite dimensional orthant Z$° with points (mg, my,...). It is clear that for all A and
u both m(t) and L(t) tend to infinity. We shall be interested in the asymptotic behaviour
of % and also of the proportions T:Lk((té) as t — oo. One could say that we shall study
here the interplay between the number of connected components and the mean size of these
components.

It is a luck here that the process restricted to the pairs (m, L) is also Markov. It is a
random walk &(t) in Z3 = {(m,L) : L > 0,m > 0} with transition probabilities

and
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(m,n+1)

(mn)
(m+1,n-1)
m
Figure 3: One step transitions
2Am 1 L I
L L+1))= = =" ,==
uL pa
p((m,L) - (m+1,L—1)) L>0

:2/\m+,uL= 1+ pa’

This random walk is always transient and goes to infinity a.s. Our main concern is the

structure of its Poisson boundary.

Theorem 1 Ast — oo a.s.

pPOcr l_pacr 1 1
t) ~ —¢ L t) ~ ———¢ = —— 4+ _
M)~ T PO ~ T b e = =5 VPt 2

Proof. In polar coordinates let

M(r,0) = (M (r,0), M(r,) = 15 (p0s1 = po)

be the drift vector for the point (r,«). Then let us consider the set of points (a ray) where

the drift points along this ray

RR n° 3380



14 V. Malyshev

Figure 4: Vector field

My(r,e) _ 1—pa _
Mi(r,a) — pa

Intuitively it is likely that this is the asymptotic direction along which the random walk
goes to infinity. The equation is a® + a — p~! = 0, and it has exactly one solution a.,(p)
in [0,00). The vector field of mean drifts and the trajectories of the dynamical system

U(t)r =limy_ o 5(R,N),f(O) = [&N],z € R%,£ = (m, L), are shown on the figure.

By standard techniques (for example, Lyapounov functions and exponential estimates)
the theorem follows. This shows that the Poisson boundary consists of one point in all cases.
We do not give detailed proof of this.

Now we consider the behaviour of () = 7y

Theorem 2 Deterministic limits limy_, o, 2k (t) = z1 > 0 exist in probability and ZZ’;O T =
1.

Proof. From the results just obtained it follows that p(t) and ¢ (¢) tend to the limits

2
- 2>\+'ullfpam~

pPer

p q=1-p

This gives a hint to consider a simpler model with p and g constant and equal to these
limits. Note that m(t) ~ qt, L(t) ~ (p — ¢)t and then z(t) ~ m’;—ft)

Let us consider in the space Z* = {(mq,my,...)} the vector field of mean drifts is

Ag = E(mo(t +1) —mo(t) | (mo(t),m1(t),...)) = _pTZ;((Z)) )+ 2q.z TTT;:((Z))
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Ap = E(myg(t + 1) — my(t) | m(t)) =

) ma(t) S mill)
Then a1 .
("D T | 1), ma 1), ) =
= p(ED =00 | g 1), m 1)) - 0 1 0( ) =
= 2 (=peo(t) + 24(1 — z0(t)) — gzo(1) + O(35)
Similarly
("D O | ), m 1), ) =
= p(" DD | ), ma0),..) - O oLy =
= (=pra(®) + 201 = 2o(6) = .. = 4(8)) = azi(0)) + O()

This system is linear triangular and one can study convergence for each k separately
starting from k = 0. Note that the right hand part has a unique fixed point defined by

—poo(t) +2¢(1 — 20 (t)) — gzo(t) = 0

—z1(t) +2¢(1 — 2o (t) — ... —zx(t)) =0

Moreover, the fixed point is stable as it is seen with the signs in the righthand side of the
linear system. Using the constructed semimartingale we get convergence to this fixed point.
Then we proceed by induction. We consider z;(t), j < k, as constants and we get equations
for zy(t) with the same signs. Calculation gives us positivity of all zy.

This model does not have phase transitions, fixed points have smooth dependence on p.

3.0.2 Embedded Chains (model 1a)

One could consider also an embedded version of model 1. The segments are distinguishable
and are embedded into the real axis as segments [k,!], where k <[ are integers. Then the
vertices are integer points, the links are unit segments [k, k + 1]. Together with the problems
considered above, for such embedded graph grammar one can study also the mean distances
between neighbour components.
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Y

Figure 5: Trees

Reformulation of model 1 for this case gives the following rates: A - rate of appending a
link at the empty interval (k, & + 1) with only one existing vertex (either k or k+1), 2X - to
append a link if both vertices k and k + 1 exist, u - rate of deleting a link. Once produced
the vertices cannot dissappear in this model then finally each point of Z will become a
vertex. Then our process becomes the independent process as ¢ — oo. Thus this model is
not interesting.

More interesting is the model when isolated vertices automatically disappear. Then this
model appears to be well known as the contact process describing infection process or Regge
spin model in high energy physics. Here there exists critical value p., of ﬁ such that below
per there exists only one invariant measure which is the point measure on the configuration
"no links, no vertices”. Above p., there are two invariant measures. See [3].

If in our model 1 we assume that isolated vertices also automatically disappear then the
same effect holds. This shows, firstly, that the ”monotonicity” effect giving two invariant
measures (one of which is trivial) is not specific for embedded case. There will be two regions
of parameters: one when the degeneration probability is equal to 1, and the second when
the growth has some positive probability. In the latter case the condition that we escape to
infinity gives the same linear growth of topology. Thus the degeneration is irrelevant to our
purposes, that is why we do not consider it here.

3.0.3 Trees (model 2)

We change now model 1. Again we assume that there are only two substitutions: deleting
a link with rate g and appending for each vertex a new link with one new vertex with rate
A (at time ¢ we call a link or a vertex new if they appear at time ¢ or later, ones appearing
ealier than ¢ we call old). But, contrary to model 1, we allow appending a link to any vertex
whatever the number of incident links it already has. As one of the vertices of the appended
link is not incident to any other existing link then the only topology we can get is a disjoint
union of connected trees.

This model is the simplest model which adds one more (local) characteristics to the
already discussed number m(t) of connected components and their volume (number V' of
vertices and number L of links, note that here we have V — L = 1 for one component). This
characteristics is the degree [, (of local finiteness) of the vertex v, that is the number of links
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incident to v. Interplay between local finiteness degree El,(IN) and other characteristics can
be studied for this model.

Note that for trees V — L = m. For this model we have also a random walk in (V, L)
coordinates. After the same time change the jump probabilities are the following

AV
P L 1.L+1)= ——
(VD)= (V+LL+1) = 5
uL
P L L-1)= ———
(VD)= (V.L-1) =
Note that the drift vector is
A A— pa L
My, My) = - =
(My, My) <A+,Lba’)\+,ua)’ \%
From the equation
M, A — pa

R =
M, A

1
1+
There is no phase transitions and we always go to infinity along the angle 0 < o < 1.

as earlier, we get the direction along which we go straightly to infinity in Z3: ao =

> ¥

Theorem 3 Ast — oo we have all parameters V, L, m growing asymptotically linearly in
time, that is

A — [0 -
SATHOy L MO A
A+ pas A+ pos A+ poo

This could suggest that the degree of local finiteness equals the limit % — ’\7# However,

this is wrong for ¢ = 0. In this case m = 1 and in each appeared vertex the number of
incident links tends to infinity. But sufficiently slowly (as logt) with respect to the number
of vertices. We shall not prove this here. Instead in the next section we shall consider this
characteristics for more general case using another approach.

Models 1 and 2 are important to see what can occur in more complicated situations as,
for example, model 3. In the next section we use however a different approach.

4 Large Time Behaviour of Finite Graph Dynamics

Here we present two basic models of graph dynamics without spins. Main attention is given
to the topology of graphs. Note that the first topological characteristics of a graph are
the numbers V (¢), L(t), C(t), m(t) of vertices, links, cycles and connected vertices corres-
pondingly. First two are easy to calculate. In the model 3 we study an interplay between
the last two. In model 4 m(t) = 1, thus C(t) is also easy to calculate via Euler formula
V — L+ C =m. In model 4 we are looking for C(t) at different scales.
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18 V. Malyshev

4.1 Mean Field Dynamics (model 3)

Definitions Here the graph grammar consists of appending and deleting links. Each link
is deleted with rate p. At each vertex v we append with rate A; a link incident to it and
having a new vertex. Links appended in this way will be eventually called type 1 links.
These two substitutions are the same for mean field and local models but the next one is
different. For both models at each vertex v with rate A2 we append a link (called type 2
link) connecting v with another existing vertex v’ # v. For the mean field model we choose
v’ with equal probabilities ﬁ among the existing V' — 1 vertices different from ». For the
local model we choose v' with equal probabilities among vertices in the d-neighbourhood of
v for some fixed d. Thus the graphs which can appear here may have more than one link
between two vertices and may have cycles. Denote L;(t),7 = 1,2, the set of type 7 links at
time ¢, L1(t) + La(t) = L(t).

Let at time zero we have one isolated vertex. For each v € V(Gy),l € L(G¢) (indepen-
dently of the others) jumps can occur with the following infinitesimal transition probabilities

P(Giyat = Gt U (v, Vnew) | Gt) = M At + o(At)
P(GH_l =Gy \ l | Gt) = /,LAt + O(At)
also for each v,v' € V(Gy)

P(Guin = GoU (0,0) | Go) = s — DAt + o(A)

V(t)
for the mean field case, and
1
P(Gy41 = G U N Gy) = —— XAt At
(Gi41 tU (v,v") | Gy) 10a(0)] 2 At + o(At)

for the local case. Thus for the local case loops (links (v,v)) can appear.

One can consider various topological (homotopy, homeomorphism etc.) and metrical
characteristics of the one-dimensional complex: local and global. There are not many for
one-dimensional complexes but hopefully interesting problems will be the same for other
dimensions as well. Examples of local properties are local connectivity properties (how
strongly a vertex is connected with others), example of global - the number of independent
cycles C(t) (number of generators in the first homology group or in the fundamental group).
Remind that any connected one-dimensional complex is homotopic to a bundle SVSV...V S
of circles S.

Asymptotic Growth V(%) is defined by the following rates
PV(E+At)=V(@)+1|V(@) = MV(t)At + +o(At)

It is known in classical probability as the Yule process (see [18]).
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ML

\Y

Figure 6: One step transitions

Lemma 2 We have

V(t) ~ Eexp(Aut)

where E{ = 1 and £ is a positive random variable. Moreover

Li(t) ~ )\1):_ H{exp()\lt),z' =1,2
Proof. This follows from well known techniques for supercritical branching processes.
The evolution of the pair (V' (t), L1(t)) does not depend on appending and deleting type
2 links and can be considered separately (in fact it is the model 2 considered earlier under
some time change). Similarly evolution of (V (¢), L2(t)) does not depend on deletion of type 1
links. Thus, they can be considered separately. One can calculate EL;(t) from the following
equations for the means:

EL;
EL,(t + At) = EL,(t)(]. - ,LLAt) + N At exp()\lt) = d ar (t) = —/LELZ(t) + A exp()qt)
It follows that
EL,'(t) ~ C; exp(/\lt), C; = )\1)\_:_ 'u
Remark 2 Properties of the r.v. £ can be easily extracted from the generating function
F(s,t) = ZskP(V(t) =k) = sexp(—Mit)[1— (1 —exp(=Ait))s] ' =
= exp(—Ait) Y_ s (1 —exp(—Ait))
j=1
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(see [18], p. 109). In particular, putting s = aexp(A1t) one can get that £ has exponential
tail.

4.1.1 Local properties - Ancient history

Local Finiteness Fix time ¢ and consider first the vertices which appeared long before
time ¢. Note that all vertices can be ordered in a natural way: the vertex has number ¢ if it
is the ith vertex appeared. Let [;(t) be the random number of links incident to the vertex i
at t; we put it zero if ¢ did not appear until time ¢.

Lemma 3 If y # 0 then for each increasing function i = i(t) = o(exp \1t) there exists the
limit of distributions of 1;(t) as t — co.

x(k) = lim P(l;(t) = k)

t—o0

If we fix some increasing function ¢(t) = o(exp A1t) then this limit is uniform for all i(¢) <

o(t).
Proof. Write down the infinitesimal jump probabilities under the condition that the
number of vertices is fixed

P(li(t+dt) =1—1|1;(t) = 1) = pldt

1
Plit+dt)=1+1|LE) =D=M+ A+ (V- 1)ﬁ)dt = (M1 + 2X2)dt

We see that these rates in fact do not depend on V' and thus [;(¢) is a Markov chain. This
chain is obviously ergodic, exponentially convergent and its transition rates do not depend
on i. Denote this chain by M, then w(k) - its stationary probabilities.

Topological Chaos

Theorem 4 Denote p;;(k,l;t) the probability that at time t vertices i(t) and j(t),i(t) <
j(t) = o(exp A1t), have k and [ incident links correspondingly. Then as t — oo
pij(k, l; t) — M7

Consider the pair (/;(t),1;(¢)). This is not anymore a Markov chain. But let us write
down again the conditional transition rates for this pair under the condition that the number
of vertices is fixed:

P(lit+dt) =1—1,1;(t +dt) = k | i(t) = 1, 1;(t) = k) = pldt
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Pli(t+dt) = L1t +dt) =k — 1| ;(t) = 1, 1;(t) = k) = pkdt

P(L(t+dt) =1+ 1,1 (¢ +dt) = k | 1(t) = L,1;(8) = k) = (M + 2Xa — %)dt

1
V-1

P(li(t+dt) =1+ 1,;(t+dt) =k + 1| L;(t) =1,1;(t) = k) = (2, )dt
etc. As V(t) — oo a.s., the process (k(t),[(t)) tends to the Markov chain M x M which is
the product of two Markov chains M.

Local triviality of homotopy Let P}(O4(i) = g) be the probability that at time ¢ the
d-neighbourhood of the vertex ¢ is isomorphic to the graph g.

Lemma 4 As t — oo the probabilities P{(Oq(i) = g),i = i(t) = o(exp A\it), tend to some
p(d; g). For mean field case they are positive only if g is a tree.

Proof. It repeats the proofs of previous assertions. Main remark is that it is very
improbable to get type 2 link inside O4(%).

4.1.2 New history.

From the exponential asymptotics it is clear that the V‘(f(;)s)

and t — oo somehow. This means that most vertices are sufficiently young, most of them
were born at a time ¢ — s for a constant s, s does not depend on ¢.

Among such young vertices we shall specify an individual vertex differently. Fix s and
let v(s;t,w) be the vertex (it is a.s. uniquely defined) which appearance time are the closest
to t —s. Let I(7) be the (Markov) process M of number of links in one vertex starting with
[(0) = 1. Its transitions thus are +1 with rate Ay + 2X2 and —1 with rate pl(s).

tends to zero if only s — oo

Lemma 5 Let n(t,v) be the number of links at v at time t, then as t — oo
P(n(t,v(s;t,w)) = D) — P(I(s) = D)

P(n(t,v(s1;t,w)) = D1,n(t, v(s2;t,w) = Da) — P(I(s1) = D)P(I(s2) = D),

81 # 82. Also the probability P(Oq4(v(s;t,w)) = g) has a limit P(s,g) which is nonzero only
when g is a connected tree.

Proof. Take two vertices 1,2 which appeared say at the moments t — s; < t — s9
correspondingly. The probability that the second one is a descendant of the first one tends to

RR n° 3380



22 V. Malyshev

zero as t — oo. Then the probability P(l;(t) = D1,l2(t) = D2) — P(I(s1) = D1)P(l(s2) =
D,) as t — oo, which quite similar to the previous proofs.

For any D denote V(D,t) the number of vertices at time ¢ with D incident links. The
mean density of the number of vertices which appeared at (t,¢ + dt) is p(t) = &Pt —

dt
A1 exp Art. Thus

EV(D,¢)

t
exp M1 =\ /0 exp(A (s —t))P(l(t —s) = D)ds

We see that it tends to exponentially fast zero if D — oo uniformly in s. Now we shall say
it in a more precise way.
Let V(> R,t) be the set of vertices at time ¢ such that [, (¢) > R.

Lemma 6 There ezists e(R) > 0 such that e(R) — 0 as R — 0o and
limsup P(|V (> R,t)| > e(R)V(t)) 2 R0 0
t

Phase diagram Denote Vp(t)(Vsp(t)) the number of vertices belonging to a connected
component of size D (larger than D).

EV>p(t)
exp Al‘t

Theorem 5 If A1 + 2X2 < p then there is a uniform in t exponential bound <

aexp(—bD). Moreover, there exists (D) > 0 such that e(D) — 0 as D — oo and

limtsup P(|[Vsp(t)| > e(D)V(t)) 2 pooo 0

o(t)
Also o5 — 0.

Proof. Denote Pp(v,t) the probability that a given vertex belongs to a connected com-
ponent with D vertices.To estimate this probability we need the following lemma.

Lemma 7 If Ay +2)s < p then each vertex v has mean number of links E(t) = El,(t) < 1.
Moreover if t, is the time when the vertex v appeared then for each € > 0 there exists
6 = 6(e) > 0 such that El,(t) <1—6 fort—t, > €.

Proof of the lemma. Denote pg(t) the probability that I,(¢t) = k and E(t) = Y kpi(t).
Then E(t + At) = E(t) + (M1 + 2X2)Atpo(t) + (A1 + 2X2)At(1 — po(t)) — D pukAtpe(t).
It follows that %;(t) = A + 2\ — pE(t). The fixed point of this dynamical system is
E; = % and if we start from some a then we stay always inside [0, max(a, Ef)].

We know that for fixed d the neighbourhood O4(v(s;t,w)) of v = v(s;t,w) is a random
tree a.s. Moreover the distribution of the number of vertices on distance d from v coincides
with the number of particles in some discrete time Galton-Watson process with one particle
type. Exact statement is the following. For each d as ¢ — oo it tends to Galton-Watson
process with discrete time ¢ = 0,1,...,d. The mean number of descendants in this G-W
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process is bounded by El,(t) (the only difference is if there is only one particle it cannot
die, we say in this case that there is reflection at zero). It can be proved as above. Note
that the order of the limits is limg_, o lim;_, o and the first (time) limit exists for all values
of parameters.

Then the mean maximal radius of the tree is the mean time for Galton-Watson process to
degenerate. This process is subcritical under conditions of the lemma and thus the number of
vertices on finite distance from v is finite a.s. which is the connected component containing
this vertex v.

For two different vertices the estimates are almost independent. Thus we can estimate
the variance of Vp(t) and thus prove the first assertion of the theorem. As far as we could
prove that all d-neighbourhoods are trees with probability tending to 1 we get the result
abour smallness of the number of cycles.

Now we shall consider another extreme case.

Theorem 6 If A\> > % and A1 < Ao then the probability that there is a "giant” connected

()
exp A1t > 0.

component of size O(exp A1t) tends to 1. Moreover the number of cycles lim inf

Proof. The simplest way to prove it is to reduce it to the "random graph” situation.
Let Vi(t) be the set of vertices appeared before t — 1. Let us consider the set L; (¢, w) of all
type 2 links appeared in the time interval [t — 1,¢]. First note that these links are ordered
correspondingly to the time when they appeared: ly,ls,.... Let us use the following sieve
process: we delete from this sequence each I; such that among ly,ls,...,l;_1 already there
were a link between the same pair of vertices. Let K(w) be the number of links left after
the sieve. More exactly we consider only links both vertices of which belong to Vi (t). The
remaining set of links is also ordered and the conditional process on this set describing
appending new links step by step has the following property: it coincides with equiprobable
choice of a link among remaining links in L(V;(t)). Consider the conditional distribution of
these links under the condition that L;(¢,w) = L1, K(w) = K: all such CF choices have
equal probability.

Now we estimate most probable values of K and L;. Consider all vertices appeared
before time ¢ — 1. From the equation ‘w;‘—:(” = 2X; — pE(t) we get (from the first condition
of the theorem) that at time ¢ all such vertices will have En,(t) > 1. From the second
condition we get that most of the links join vertices from V; (t). More exactly: For any small
€ > 0 there exist \;(g) such that for Ay < Ai(g) we have

K(t)

P((1—¢)En,(t) < A

<(1+4¢e)Eny(t)) =i—00 1

To finish the proof one can simply apply the known results from the ”random graph theory”,
see [12].

Some improvements I think that bounds for the phase diagram can be improved essen-
tially and here we do some steps in this direction.
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Figure 7: Phase diagram
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First of all, in the latter theorem, we can estimate the number r,(t) = EL:(t) more
exactly.

In general an intuitive picture could be the following. We have links of type 1 and 2
mixed together. It is useful to look separately on them. Links of type 1 give many connected
trees which stay finite as ¢ — oo. This is confirmed by the following

Lemma 8 The probability that a vertex v(s,w) in the graph G1(t) is contained in a connected
component of size D is bounded by ca'®8 P for some ¢ > 0,0 < a < 1.

Proof. Assume that the earliest vertex v; in this component appeared at time t —s. And
this means in particular that the process [, never reached zero state during time s. This
gives the bound from above a® for some a < 1. Another source of estimates is when many
vertices appeared during short time interval, for example [t —1,¢]. The latter gives the worse
bound and we take it.

These connected components can be considered as effective vertices of a new graph. That
is the factor graph F'(t) of G(t) which is obtained by identifying all vertices in each connected
component of G1(t) and deleting all links which became loops because of the factorisation
. That is we delete all type 1 links and links of type 2 which are loops. The number of
vertices in the factor graph is mq(t)

I
Em;y(t) ~ exp(A1t
1(t) A p(A1t)
by Euler formula m =V — L; and the asymptotic growth of V(¢) and L,(t), see above.
We can consider type 2 links as links of this factor graph. The number of type 2 links
per each vertex then is

Lo(t) 2

Emi(t)  u
If the type 2 links were uniformly distributed among vertices of F(¢) then by random
graph theory we would get the result because 222 is exactly the threshould suggested by
random graph theory. In this case the separating line in the phase diagram could be Ao = §.
We cannot however use the results of random graph theory because of absence of uniformity.
Consider the limiting (as t — o0) parameters assuming their existence
EL(t EV(t EC(t Em(t
L=1tim PO v iy BV o gy BCO gy B
exp >\1t exp >\1t exp Alt exp )\1t

Lemma 9 If Ay > u then m >0 and C > 0.

Proof. Note first that % = ’\/\111’\; motonically increases on each vertical line A\; = const.
By the Euler formula

V(t) — L(t) + C(t) = m(t)

m = C is the necessary and sufficient condition for V(t) ~ L(t). It gives pae, = 2t22 =

Atp T
% = X2 = p. Intuitively m > 0 follows as the extinction probability is always positive.
Note however that this does not prove the existence of a giant component As > p.
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4.2 Local Dynamics (model 3a)

For the local model the asymptotic growth of V(t), Ly (t), L2(t) is the same as in the mean
field case: in fact the derivation of these formulas does not use the way to choose the second
vertex while appending type 2 links.

Local properties Ounly for d = 1 we have a simple processes [,(t) as for the mean field

case. But the case d = 1 is degenerate. If we identify each time all links which connect the

same pair of vertices then we get a tree. As t — oo the probabilities P{(O4(i) = g) tend to

some P;(0q4(i) = g). For the local case they can be positive even when g is not a tree. It

fiolloxlzvs that lir’;‘igif/\%t) > 0 for all parameters. For d = 1 this is clear, we skip the proof for
> 1.

Connected components The number of connected components tends to infinity because
if a component already appeared it will never be connected again with the rest of the world
because of the locality restriction. Vertices, say ¢ and j, with positive probability finally
will be in different components. In the local model there will not be giant component for all
parameters. We conjecture that this holds for all d < co. Then this model should not have
phase transitions.

4.3 Scales of topology (model 4)

We could try to study the structure of a giant component in the previous model but instead
we shall define a new model 4. It is quite similar to model 3 but has a particular property
that there is always only one connected component. In model 4 all transition are the same
as in the model 3 with one exception: together with deleting type 1 link, we simultaneously
identify the two vertices of the deleted link. We shall state some remarks and formulate new
problems here.

It is clear that m(t) =1 and that V(¢) = Li(t) + 1 becomes a birth-death process.

Lemma 10 The Markov chain is ergodic if A1 < p. It is transient if Ay > p.

If we consider only type 1 links and vertices then it is a birth and death process and the
classification well known. Links of type 2 do not influence ergodicity because the killing rate
of type 2 links at each vertex insreases with the number of links.

So we consider only transient case A; > u where for the means we get:

dEL,(t)

EL(t+At) = ELi(t)(1 - pAt+ M\ AL) = 7

=  ELi(t) ~ exp(A — p)t

= (M —p)EL(t) =

Similarly to model 3 then
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ELy(t) ~ caexp(Ay — p)t,ca = i—i
Then the vertices and type 1 links always give us a tree and each appended type 2 link
augments the number of cycles by one. Thus C(t) = La(t) ~ ¢z exp(A;1 — p)t for both local
and mean field models.

Simplicity of behaviour for our main variables suggests to discuss two new and more
complicated characteristics: scales of topology and the genus of the graph. The first one is
related to the intuitive question: on what scale we see a nontrivial topology ?

But what scales are possible ? In fact this is the question about metric properties of
the graph: more exactly, about the growth of the mean diameter E(D(¢)) of the graph. In
model 4 the diameter of the graph is the diameter of the tree with only type 1 links. We
conjecture that it is linear that is asymptotically equal to ct,c > 0.

Counsider the sets C(k,t),k = 1,2,3,..., of all cycles of length k¥ which are not linear
combinations of cycles from the sets C(1,t),...,C(k — 1,t). Let c¢(k,t) be the rank of the
group (with coefficients in Z5), generated by C(k), that is the number of elements in its
basis. Let F(k,t) = % Zle c(i,t). This is a distribution function and we would like to
plot it with respect to scales.

To be more precise we shall specify the scales ¢t*,0 < a < 1. The case a = 0 corresponds
to the minimal scale. Now give exact definition of the topology density for this choice of
scales: )

e t™

T(a) = lim lim ﬁ Z c(k,t)

e—0t—o0
k=ct>

Lemma 11 For the local model T(0) =1 and thus for all other a the density is zero.

Proof. By definition each new type 2 link connects two vertices inside the d-neighbourhood.
This means that the new cycle is inside this neighbourhood, it goes through a new link and
some through already existing path between the two vertices.

For mean field model it is plausible that 7'(1) = 1. This means roughly that most
independent cycles have the length linear in ¢. To get nontrivial topology on the scales
0 < a < 1 we could consider intermediate models: add type 2 links choosing them with
equal probability in the t*-neighbourhood of a vertex (this resembles Van der Waals type
models in statistical physics).

Genus of the graph Here we shall briefly discuss two more delicate properties of the
graph which resemble some phenomena in physics. The first concerns embeddings of the
graph in two-dimensional surfaces.

One can consider a graph G as a topological space that is as an one-dimensional com-
plex. Then an imbedding of the graph into a compact orientable surface S is defined as its
continuous mapping ¢ into S, which is one-to-one on ¢(S). Imbedding is called cellular if
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) Loca
Mean Field

Figure 8: Scales of topology

S\ ¢(G) is topologically equivalent to a disconnected union of open disks. Genus p(G) of
the graph G is the minimal genus of S where the graph can be imbedded. Note that the
genus is always finite as for each new line one could add a new handle for the surface. We
shall mention here only the following result

Lemma 12 If §—3 > 2 then with probability tending to one the genus p(Gy) > +(3% —
2) exp(A1 — p)t.

Proof. The condition of Lemma means that asymptotically L(¢t) > 3V (¢). Then this
follows from the lower bound for the genus in [22], p. 118.

The second problem concerns modelling the expansion of the Universe after the Big
Bang. We would like to prove that two appearing vertices a.s. either collapse (becomes
idetified) or fly away from each other. Unfortunately we do not get this in this model. Take
some vertex v and let a new vertex v’ appear as a new vertex while appending a type 1 link
to vertex v. Thus at this moment the distance between v and v’ is one. Once this link will
be deleted a.s. and the vertices will be identified. In the same way one can show that any
two fixed vertices will be identified a.s. The number of vertices increases however faster than
vertices become identified. The correct formulation of the effect could be the following: for
any two vertices there exist descendants (of a generation increasing with ¢) which fly away
from each other with positive probability.

5 Dynamics of Infinite Spin Graphs

5.1 Infinite random graph grammars

First of all one needs to define probability measures on the set of all countable spin graphs.
This is quite atndard for labelled graphs, but when lebelling (or space) is lost in the evolution
we encounter difficulties here. The probability space Q2 and o-algebra are quite standard
if we consider labelled graphs and the space ¥ of labels is fixed (it is not supposed to be
equipped with metrics or topology). Formally then Q = S¥ x (¥ x ¥)%+, elements w €
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are pairs (f, A) where f € SY is a function on the set of vertices (or labels) with values in
S, and A € (¥ x ¥)%+, the set of all symmetric functions on pairs of vertices to Z, giving
the number of links for each pair of vertices.

Then the set of all spin graphs is a topological space with the product topology. Let X(¥)
be the standard o-algebra in this space. Probability measures on this o-algebra are defined
via Kolmogorov theorem and generated by finite dimensional distributions P(O4(v) = a)
for different d and v. We assume further on that O4(v) are all finite a.s.

This is approach will be sufficient for us in the next section. Afterwards we shall be
forced to deviate from the standard Kolmogorov approach.

5.2 Existence

Here we construct dynamics for general initial countable graphs and prove that it is a
(thermodynamic) limit of finite dynamics. We give below exact definitions and pose some
constraints on the graph grammar. Moreover we shall show that, for small times, this
dynamics has a remarkable property, what we called cluster dynamics in [8] . Some ideas of
this sections are similar to [8] and we refer to it often.

We shall need some auxiliary notions now. Consider some graph G and a subset V' C
V = V(G). Introduce the boundary of V' of width d

V' ={veV\V':0<p, V') <d},0V' =0V’

A subset Vi of vertices is connected if the regular subgraph with this set of vertices is
connected. For fixed random graph grammar G denote GV () the corresponding Markov
process starting with finite spin graph .

Fix some initial countable spin graph «(0) = (G = G(0), s(0)). Fix some vertex in G(0)
and denote it 0. Let Oy = On(0) be the N-neighbourhood of 0.

Fix some random graph grammar and consider the family of Markov processes GV =
GN(On) on probability spaces QY . We want to study the limit N — oo.

Fix now N and ¢t. We say that the vertex v € Oy was touched on the time interval [0, ¢]
if it belongs to one of the graphs ¢(T") in the random sequence of transformations. Denote
Q(N,t;w) the set of all vertices in GV (0) = Oy which were touched by transformations of
the process GV during this time interval. Let Q,(N,t;w) be the connected component of
Q(N,t;w) containing the point v. It is empty if v itself was not touched.

Let R,(N,t;w) be the connected component of Q(N, t;w) = Q(N,t;w)U8;Q(N, t;w) for
some d > 0, containing point v. For some v they can coincide. Note that each R,(N,t;w)
is the union of several @, (N, t;w) U 84Qw(N,t;w) . Then we call the union of Q. (N,t;w)
the core of R,(N,t;w)

We shall do the following assumptions. Let A(D) be the set of all graphs with the
property that vertices cannot have more than some fixed number D of incident links.

1. We assume the initial graph belongs to A(D) and assume that all transformations
of our graph grammar cannot withdraw us from this class of graphs. Under this
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assumption with infinite initial graph we shall see later that there exists ¢y such that
for t < tg Ro(N,t;w) is finite a.s. and exponential estimates hold;

2. Radii of all T" entering the definition of substitutions do not exceed 1. This assumption
is only to do the presentation shorter.

Theorem 7 The probabilities P(Qo(N,t;w) = B) tend as N — oo to a limit which we
denote P(B). Moreover ) 5 P(B) = 1.

To prove this put
PY(A) = P(Q(N,t;w) = A)
First, we shall get cluster representatiton (or polymer representation, see [9]) for

PN(4)

PN (()
Note first that
PN@©0) =] P(T,¥)

where the product is over all ' and all morphisms 9 of I" into GV, P(I', ) = exp(—A(I')t) is
the probability that the subgraph % (T") does not undergo transition. Note that all P(T,)
are close to 1 if ¢ is small enough. Then the cluster representation is the identity

PN(4) _ _ _p(B;N)
@ - L1k = 11 P(T, )

where B are all connected components of A and p(B;N) is the probability that in the
finite chain starting with B all points in the core of B are touched and all vertices of the
boundary are not touched. The product HB is over all pairs (T',%) which touch B. Note
that if dist(B, G\ GV) is larger than d then p(B; N) does not depend on N. In this case we
denote it by p(B).

This representation follows from the lemma just below.

Lemma 1 For any A the following formula holds

PN(A) =[] pB,N) [] P, %)

where the last product is over all (T',9) such that (T') intersects with A \ A. Note that
then it cannot intersect with the core of A.

Proof of this lemma is quite similar to the proof of the corresponding lemma in [§8], this
is lemma 2 on page 11.

We need also a cluster estimate.
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Lemma 13 We have
kN < o'

uniformly in N for some a = a(t) — 0 if t — 0.

Now it is a standard cluster expansion techniques (see [9]) to get from the cluster repre-
sentation a convergent series for the probability PV (B) that B is the connected component
of A containing 0. Here the finiteness of D is used.

The terms of this expansion do not depend on N up to terms of order ¢V for some
¢ = ¢(D) < 1. Exponential convergence of P (B) to some P(B), as N — oo, follows.

Denote the random field £(v) on V(G(0)): &€(v) = 1if v € Q(N,t;w) and £(v) = 0
otherwise. In the same way we can get cluster expansion for all correlation functions ¢&, E C
V(G") and thus for all limiting correlation functions (€N = limy_, €, E C V(G(0).

Limiting correlation functions define (by Kolmogorov theorem) the probability measure
on {0, l}V(G(O)) or on the set of all subsets of V(G(0). For any initial graph « this defines
a random point set E(w,t, ). These random sets satisfy the following properties:

e For small ¢ they consist a.s. of infinite number of finite connected components;

e For all ¢; < 9 a.s.
E(w,t2,a) C E(w,ti,a)

We shall use these sets now for constructing infinite dynamics. One can say that they
consists of the vertices which are touched by substitutions on the time interval [0, ¢].

Note that for given N the conditional distributions of trajectories on B are independent
for different connected components.

For any t¢ there exists cluster dynamics on the set of spin graphs. This means the
following.

Let us consider some probability space ; where the limiting random field £(v) is defined.
Denote p1 the corresponding probability measure on ;. For any w; € 21 consider some
connected component Ci(w1) of E(w,t, ).

Inside a given connected component the process coincides with conditional finite dyna-
mics under the condition that all vertices in the corresponding (); are touched.

The global probability space is convenient to take as

Qoo = Qoo((0)) =[] (0,1} x {(B,dyn(B))})

vEV(G(0))

where for each v the pairs in {(B,dyn(B))} are defined by the following conditions. B is
some connected set such that v € B C V(G(0)), dyn(B) is the set of all trajectories of the
finite dynamics on the time interval [0, ¢] starting with the regular subgraph on BU dB and
such that all vertices of B are touched but all vertices of 0B are not touched. The probability
measure g on this space is defined as follows. The point of this space can be written as an
array (£, By, dyn(B,); v € V(G(0))). The projection of 1 on {0,1} = {(&,,v € V(G(0)))}
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is taken to be p;. Thus the measure y is defined by this projection and by the family
of conditional distributions u(€) on {(B,,dyn(B,);v € V(G(0)))}. By definition u(&) is
the product of (thus independent) measures pu(B) correponding to the finite dynamics on
BUJB.

Note that, contrary to the one-dimensional case we cannot construct cluster dynamics
for all ¢ but only for small enough ¢. But the dynamics itself is contructed by semigroup
property just glueing together dynamics for consecutive time intervals [0, e]. The properties
of the dynamics which hold uniformly in all initial conditions for ¢ < € can be obtained for
any finite ¢ as well.

5.3 Stochastic Local Homogeneity

We swallowed somehow the problem of labels for graphs at time ¢, now we come back to
it. For small ¢ we assign labels in the following way. If the vertex was not touched then its
label is kept the same as it was at time zero. If it was touched then this label refers to a
finite graph which appeared instead of the corresponding connected component. For larger
times the labelling can be done in principle recurrently on ne but it becomes more and more
complicated with n. For larger times the control over labels seems to be finally lost.

We come now to a discussion of how to define probability measures on countable graphs.

For labelled or embedded spin graphs If the vertices are labelled with some fixed set
¥ then there are no problems. Classical Kolmogorov approach is valid. We discussed it in
the introduction to this section.

Definition 5 We say that random spin graph is locally stochastically homogeneous if for all
d the distribution on graphs O4(v) does not depend on v, that is for all d and all spin graphs
a the probabilities p(d, o) = P(O4(v) = «) do not depend on v.

Note that the distance here is not related to any metrics on the set of labels but it is an
internal graph characteristics. If there is a group U acting transitively on the set of labels
(it can be shifts as in grammars, see [8], or the permutation group on the set of labels)
then one could define homogeneity with respect to the embedding space. For grammars, for
example, this coincides with the above definition.

The space of spin graphs with labelled vertices however is too huge for us: labels do
not carry useful information. Also we shall see below that labels do not survive during
dynamics. For example, during time evolution vertices can appear and disappear and there
is an amount of arbitrariness in the choice of labels for appearing vertices. That is why one
would like to consider only unlabelled graphs.

For unlabelled spin graphs For this one could choose our probability space 2 as the
set of all equivalence classes of countable spin graphs, which differ only by labelling. Very
unsatisfying is that the notion of finite dimensional distribution (or correlation function is
lost). The problem is that to have such notion one should be able to specify the vertices
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where this correlation function is taken. There is only one general way to do: using Zermelo
axiom of choice to define a function f(A) on the set A of all equivalence classes of countable
spin graphs A, where the value of f(A) is a representative and some vertex in it. This is
highly nonconstructive but there are several ways out of this desperate situation.

Another general way could be to restrict somehow the number of events. For example,
o-algebra could be defined as the minimal o-algebra containing all sets R(I"') where R(T")
is the set of all equivalence classes containing (somewhere) the fixed finite spin graph T
The sets R(T") are also defined to be the basis of open set of the topological space 2. Note
that for grammars (linear graphs)  is the factor space of S - orbits of the translations in
S%. But homogeneity means roughly that the probability of appearance of T is the same
anywhere. But then P(R(T")) is either 0 or 1.

Contructive ways amount to finding some constructive way to specify a point in the
graph, a reference point. For example, if @ = (G, s) with G imbedded into some fixed space
it is easy to construct f(A4): just choose vg = f(A) closest to some fixed space point. In the
general case it is very plausible that we have NO natural embedding: any attempt to fix
a reference vertex will change homogeneous structure in the vicinity of the reference point.
This resembles similar situation with a measurement process in quantum mechanics.

Local Observer If we want to define a random spin graph as a limit of some time evolution
there is another way to choose a reference point. If we start with fixed or random initial spin
graph (finite or infinite) one can introduce a local observer, that is some specified (random)
vertex vo(t) at any time ¢t. Local observer is defined by a function f on the pairs (v, Sub)
taking values in V(I') U O1((T")). Its interpretation is the following. At time 0 the local
observer sits at some fixed vertex 0, after it is by induction. It continues to sit at the same
vertex until it dissapears. If the vertex vy disappears due to the substitution Sub (if it
belongs to ¥(T')) then after the substitution Sub the local observer jumps from v to the
vertex f(v, Sub) € V(I') if V(T') # @ and O1(3(T)) otherwise.

Counsider now the probabilities p(t,g9) = P(O4(vo(t)) = g). Normally they are different
for all local observers (as we saw in [8]) but the asymptotic distributions far away from the
local observer can be the same for different local observers. For example, take a deterministic
limit of the random numbers (if it exists)

i 1191 3v,0 € V(g),dist(v,v) = D}
D—oo  |V(g)|4{v: dist(v,v0) = D}

This limits define an unlabelled distribution (see the definition below). As everything
depends on t this also defines the dynamics of these distributions.

Time as a reference frame Time also can serve as a reference frame if we start with a
finite spin graph. Assume first that the vertices cannot disappear. Then let v; be the ith
appearing vertex (in time order). Consider the probabilities P;(Og4(v;) = g) that at time ¢
its d-neighbourhood is isomorphic to some fixed graph g. Then we can consider different
limits
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lim Pi(Oa(vi) = g), lim lim P;(Oq4(vi) = g)
t—00,i=i(t) >0 i—o00 t—00
and it would be interesting to compare them.

If the vertices can disappear then more general approach is available. One can consider
first the nonconnected union C(w) = U;Cy(w) of all complexes appearing during time evo-
lution for fixed random trajectory w. The vertices of C'(w) are denoted by (v,t),v € Cy(w).

Let us construct a reasonable connected graph, identifying some vertices in C'. Each
appearing vertex can be characterized by its life time interval [t1,t2], where ¢; is the time
when it first appeared, ¢, - when it dissapeared. Thus, it was not touched to any substitution,
that is it did not belong to 9(I'), on the time interval [t1,t2]. Let us then identify all points
(v,t) in C for fixed v and t € [t1,t2].

Denote the resulted complex C.on(w). Note that time can be deduced here from the
Ceon(w) as the scaled distance from the initial vertex. .

Unlabelled distributions Now we shall try to construct the set of numbers which can
be an analog of correlation functions for unlabelled case. Let us consider a partially ordered
system (tree) T' of all finite unlabelled spin graphs with respect to inclusion I" C I".

Let for finite unlabelled spin graphs I' numbers p(I') be given satisfying the following
(compatibility) conditions:

0<p(T) <1,T I’ = p(T) < p(I'), > p(I") = p(T)
=

for all T, where the sum is over all IV,T' C IV, | V( IT") \ V(T') |= 1 such that different pairs
(T',T") are not isomorphic.

Such system is called a distribution on countable unlabelled spin graphs, or shortly,
unlabelled distribution. It can be equally given using some subtree of T', for example, only
d- neighbourhoods of a fixed vertex. What is then the natural definition of stochastically
homogeneous unlabelled distribution ?

We should give now examples of how such systems could be obtained.

Induced distributions Take statistically homogeneous labelled spin graph. For some
fixed vertex v and unlabelled connected spin graph « take then the probability P(«) that
there exists a connected spin graph containing vertex v and isomorphic to a. Can all
statistically homogeneous unlabelled distributions obtained in this way ?

Asymptotic correlation functions Assume now that we have a probability measure
P on the set of countable labelled spin graphs with fixed vertex, a reference point. For
example, assume there is a fixed ”reference” vertex vy and G(N) - the set of all graphs with
radius N and centre in vg. Let Py be a distribution on G(N). Consider then the limiting
distribution as a weak limit point of Py (by compactness argument) as N — oco. This means
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that for fixed d and g the probability Py(Og4(vg) = g) tends to a limit P(O4(ve) = g) as
N — oo.

One can define in this case asymptotic stochastic homogeneity property of the limiting
measure P: for fixed d and g there exists

L b{v : dist(v,vp) =, Oq(v) = g}
pd;g) = Tli,néo h{v : disot(v,vo) i T}

as dist(v,v9) — oo. Note that these numbers satisfy the above conditions for p(T').
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