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Abstract: We discuss in this article the application of controllability techniques
to the calculation of the time-periodic solutions of evolution equations. The basic
principles of the computational methods are presented in a fairly general context
where we discuss the time discretization aspect. We apply then this general method-
ology to the solution of scattering problems for harmonic planar waves by two and
three dimensional purely reflecting non-convex obstacles. Numerical results obtained
by the above method and comparisons with the results obtained by more classical
methods show the superiority of the former ones. In annexe A, we give some details
on the Radar Cross Section computation.
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Méthodes de Contrélabilité pour le calcul de solutions
périodiques en temps. Application & la diffraction.

Résumeé : Dans cet article, on étudie ’application de techniques de controélabilité
au calcul de solutions périodiques de problémes d’évolution. Les principes de base
de ces méthodes de calcul sont présentés dans un contexte assez général, I’aspect
discrétisation en temps est aussi abordé. On applique ensuite cette méthodologie a la
résolution de problémes de diffraction d’ondes planes harmoniques par des obstacles
non-convexes bi- et tri-dimensionnels parfaitement réfléchissants. La comparaison
des résultats obtenus par cette méthode avec ceux obtenus par des méthodes plus
classiques montre 'efficacité de la premiére. L’annexe A contient quelques precisions
sur le calcul de la S.E.R..

Mots-clé : Solutions périodiques, Controlabilité, Moindres-Carrés/Méthode de
tir, Gradient Conjugué, Diffraction.



Controllability for time-periodic problems. 3

Introduction and Synopsis

A decade ago (at a conference organized in Florida by I. Lascieka and R. Triggiani ;
see ref. [1]), we discussed in [2] some application of control principles and methods to
the calculation of time-periodic solutions of evolution equations (possibly nonlinear
with the period known or unknown). The method used at the time was and still is
of the least-squares/shooting type and was taking advantage of the control formalism
and methodology.

Several applications have been considered since the publication of 2], including
the simulation of the scattering of harmonic planar waves by reflecting or dielec-
trically coated convex or non-convex bodies (see refs. [3]-[6]). Other applications
have been considered by G. Auchmuty et al. [7] and we are presently investigating
the time-periodic solutions of systems of highly nonlinear parabolic equations of the
advection-reaction-diffusion type from chemical engineering. In the present article
after a presentation of the method principles in a general context, we will discuss
the application to the solution of complicated scattering problems in two and three
space dimensions which are not easily solved by more classical methods. Actually
we shall take advantage of the present article to show comparisons with results from
an alternative method recently introduced by Bardos and Rauch in [8].

1 Time-periodic solutions of evolution linear equations

Let us consider the following problem

d
y(0) = y(T),

with A € L(V,V’) and f a T-periodic forcing function. We suppose that V' is a real
Hilbert space and that V' is its dual space. We do not discuss here the existence and
uniqueness of solutions to (1.1).

2 An exact controllability formulation

We suppose that the Cauchy problem

dy
y(O) = Yo,
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4 M. O. Bristeau, R. Glownski, J. Périauz

has a unique solution on (0,7),Yyo € H (with V ¢ H C V/,VH = H) and also that
y € C°([0,T]; H) (here H is also an Hilbert space).
Problem (1.1) is clearly equivalent to finding e such that
e € H,
d
(2.2) d—gt/ +Ay =1,
5(0) = e y(T) = c.

3 A least-squares/shooting method

In order to solve problem (2.2) we suggest the following least-squares/shooting ap-
proach where instead of solving (2.2) "directly" we substitute to it the following
minimization problem

(3.1) ec H, J(e) <J(v),VveH,
with
1 2

(32 J) = Sly(T) ~ of,
where y is the solution of the initial value problem

dy

T4 Ay =

y(0) = v;

in (3.2) |.| denotes the H-norm (we denote by (., .) the corresponding scalar product).

There is equivalence between (1.1) and (3.1) if and only if J(e) = 0.

4 Optimality conditions for problem (3.1)
If problem (3.1) has a solution e, we clearly have
(4.1) J'(e) = 0.

In order to compute .J' we shall use the following classical perturbation analysis :
Let év be a perturbation of v € H ; we have then

(4.2) 58I (v) = (J'(v), 6v).

INRIA



Controllability for time-periodic problems. 5

We also have

(4.3) { 5J(v) = (y(T) = v, 6y(T) - bv)
| = (y(T) — v, 8y(T)) + (v — y(T), 6v).

The perturbation dy of y satisfies

déy
(4.4) o HAW=0,
dy(0) = dv.

d
Consider now p so that p € L?(0,T;V), d_lt) € L*(0,7;V") (which implies that

p € C°([0,T]; H)). Denoting by < .,. > the duality pairing between V'’ and V', which
coincides with (.,.) if the first argument is smooth enough, we obtain from (4.4) that

T d T
(4.5) / <—6y,p>dt+/ < Ady,p > dt = 0.
0 dt 0
Integrating by parts, we obtain from (4.5) that

(6 " .
{_ | < Shbysdi [ < apay > dt = (6(0),89(0) - (p(T), 8y(T))

Suppose that p satisfies the following (adjoint) equation
dp
—— 4+ A*p=0
(4.7) { g TAr=0
p(T) = y(T) - v;
it follows then from (4.2), (4.3), (4.6) that
(4.8) J'(v) = v —y(T) + p(0).

From the convexity of the cost function J, condition (4.1) is a necessary and
sufficient optimality condition which implies that e is solution of problem (3.1) if
and only if the triple {e, y, p} satisfies

(4.10) e=y(T) - p(0),

RR n- 3386



6 M. O. Bristeau, R. Glownski, J. Périauz

d
(4.11) { d_iJrAy: ’
y(0) = e,
d *
(4.12) { —S T A=0,
p(T)=y(T) —e.

There are several methods to solve system (4.10)-(4.12) ; one of the most efficient
is the conjugate gradient algorithm to be described in the following paragraph.

5 Conjugate gradient solution of problem (3.1)

Operator J' : H — H being affine, solving equation (4.1) is equivalent to solving a
linear problem in H. We can easily show that the linear part of J’, namely operator

v— J'(v) = J(0)

is symmetric and positive semi-definite over H. From these properties conjugate
gradient algorithms are natural candidates for solving problem (3.1), (4.1). Such an
algorithm is described as follows

(5.1) e’ is given in H;
solve

dy® o
(5.2) { g T =]

y°(0) = e?,

dp® | o
(5.3) {‘dﬁ“—‘%

p(T) = y°(T) - ¢,
(54) g oe H7 0 0 fo)
(9%, v) = (e” = y°(T) + p°(0),v), Vv € H,

and set
(5.5) w® = ¢°. |

INRIA



Controllability for time-periodic problems. 7

For k> 0,¢e*, g%, w* being known, compute e*t1, g5+t wh+1 as follows :

Solve

d*k
(5.6) t

y(0) = wh,

d*k
(5.7) !

ﬁk(T) = gk (T) - wka
(58) T L kT 1 o
(g 7'0) = (w -Y (T) +p (0)7U)7VU € H;
compute
9" 1?

5.9 Pk = =
) @ o)
and then
(5.10) eFtt = eF — prut,
(5.11) 9" =g" — pig®.

If 19" /|g°| < € take e = €F*1 ; else, compute

(5.12) e = 19" 1? /19",
and then
(5.13) whtl = gF gk, |

Do k+1 — k and return to (5.6).

Remark 5.1 : The choice of ¢ is machine dependent ; typical values range from

RR n- 3386



8 M. O. Bristeau, R. Glownski, J. Périauz

1076 to 1078,

Remark 5.2 : We can use a stopping criterium based on |y*+!(T) — e**1], a quan-
tity that we expect to converge to zero.

Remark 5.3 : The above algorithm can be viewed as an tmpulse control method
for the equation

dy
24 Ay =
oAy /

where we use the periodicity defect y*(T) — €* to force the T-periodicity of the
solution as t — +oo.
6 Time discretization

Let At = T/N (N : a positive integer) be a time discretization step. We formally
approximate problem (3.1) by

6At c H,
(6.1) { -]At(eAt) < -]At(U%VU € H,
where

1
(6.2) Jar(v) = §|yN — v|2,

with y” being obtained from v, for n = 0,1,..., N, by the following forward Fuler
time discretization scheme of (3.3)

Yo =
(6.3) forn = 1,1...,N,
v oy Ayt =
At

Remark 6.1 : If H is infinite dimensional and A unbounded over H, which is a
typical situation if A is a partial differential equation operator, the above scheme is
unconditionally unstable. However scheme (6.3) makes sense for At sufficiently small
once V, H, A, f, y and v have been properly approximated by related finite dimensio-
nal mathematical objects.

INRIA



Controllability for time-periodic problems. 9

Remark 6.2 : We have chosen the above scheme because its simplicity makes
it very attractive in many complicated engineering applications. [ |

Assuming that the discrete least-squares problem (6.1) has a solution €2t this
solution is characterized by

(6.4) Jhe(e2) = 0.

In order to compute .J), we proceed essentially as in the continuous case :
We observe that

(6.5) 8Jar(v) = (Jas(v), v),
and also that
(6.6) §Jai(w) = (v —yN,6v) + (¥~ — v, dy"),

with {5y}, satisfying (from (6.3))

dy° = bv;
6.7 forn=1,...,N,
( ) 6yn_6yn_1 —|—A5 n—1 =0
At o=

Consider now {p"})_, € VN : it follows from (6.7) that

N 5yn _ 5yn—1 N
n=1 n=1

Performing now a discrete integration by parts, we obtain from (6.7), (6.8)

n+1

N-1
6.9) N0y +ar Y < EEE— A gy = (1 - Aran!, v).
n=1

Suppose that {p"}]\_, satisfies
PN =y — v
(6.10) form=N—-1,...,0,

pn _pn—}—l
7+A*pn+1 — 07

At

RR n- 3386



10 M. O. Bristeau, R. Glownski, J. Périauz

it follows from (6.5), (6.6), (6.9) that
(6.11) Ty =v—y" 407,

which is clearly the discrete analogue of (4.8) that we could expect.
Combining (6.4) to (6.11) we obtain the following discrete optimality conditions
satisfied by the triple e2?, {y"}_,, {p" ',

n=0"
(6.12) e =y —p°,
yo — eAt.
(6.13) forn=1,...,N
yn — yn—l n—1 _ rn—1
AL + Ay =f )

N _ N At
p=Yy -

form=N—-1,...,0,

(6.14) =
+ A*pntl = 0.

P p
At

Following Section 5, we can derive from relations (6.11) to (6.14) a conjugate
gradient algorithm for the iterative solution of problem (6.1). This derivation is
straigthforward and left as an exercise.

7 Application to scattering problems

In this section we shall discuss an application of the methodology introduced in the
above sections. It concerns the scattering of monochromatic incident waves by purely
reflecting bodies (the case of coated obstacles is discussed in e.g. [6]).

7.1 Formulation of the scattering problems. Synopsis

Let us consider a scattering body B of boundary v = @B, illuminated by an incident
monochromatic wave. The scattered field satisfies (with d = 2, 3)

(7.1) uy —Au=0 in (RN\B)x (0,7),

(7.2) u=g on o=vx(0,T).

INRIA



Controllability for time-periodic problems. 11

The unknown u represents for example the pressure for an acoustic problem or the
non-zero component of the electric field satisfying the two-dimensional Maxwell’s
equations written in transverse magnetic (T.M.) form. The boundary condition
(7.2) can be replaced by a Neumann one associated to a transverse electric (T.E.)
formulation.

We have bounded IRd\B by an artificial boundary I' and we denote by € the
region of R? between ~ and I (see Figure 7.1); from now on we shall denote by @
the domain Q x (0, 7).

Figure 7.1:

We prescribe on I an approzimate Sommerfeld condition such that

ou  Ou

The first order absorbing condition (7.3) can be replaced by a second order one (see,
e.g., [9]) leading to better accuracy and efficiency.

Suppose that the harmonic wave hitting B is of period T ; we have then g(z,t) =
—Re(e™*G(x)) with k = 27/T and after some transition we shall reach a time-
periodic regime of period T. From a computational point of view we have two
classical possibilities :

With the first one we use a separation of variable method based on
u(z,t) = Re(e_iktU(m))

which leads to the following Helmholtz problem

RR n- 3386



12 M. O. Bristeau, R. Glownski, J. Périauz

AU+KU =0 in 9,

(7.4) gUI G on o,
— =1kU on T
on

we shall not pursue in that direction (indeed the methods discussed in this section
were developped precisely to solve problems such (7.4) by going back to the original
problem (7.1)-(7.3)).

The second approach consists in time-integrating system (7.1)-(7.3) starting from
initial conditions on u and wu; until a T-periodic regime has been reached. We shall
follow this second approach; however since the asymptotic convergence as t — 400
can be slow, particularly for non-conver reflectors, the idea is to speed it up using
control methods like these discussed in Sections 1 to 6. Various numerical experi-
ments have confirmed the soundness of our approach (see in particular the solution
of the first test problem to be discussed later on in this article).

The methods of the above sections will be applied to system (7.1)-(7.3) completed
by the following T-periodicity conditions

(7.5) w(0) = u(T), u(0) = ue(T).

7.2 Exact controllability and least-squares formulations

Solving problem (7.1)-(7.3), (7.5) is equivalent to finding a pair {e,, e;} such that
. (1= o

with u solution of (7.1)-(7.3).

Problem (7.1)-(7.3), (7.6) is an ezact controllability problem which can be solved
by methods directly inspired from the J.L. Lions Hilbert Uniqueness Method (HUM)
(see, e.g. [10], [11] and [5]), or from Section 1 to 6 after reformulating system (7.1)-
(7.3), (7.5) in an equivalent first order in time form, such as

(7.7) 2 LAZ=0 in Q,

INRIA



Controllability for time-periodic problems. 13

(7.8) (é 8)2:(3) on o,

(7.9 (0 0)52+(y §)7=0 o =
(7.10) Z(0) = Z(T),

. u 0 -I
WlchI(v) emdA:(_A 0 ) (we have then v = uy).

In order to avoid repeating Sections 1 to 6, we shall apply the controllability
methodology directly on formulations (7.1)-(7.3), (7.5).
Back to (7.6), an appropriate choice for the space E containing {e,, e} is

(7.11) E =V, x L*(Q),

with V, = {plp € HY(Q), 9|y = g(0)}. A least-squares formulation of (7.1)-(7.3),
(7.6) is given by

(7.12) gél}{:l Ji(v),
with
1 2 2
(7.13) Ji(v) = 3 /QHV(y(T) — )|+ |y (T) = v1|*]dz, Yo = {v,, 11},

where, in (7.13), the function y is the solution of

(7.14) Yy — Ay =0 in Q,
(7.15) y=g on o,

oy Oy
(7.16) ST+ =i=0 on T,
(7.17) y(0) = v,  ¥:(0) = vy.

RR n- 3386



14 M. O. Bristeau, R. Glownski, J. Périauz

Remark 7.1 : The choice of J; as cost function is fairly natural once we realize
that the energy F/(t) associated to the wave equation (7.14) is precisely

B =5 [ 1V + (0 )iz

Remark 7.2 : Functional J; leads to satisfactory computational results as shown
in [3]-[6], [9] (and also in Section 7.6 of this article) ; however it has been shown in
[8] that this functional may fail to be strongly "elliptic" (coercive) in some situations
with trapping rays. As a cure, Bardos and Rauch have proposed in [8] the functional
Ja, described just below, which has better coercivity properties than .J;. Functional

Jy is defined by
(1.18) (o) = 5 [ [V (0(0) = Re(e™V (@) -+ 1) = Re(=ike™V (x) Pl
with V(z) = v,(2) 4+ ivi(z) and y the solution of (7.14)-(7.17).

In Section 7.6, we shall compare the solutions obtained using functionals .J; and

Ja.

7.3 Gradient calculation. Optimality conditions

The solution of the least-squares problem (7.12) satisfies
(7.19) Ji(e) =

implying that computing Ji (v), Vv € F is a most important issue in itself. To address
it, we proceed as in Section 4, using again a perturbation analysis. We have then
(since dv, =0 on 7) :

(7.20) 8J1(v) =< Ji(v), v >,
and
STy (v) = / V(y(T) - v,).Véy(T)dz +/ ye(T) — v1) 8y (T)dz
(7.21) —1—/ )).Viév,dz —I—/ (v1 — y(T))bvrde.
In (7.20), < .,. > denotes the duality pairing between E! and F,, where

(7.22) E, =V, x L*(Q) withV, = {¢|p € H'(Q),o =0 on~v}.

INRIA



Controllability for time-periodic problems. 15

In (7.21), éy is solution of the following perturbed wave system

(7.23) Sy — Ady =0 in @,
(7.24) dy=0 on o,

déy  0dy
(7.25) a—n + W =0 on E,
(7.26) dy(0) = bv,, 0y (0) = bvy.

Introduce p a sufficiently smooth function of 2 and t satisfying
(7.27) p(t) € V,,Vt €[0,T],

and therefore p = 0 on ¢. Proceeding as in Section 1 and taking (7.23)-(7.27) into
account we obtain by integration by parts and application of the divergence theorem
that

0 = /Q POy = Ady)dedt = [ p(T)oy(T)do = | p(0)dyi(0)da

— [ n(m)su(T)de+ [ p0)50(0)dz
Q Q

0 06
[ = p)dydsde+ [ (SEay—pS T
Q ¥ On

on
dp 08y
+ /U(a—n&/ —p, -)do
(with d¥ = dl'dt, do = d~dt), and then
0 = [ p(T)oy(T)dx — | py(T)oy(T)dx
p(0)dvidz + / p:(0)dvoda
Q

pi — Ap)dydzdt

\:o\
o)

(7.28)

—+

Suppose that function p satisfies
(7.29) pt —Ap=10 in @Q;

RR n- 3386



16 M. O. Bristeau, R. Glownski, J. Périauz

relation (7.28) reduces, then, to

dp 08y B
/ p(T) oy (T /p d:c—}—/z(a—nc?y—l— T ——)d¥ =

(7.30)
p(0 )5v1dx—/ +(0)dv,dz.

Q

By time integration by parts over ¥ it follows from (7.30) that

[ o)ou(t)do ~ [ pi()oy(0)da+ [ p(T)ey(T)dr
+/(§—§— Py syds: = / 5v1dx—/ (0 )6vodac—|—/ 0)5uv,dr.

Suppose that in addition to p = 0 on ¢ and (7.29), function p verifies also

(7.31)

(7.32) g—i — % =0 on X,

(7.33) p(T) = y:(T) — v

and

(7.34) /Q pe(T)zda = /F p(T)zdl' — /Q V(y(T) - v,) - Vadz,Vz € V.

We have then, from (7.21), (7.31)-(7.34),

< Ji(v), w>—/ (vo — y(T)) - Vwodw—}—/ 0)w,dl

(7.35) /pt( o, dH/ (v1 — (T ))w1d$+/ 0)wydz,
Vw = {w,, w1} € F,.

Remark 7.3 : Relations (7.34), (7.35) are largely formal; however, it is worth
mentioning that the discrete variants of the above two relations make sense and lead
to algorithms with fast convergence properties (in order to make (7.34) rigorous we
should replace the integral in the left-hand side of the above equation by a duality
pairing; similarly, we should replace the boundary integral in the right-hand side of
(7.34) by a well-chosen duality pairing).

INRIA



Controllability for time-periodic problems. 17

7.4 Conjugate Gradient Solution of the Least-Squares Problem (7.12)

A conjugate gradient algorithm for the solution of problem (7.12) will be described
below; it is closely related to algorithm (5.1)-(5.13), from Section 5 and is as follows :

Step 0 : Initialization
(7.36) e’ = {e),e]} € I 1s given.

Solve the following forward wave problem

(7.37)1 vy — Ay’ =0 in Q,
(7.37)2 y>’=g¢g on o,
oy°  oy°
. = b))
(7.37)3 I + T 0 on X,
(7.37)4 y°(0) = €7, y7 (0) = ef.

Solve the following backward wave problem

(7.38)1 Py - A =0 in Q,

(7.38)2 p°=0 on o,
op°®  op°

(7.38)3 " ot 0 on X,

with p°(T) and p; (T) given by

(7.38)4 p°(T) = yi(T') — €7,

(7.38)s /pr(T)zdm:/po(T)zdF—/ V(y(T) - ¢2) - Vada, ¥z €V,

respectively.

RR n- 3386



18 M. O. Bristeau, R. Glownski, J. Périauz

Define nest g° = {9, 97} € B, = Vo x L*(Q) by

/ Vg, - Vzdr = / Vied —y°(T)) - Vzdz

(7.39)1
/ p?(0 dx—l—/ 0)zdl',Vz € V,,
(7.39)2 91 = p"(0) +e7 = w7(T),
and then
(7.40) w’=g’m
For k > 0, suppose that €*, g* w® are known ; we compute then their updates
eb 1 ght1l Wkt as follows

Step 1 : Descent

Solve
(7.41) gr—AFF=0 in Q,
(7.41), J =0 on o,
A1 -t = X
(7-41)s on + ot 0 on ’
(7.41)4 5 (0) = wk, y£(0) = w}.

Solve the following backward wave problem

(7.42), o —ApF=0 in Q,
(7.42)9 =0 on o,
—k —k
(7.42)5 %i - aalt =0 on ¥,
n

INRIA



Controllability for time-periodic problems. 19

with p*(T) and pf(T) given by
(742)4 (1) = g () = wf,

(7.42)s5 /Q PE(T)2da = /

5 (T)=dl — / VG (T) - wh) - Vade, ¥z €V,
T

Q

respectively.
Define next g* = {g*, g¥} € V, x L*(Q) by

/ Vgk . Vzdz = / V(wk - g%(T)) - Vzda
Q Q

(7.43),
—/ﬁf(O)zdm—I—/ﬁk(O)zdF,VZ'G Vo,
Q r

and then py by

(7.44) o = —JallV” + g7 Plda
' Jo(VgE - Vb + ghuf)da”

We update then e* and g* by

(7.45) el = eF — prw®,
(7.46) 9" =g" — pig®.
Step 2 : Test of the convergence and construction of the new descent
direction
If
Ua(IVgs™'” + [gr*! ) da)' /2
o (Ve +gf?)dz)t/2
take e = eFt1 ; else, compute

Ua(IVgh® + lg71?)dz
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and update w® by
(7.48) Wit = gF g0t e
Do k=k+1 and go to (7.41).

Remark 7.4 : Algorithm (7.36)-(7.48) looks complicated at first glance. In fact,
it is not that complicated to implement since each iteration requires basically the
solution of two wave equations such as (7.41) and (7.42) and of an elliptic problem
such as (7.43);. The above problems are classical ones for which efficient solution
methods already exist.

Remark 7.5 : Remark 5.3 still holds for algorithm (7.36)-(7.48).

7.5 Space-time discretization

The practical implementation of the above control based computational method is
straightforward in the sense that it relies on fairly classical finite difference time
discretization schemes and finite element approximations. To be more precise the
basic wave problem

(7.49), uy —Au=0 in Q,
(7.49) u=g on o,

Ju  OJu
(749)3 a—n + % = on E,
(7.49)4 u(0) = o, ut(0) = uy,

will be approximated as follows :

Step 1 : We introduce the following variational formulation of problem (7.49) :

Find u satisfying u(t) € H*(Q),Vt € [0,T], and
(7.50) ou
/ Uy zdx —I—/ Vu-Vzdz —}—/ —zdl'=0,Yz € V,, a.e. on(0,7T),
Q Q r Ot
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relation ( 7.50) being completed by (7.49), (7.49)4. The space V, is still defined by
(7.22).

Step 2 : As in Section 6, we introduce At = T/N ; we then (formally) time
discretize (7.49)q, (7.49)4, (7.50) by

(7.51)1 uw’ =u,, u'—ul=2Atu,

and for n = 0,1,..., N, we compute «"t! via the solution of
untl ¢ Vgn+1;‘v’z €V, we have

(7.51)9 /Q wt Znt;l — 27 zdxr + /Q Vu" - Vzdz
+ /F 7'“%12;:%12@ =0,

with

Vot1 = {2z € H'(Q),2=g((n+ 1)At) on~v}.

Scheme (7.51) is (formally) second order accurate with respect to At.

Step 3 : We suppose -for simplicity- that Q is a bounded polygonal domain of
IR?. With 7}, a classical finite element triangulation of Q, we approximate H'(f)
and L%(Q) by

(7.52) Vi ={z]z € C°(Q), z|7 € P,VT € Ti},

where P is the space of polynomials in two variables of degree < 1, and where
-as usual- h is the length of the largest edge(s) of 7,. With obvious notation, we
approximate (7.49) by

(7.53)1 U = Upp, up —uy = 2Atu,
and, forn =0,1,..., N, by

1
uZ+ c VgZ“’

o,n+1 =1 _ 9.n
(7.53)2 / Up U 2uj zd.r—l—/ Vuj - Vzdz
Q Q

n+1 n—1
Up — — Uy _
+/F AL zdl' = 0,Yz € Vp,

RR n- 3386



22 M. O. Bristeau, R. Glownski, J. Périauz

where, in (7.53), u,, and wuyp are approximations of u, and u; belonging to V3, and
where
Vo =4z|z € Vi, z=0o0n 7}(: V,N Vh),

Vo = {22 € Vi, 2 = gi ™' on v},

gZ"’l being an approximation of g((n+ 1)At) belonging to the boundary space span

by the traces on 7 of the functions of V.
Scheme (7.53) is conditionally stable only and At has to satisfy a stability condi-
tion such as

(7.54) At<Ch

where, in (7.54), C' is a constant (for a wave equation like the one in (7.49), it is
strongly advised to use triangulations with small aspect ratio, i.e. h/h,;, = 1, with
humin the length of the smallest edge(s) of 73). If (7.54) holds and if the data u,, u;
and ¢ are sufficiently smooth, scheme (7.53) is second order accurate with respect
to h and At. Since the wave equation (7.49) is a model for waves propagating with
velocity 1 a condition such as (7.54) is not very limitative in practice.

Actually, obtaining uZ'H from uz_l and u} requires the solution of a linear system
in RNen where N,j, = dim(V,p,). To obtain this linear system we expand uZ‘H over
a vector basis of Vj, then take the boundary conditions into account and, finally,
take for z in (7.53)2 the vectors of a basis of V,;. The resulting matrix is symmetric
and positive definite but not diagonal. Actually if instead of computing exactly

the integrals such as / uZszm, we approximate them, using the two-dimensional

trapezoidal rule, we obtain a linear system with a N,, X N, diagonal matrix whose
diagonal entries are strictly positive. The above operation is called mass lumping
and implies some accuracy loss particularly for non structured triangulations 7. Let
us mention however that for scattering problems we systematically try to use meshes
as structured as possible.

To compute uZH in (7.53), the more expensive part is the computation of the

matrix-vector product corresponding to the evaluation of the term / Vuy - Vzdz; on

the other hand, if an iterative algorithm is used to compute the soluqcion of the linear
systems (7.39); and (7.43);, the main cost of this preconditioning step is also related
to the same matrix-vector product. So, for the efficiency of the global algorithm,
the matrix-vector product has to be as optimized as possible. The matrix being
sparse and symmetric, only the non-zero terms of the lower triangular matrix are
stored. If the computations are done on a vector machine, as we intend here, we need
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vectorizable algoritms. If we consider a line storage, the vectors are short and the
vectorization not very efficient. That’s why we have considered a diagonal storage
(see [12]) for the non-zero terms, the length of the vectors is then the number of
non-zero terms of the diagonals. To optimize this length, a renumbering algorithm
minimizing the matrix bandwidth is previously applied.

7.6 Numerical Experiments
7.6.1 Generalities

In the following paragraphs we are going to discuss the application of the above com-
putational methods to the solution of two and three dimensional scattering problems
for perfectly conducting obstacles of various shapes.

To obtain accurate solutions one needs to have h at least ten times smaller than
the wavelength A, and, indeed, the local space discretization step has to be even
smaller (of the order of A/20) in those regions with internal rays trapped by successive
reflections. For the mesh generation we have used an advancing front method, for the
2-D meshes see [13], for the 3-D ones see [14],[15]. This method gives good quality
meshes implying that we can choose a reasonable time step satisfying nevertheless
the CFL condition (7.54).

The discrete elliptic problems associated to the preconditioning steps (7.43)q,
have been solved by either a direct method "4 la Cholesky" if the matrix is not too
large or a conjugate gradient. If a direct method is used, the matrix is factorized once
for all. If a conjugate gradient is used, as we have to solve successively linear systems
with the same matrix and different right hand sides, we can use an augmented
conjugate gradient to improve the convergence (see [16],[17]).

Concerning the location of the artificial boundary we have used the following
strategy for the 2-D cases : if (7.3) is used, then one takes the artificial boundary I"
at a distance 3\ to 0B ; if, on the other hand, one uses the second order absorbing
boundary condition described in [9, Section 3|, one takes I' at a distance A to 0B.
For the 3-D test cases, one locates the artificial boundary at a distance A to dB and
uses only the first order boundary condition.

To conclude these generalities on the numerical experiments, let us mention the
importance of properly choosing e and e in algorithm (7.36)-(7.48). In order to
define smooth initial conditions satisfying the boundary conditions on the obstacle,
we can solve, for example, a Poisson equation. Another possibility, leading to a faster
convergence to the harmonic solution, is to prescribe the time harmonic sources
progressively during a transient time interval [0, %] as suggested by G. Mur [18].
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On this time interval, the function ¢ in (7.2) is multiplied by a smooth transition
function #;, increasing from 0 to 1 ; we have used the function 6, suggested in [18§],
namely

(7.55) { Our(t) = (2= sin((t/14r) 3)) $n((t/10r) ), 4 0 <1< tar,

Htr(t) — 1, Zf t Z ttr-

For simple convex obstacles, we obtain generally at t;. the harmonic solution ; for
non convex obstacles, we apply for ¢t > #;., the control algorithm to reach complete
convergence as shown in the numerical results.

7.6.2 2-D numerical results

The first 2-D case concerns a perfectly conducting circular cavity with an open crack,
and we consider the transverse electric (T.E.) problem. If we denote by a the external
diameter of the cavity, the thickness of the wall is 0.025 @ and the height of the crack
is also 0.025 a. The wavelength of the incident wave is 0.3 a. The mesh has 45,527
nodes and 89,861 triangles. An enlargment of the mesh near the crack is shown
in Figure 7.2. If we denote by h,, the mean length of the triangle edges, we have
hum =~ A/40 inside the cavity and h,, = A/20 outside. One can observe the regularity
of the mesh obtained by the advancing front method. For this case we use the first
order absorbing boundary condition and the artificial boundary I' is located at a
distance to the cavity of 3\. The time step is T/72.

Figure 7.3 shows the scattered field (e, or real part) for an incident wave co-
ming from the left. On Figures 7.4-7.6, we compare the convergence histories of the
residuals with three different approaches :

Fig.7.4: integration in time without control,

Fig.7.5: control algorithm with functional .J; defined by (7.13),

Fig.7.6: control algorithm with functional .J; defined by (7.18).

The continuous curves represent the residuals defined by

k+1 _ k(24 1
€ erl*dz]?
res,  Unlebt! = cklds]
[fales — esl?dz]>
with e® denoting either the solution after k periods for Figure 7.4 , or the solution

of the kth iteration of the conjugate gradient algorithm for Figures 7.5 and 7.6.
The dotted lines represent the residuals associated to e;. The solution obtained by
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Figure 7.2: Circular cavity: enlargment of the mesh near the crack.

RR n- 3386 Figure 7.3: Circular cavity: scattered field (e,).



26 M. O. Bristeau, R. Glownski, J. Périauz
Log( Res)
— Log( Res)
1. I~ | T T
1. b -
0. - ] i i
0. - il
1. L 4 i i
1. L 4
2. L 7 i |
-2, L _
-3. L 4 i i
3. L 4
4 L ] i i
4. L _
-5. L 4 i i
-5, L 4
-6. _ i i
I I I I I I I I I I -6. - -
0. 200. 400. 600. 800. 1000. e
Iterations 0. 200. 400. 600. 800. lQOO.
Iterations
Figure 7.4: Residual convergence

history.Integration in time without

control.
Log( Res)

1. + 4

-6. i

0. 200. 400. 600. 800. 1000.
Iterations

Figure 7.6: Residual convergence his-
tory.Control with cost function .Js.

Figure 7.5: Residual convergence his-
tory.Control with cost function .J;.

Log(J)
2 L i

-8. L 4

1 1 1 1 1 1 1 1 1 1 1
0. 200. 400. 600. 800. 1000.

Iterations

Figure 7.7: Cost function .JJ; conver-
gence history. INRIA



Controllability for time-periodic problems. 27

only the integration in time is not converged ; the solutions obtained by the two
control approaches are the same, but we can observe that the convergence related
to e,(Res,) is monotone in Fig. 7.6 associated to .J3, but not in Fig. 7.5 associated
to J1. Of course, the decays of the cost functions .J; or .J; are monotone (see Fig.
7.7). The computed solutions being the same and the approach with .J; being less
memory consuming, the following examples have been computed by control via the
functional .J;.

The second 2-D case concerns the scattering by a semi-open rectangular cavity;
the internal dimensions of the cavity are 20A x 5A and the thickness of the wall
is A as shown in Figure 7.8. The artificial boundary is located at one wavelength
to the cavity and we use the second order boundary condition. The triangulation
contains 136,228 nodes and 268,776 triangles, we have h,, ~ A/30 inside the cavity
and h,, ~ A/20 outside. The time step is 7//60. We consider an illuminating wave of
incidence —30°. Figure 7.9 shows the total field for the transverse magnetic (T.M.)

At

.

207
5A

Figure 7.8: Semi-open rectangular cavity

mode, while in Figure 7.10 we have visualized the corresponding R.C.S. plotted in
polar coordinates.

7.6.3 3-D numerical results

We consider now 3-D acoustic problems ; the first geometry is a 3-D semi-open
cylindrical cavity ; the internal radius is 0.5, the length of the cavity is 2\ and the
wall thickness is 0.1A. The mesh has about 220,000 nodes and 1,235,000 tetrahedra
with h,, ~ A/25 inside the cavity and h,, ~ A/15 outside. Figure 7.11 shows the
trace of the mesh on the cavity. We use as time step At = T'/70. With the angles
defined as in Fig.7.12, the incident wave is defined by 8 = 150°, ¢ = 0°.

With ¢,. = 10T, the convergence is reached after 20 conjugate gradient iterations
and a global CPU time of 440 s on Cray C90. In Figure 7.13, the contours of the
scattered field (e,) are shown in the cross section by the plane (z = 0). The RCS in
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Figure 7.9: Rectangular cavity: total field.

Figure 7.10: Rectangular cavity: RCS

the same plane is shown in Figure 7.14. Figure 7.15 shows the convergence history
of the cost function J;.

These three first examples were test cases of the Oxford Workshop ; the results
presented here are in good agreement with the results obtained by different other
methods (see [19]).
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Figure 7.11: Trace of the mesh on the boundary of Figure 7.12: Definition of
the cylindrical semi-open cavity. the angles.

Another 3-D acoustic example concerns an idealized air-intake as shown in Figure
7.16, the artificial boundary is a circular cylinder located, at least, at one wavelength
of the obstacle. The characteristic length of the air-intake is 4 wavelengths. The mesh
has about 327,000 nodes and 1,832,000 tetrahedra. We use as time step At = T'/70.
With the angles defined as in Fig. 7.12, the incident wave is defined by 8 = 90°, ¢ =
45°.

With ¢, = 10T, the convergence is reached after 20 conjugate gradient iterations
and a CPU time of 12 mn on Cray C90. In Figure 7.17 we have visualized the
scattered field in the cross section by the plane ( = 0). The RCS in the same plane
is shown in Figure 7.18.

8 Further Comments and Conclusion

In this article, we have discussed a least-squares/shooting method for the numerical
calculation of the time-periodic solutions of some linear dynamical systems and we
have applied these techniques to the simulation of scattering phenomena where pla-
nar harmonic waves hit non-convez obstacles. This approach, which relies on control
techniques, provides an efficient and easy to implement alternative to more classical
Helmbholtz equation solvers, like those discussed in, e.g. [20] (see also the references
therein). It has also the advantage of being applicable, even if the forcing terms are
T-periodic, non-harmonic, i.e. not of the form A(z) cos2nt/T + B(z)sin 2nt/T. The
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Figure 7.13: Cylindrical cavity: contours of the scattered field in a
cross-section

Log(J)

0. .

Figure 7.14: Cylindrical cavity: RCS 0. 10. 20. 30.
in the incidence plane. Iterations

Figure 7.15: Cost function J; conver-
gence history.
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Figure 7.16: Trace of the mesh on the air-intake boundary.

methodology discussed in this article has been applied, in [21], to the solution of
three dimensional scattering problems for Flectro-Magnetic Waves modeled by the
Mazwell FEquations. Actually, these least-squares/shooting methods can also be ap-
plied to the calculation of the T-periodic solutions of nonlinear partial differential
equations. Computing the gradient of the least-squares objective function requires
the backward integration from t =T to t = 0 of an adjoint equation, linear, but with
time dependent coefficients since they are functions of the (known) solution of the
state equation, i.e. the solution of the non-linear analog of (3.3). The dynamical
memory saving technique described in [22], allows to avoid recording the solution of
the state equation at all the time discretization steps and makes indeed the storage

requirements of the above least-squares/shooting method very reasonable (see [22]
for the details of this method).
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Figure 7.17: Air-intake: contours of the scattered field.

Figure 7.18: Air-intake: RCS in the inci-
dence plane.
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A Computation of the Radar Cross Section

In this section, we give some details on the computation of the radar cross section
of a scatterer, on its numerical approximation and finally some numerical results are
discussed.

A.1 Definition of the RCS

With the assumption of Sec. 7.1 (g(z,t) = Re(e **'G(z))), we will use the complex
form of the solution, i.e.

(A1) U@:u@m+%%@ﬁ)

In spherical polar coordinates (r, 8, ), the scattering cross section or bistatic radar
cross section ¢ (8, ¢) is defined by (see [23]):

: U, o)l
A2 o(p) = lim 2rr——— f d =2,
- = 2T e, o
. U(r, ¢,0)?

) Ur, e ‘
A. 6,0) = lim dxr?— 211~ _ d=3.
(A3) 700 = B A e g o Y13

In the following, by generalization, we will use the expression "Radar Cross Section"
(RCS) for electromagnetic or acoustic cases.

Thus, to compute the RCS, we need far field scattering data. For this, we use
the usual near field to far field transformation (see [23], [24]), allowing to compute
the value of the scattered field at any point outside of an arbitrary surface C' which
completely encloses the obstacle, if the solution and its normal derivative are known
on this surface C'. This transformation uses the Green function (elementary solution
of Helmholtz equation).

For any point M (r, ¢), (resp., M(r,8, ¢)), we define the unit vector e, by

cos & cos 0 cos
(A.4) = gne ) (resp., e, = | sinfcosg |).
L sin ¢

Then after using the near field to far field transformation and the limit behaviour
for r — oo, we obtain (assuming that |U'"¢| = 1):

if d =2,
(A.5) 7(¢) = 11PN
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with ) oU
__t 7 4 —ikr'e,s.er

(A.6) P(yp) = 1 0(371 + ik(n.e.)U)e ds,
and, if d = 3

4r 9
(A7) 7(6,0) = T215(6,0)1%,
with L o

A et ; —ikr'es.er

(A.8) S8, ) = 477/0(8” +ik(ne)U)e ds,

where M'(r',¢') (resp., M'(r',8',¢")) is a point on C' and n is the unit outward
normal at C' at this point.
In the following figures, we will show the quantity RCS defined by

(A.9) RCS = 1010g10(§) if d=2,
(A.10) RCS = IOlogm(%) if d=3.

A.2 Numerical approximation

In the following, we choose as surface C, the surface of the obstacle; the artificial
boundary I' could also be used (see remark A.1). Since we use unstructured meshes,
it would be necessary to use some domain decomposition technique to define another
regular surface included in the computational domain.

We assume that the solution is discretized as proposed in Sec. 7.5, so it is defined
at each node of the mesh; to compute o from (A.5)-(A.8) the difficulty is to define an

accurate approximation of the normal derivative —. In the following we introduce

and compare three numerical approximations of thisnterm ; these approximations are
written here only for the 3-D cases, but defining the 2-D analogs is as easy.

If we denote by T a finite element tetrahedrisation of €2, let Sj, be the set of the
faces S belonging to v and M}, the set of the nodes belonging to .

The solution U, being piecewise linear, the simplest way to define a normal

derivative is to define g " as a constant on each face S of the obstacle boundary
n
by:
onU,
(A.ll) %|S:Vuh|g-n5,VSe Sy

where ng denotes the unit outward normal to the face S.
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h

An other possibility is to consider as piecewise linear with its value at each

h
) on
node defined by a weighted average :
1
(A.12) Vil = v T%;‘V(T)VU}JT,

and

(A.13) OnUn

on

li = VLU

7" nHVMZ € Mh7

with
B; the set of the tetrahedra T such as M; € T,
V(T) the volume of the tetrahedron 7,
V; the sum of the volumes of the tetrahedra belonging to B;,
n; the unit outward normal defined at the node M; by averaging.

. . . U
To define a third approximation of I we can use Green’s formula and the fact
n

that the solution U}, is an approximate solution of Helmholtz equation. From Green’s
formula, we have

(A.14) / aﬂzid'y = / AUpz;dx —}—/ VU - Vzdz,
~ On Q Q
with z; the basis function associated to the node M; € M,,.
The solution U}, being an approximate solution of the Helmholtz equation (7.4),
we can replace AU, by —k?Uj,. We define then a new piecewise linear approximation

LUy,
b
on Y
WUn 3
(A.15) )~ —[/ VU - Veide — kQ/ Unzidz),YM; € My
on A; " JB; B;

with A; the sum of the areas of the faces S such as M; € S.

We have used a mass lumping formula to compute the left hand side of (A.14)
and obtain (A.15); the two integrals of the right hand side of (A.15) can be computed
exactly.

Once an approximation of B is defined, we can compute the discrete integrals
n

of (A.5), (A.7) using a numerical integration procedure; the term e~ is consi-
dered as linear for the integration.
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Remark A.1 We could also consider as surface C' the artificial boundary T' and
use the radiation condition (7.3) to define % (or even a second order one, see
[9]). The corresponding numerical results have not been very accurate, therefore this

approrimation is not detailed here.

A.3 Numerical experiments

In this part, we compare the accuracy of the different approximations by computing
on simple geometries, on one hand the exact RCS and on the other hand the RCS of
the exact solution, so that we can estimate the accuracy of the RCS computation in
itself. Finally the RCS of a computed solution is also compared. Of course the control
approach is not necessary to compute the solution on these simple obstacles (cylinder
and sphere), but these geometries are considered to validate the RCS computations,
analytical solutions being available. The exact solution and RCS are computed using
Bessel functions (see [23])

A.3.1 2-D Numerical experiments

For the 2-D comparisons, we consider a circular cylinder of radius r = 2A. The
artificial boundary is located at a distance A to dB. For the computed solution
and RCS, the mesh consists of 4,248 nodes and 8,024 triangles. For the computed
solution, we use a second-order absorbing boundary condition (see [9]).

The RCS are computed each half degree.

In Figure A.1, (resp., A.2, A.3), we compare the exact RCS (dotted line) with

the exact solution’s computed RCS (continuous line), the term ou in (A.5) being
approximated by the 2-D formula analog of (A.11) (resp., (A.13), (A.15)). As shown

J
in Figure A.3, if ou is obtained from the Green’s formula (A.15) the two curves are

n
identical; this approximation leads to a better accuracy.
In Figure A.4, the exact RCS (dotted line) is compared with the RCS of the
computed solution (continuous line).

A.3.2 3-D Numerical experiments

The same comparisons have been carried out in 3-D with a sphere as obstacle. The

radius of the sphere is A and the artificial boundary is located at a distance A to 0B.

With the angles defined as in Figure 7.12, the incident wave is defined by ¢ = 270°.
The mesh consists of about 88,000 nodes and 500,000 tetrahedra.
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20—

Figure A.1: Cylinder: comparaison of exact RCS and exact

solution’s computed one ( % constant on each edge).

20—

Figure A.2: Cylinder: comparaison of exact RCS and exact
solution’s computed one ( % defined by averaging at each
node).
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20—

Figure A.3: Cylinder: comparaison of exact RCS and exact
solution’s computed one ( % obtained by Green’s formula).

20—

Figure A.4: Cylinder: comparaison of exact RCS and com-

puted solution’s one ( % obtained by Green’s formula).
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In Figure A.5 (resp., A.6, A.7), we compare, in the plane (y = 0), the exact RCS
(dotted line) with the exact solution’s computed RCS (continuous line), the term

(Z—U in (A.8) being computed by (A.11) (resp., (A.13), (A.15)).
n

. . . .. ou .
As in the 2-D case, we notice that the discretization of B via a Green’s formula
n

leads to a good accuracy.

In Figure A.8, we compare also the exact RCS (dotted line) with the RCS of the
computed solution (continuous line).

For the RCS computations presented in Section 7.6, we have used approximation

(A. 15).
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