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Dérivation d’analyseurs a partir d’une sémantique naturelle par
pliage/dépliage, application & ’analyse d’élagage

Résumé : Nous considérons la spécification d’un analyseur comme la composition de deux fonc-
tions : une fonction sémantique, qui rend un arbre de dérivation de la sémantique naturelle, et une
propriété définie par récurrence sur les arbres de dérivation. Une définition récursive d’un analyseur
dynamique peut étre obtenue par des transformations de programmes (pliage/dépliage), combinée avec
des techniques de déforestation. Nous appliquons notre cadre générique & la dérivation d’une analyse
d’élagage pour un langage de programmation logique.

Mots-clé : dérivation systématique, transformation de programmes, sémantique naturelle, arbre de
preuve, analyse d’élagage.
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1 Introduction

A large amount of work has been devoted to program analysis during the last two decades, both on the
practical side and on the theoretical issues. However, most of the program analysers that have been
implemented or reported in the literature so far are concerned with one specific property, one specific
language and one specific service (dynamic or static). A few generic tools have been proposed but they
are generally restricted to one class of properties or languages, or limited in their level of abstraction.
We believe that there is a strong need for environments supporting the design of program analysers
and that more effort should be put on the software engineering of analysers.

We present a framework for designing analysers from operational specifications by program trans-
formation (folding/unfolding). The analysis specification has two components: a semantics of the
programming language and a definition of the property.

Natural semantics [7, 13] are a good starting point for the definition of analyses because they
are both structural (compositional) and intensional. They are structural because the semantics of a
phrase in the programming language is derived from the semantics of subphrases; they are intensional
because the derivation tree that is associated with a phrase in the programming language contains the
intermediate results (the semantics of subphrases). These qualities are significant in the context of
program analysis because compositionality leads to more tractable proof techniques and intensionality
makes it easier to establish the connection between the result of the analysis and its intended use.

Our semantics is defined formally as a function taking a term and an evaluation context and re-
turning a derivation tree. The property itself is a function from derivation trees to a suitable abstract
domain. The composition of these two functions defines a dynamic a posteriori analysis. It represents
a function which initially calculates the trace of a complete execution (a derivation tree) of a program
before extracting the required property. Program transformations via extended folding/unfolding tech-
niques and simplification rules allow to obtain a recursive definition of the dynamic analyser (which
does not call the property function). This function is in fact a dynamic on the fly analyser in the
sense that it calculates the required property progressively during program execution. The following
diagram shows the general organisation:

S ti
Context x Term ermanties Tree

Analyser
Property

Result

The key points of the approach proposed here are the following:

e The derivation is achieved in a systematic way by using functional transformations: unfolding
and folding.

e It is applicable to a wide variety of languages and properties because it is based on natural
semantics definitions.

As mentioned before, some of the analyses that we want to specify are dynamic and others are
static. There is no real reason why these two categories of analyses should be seen as belonging to
different worlds. In the paper we focus on dynamic analysis, considering that static analysis can be
obtained in a second stage as an abstract interpretation of the dynamic analysis as presented in [10].
We outline this derivation in the conclusion. Note that our approach introduces a clear separation
between the specification of an analysis (defined as a property on semantics derivation trees) and the
algorithm that implements it.

We illustrate the framework by the formal derivation of a slicing analysis for a logic programming
language. The different stages of the derivation are detailed in the following sections. Section 2
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4 Valérie Gouranton

introduces contexts, terms, derivation trees and the semantics function. The abstract domain and
the property function are presented in section 3. The transformation of the composition of the two
specification functions (the semantics and the property) into a dynamic on the fly analyser is described
in section 4. Related work, conclusion and avenues for further research are discussed in section 5 and
section 6 respectively.

2 Natural semantics

The natural semantics of a language is a set of axioms and inference rules that define a relation between
a context, a term in the programming language and a result. A natural semantics derivation tree has
the form:

Proof-Tree; ... Proof-Tree,
STT

Proof-Tree = [RN]

where RN is the name of the rule used to derive STT. The conclusion STT is a statement, that is to
say a triple consisting of a context, a term and a result.

In order to make formal manipulations easier, we express the construction of natural semantics
derivation trees in a functional framework. Let C be the set of contexts, T the type of terms of the
language and PT the type of derivation trees, then the semantic function S is a partial function of type:

CXT—PT
PT = STT x (list PT) X RN
STT = CX T X NF
T = PPXxI

Derivation trees are made of a statement (the conclusion), a list of derivation trees (the premises)
and the name of rule applied to derive the conclusion. We assume that a term is a pair of a program
point and an expression. STT denotes the type of statements, RN rule names, NF normal forms (program
results), PP program points and I expressions.

The important issue about the type of the semantic function is that it returns the whole natural
semantics derivation tree, rather than just the result of the program. This choice makes it easier to
define intensional analyses. The fact that we describe the semantics in a functional framework does
not prevent us from dealing with non deterministic languages, as we show for a logic programming
language. This is because we can use NF and C to represent sets of possible results and contexts.

We use the notation X.ty to denote the field of type TY of X. For example, we will make intensive
use of the following expressions in the rest of the paper:

type meaning
PT stt STT conclusion of PT
PT.1pt (list PT)  premisses of PT
PT.rn RN name of the rule used at the root of PT
PT.stt.c C context of the conclusion sequent of PT
PT.stt.t.i I term of the conclusion sequent of PT
PT.stt.t.pp PP program point of the conclusion sequent of PT
PT.stt.nf NF normal form of the conclusion sequent of PT

The semantics of a logic programming language

We assume a program Prog which is a collection of predicate definitions of the form [Py(z1,...,zn) =
By]. The body By of a predicate is in normal form and it contains only variables from {z1,...,2,}.
Normal forms are first order formulae (also called “goal formulae” in [15]) built up from predicate
applications using only the connectives “and”, “or”, and “there exists”. Their syntax is defined by:

I ::=0p(z1,29,23) |z =t | U1 AUy | Uy VUs | 32.U1 | Pe(y1,---,Yn)
INRIA
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where Op stands for basic predicates! and Py for user-defined predicates. U; are terms of type T. We
assume that each variable z occurring in a term Jz.U; is unique. In a program, each subterm in this
syntax is associated with a program point (using pairs).

Definition of the program in a logic programming syntax
P(nil, 1,0,0,0)
P((z,nil),1,z,z, )
P((z,zs),n, sum, mazx,min) = (w1, P(xzs,n’, sum’, maz’', min'))
(2, Ad(n',1,n))

(73, Ad(sum’, z, sum))
(w4, Maz(maz', z, mazx))
(5, Min(min', z mm))
Q(l, av, mazx,min) = (me, P(l,n, sum max,min))

(77, Div(sum,n, av))

Normal form of the program
P(l,n, sum, mazx, min) =
(I =nil) A (n=1) A (sum = 0) A (maz = 0) A (min = 0))V
(Fz. (I = (z,nil)) A (n =1) A (sum = z) A (maz = ) A (min = z))V
(Fz. 3zs. In'. Fsum'. Imaz’. Imin'. | = (z,zs)A
(w1, P(zs,n’, sum’, maz’, min'))A
(w2, Ad(n',1,m))A
(73, Ad(sum/, z, sum))A
(74, Maz(maz', T, maz))A
(5, Min(min', x, min)))

Q(,av,maz,min) = (In. Isum.
(ms, P(l, n, sum, mazx, min))A
(77, Div(sum, n,av)))

Figure 1: A simple logic program

As an illustration of this syntax, Figure 1 presents a small program in a logic programming syntax
and shows its translation into normal form. This program computes the minimum, the maximum, and
the average of a list containing n integers. Some program points are omitted for the sake of readability.

Following [14], we assume an infinite set of program variables Pvar and an infinite set of rena-
ming variables Rvar. Terms and substitutions are constructed using program variables and renaming
variables. We distinguish two kinds of substitutions: program variable substitutions (Subst) whose
domain and co-domain are subsets of Pvar and Rvar respectively, and renaming variable substitutions
(Rsubst) whose domain and co-domain are subsets of Rvar:

Subst = Pvar — Rterm
Rsubst = Rvar — Rterm

where Rterm represents a term constructed with renaming variables Rvar. By convention, we use
0 € Subst for a program variable substitution and ¢ € Rsubst for a renaming variable substitution.
The definition of substitution composition is modified to take account the role held by renaming
variables. The modification occurs when 6 € Subst and o € Rsubst, we have o 08 € Subst defined by:

dom(o o §) = dom(6)
(o 08)(z) = o(6(x)) for all z € dom(0)
The domain of contexts for this language is defined by C = Tree(Subst) where Tree(H) is the
type of binary trees with leaves of type H. We define contexts as binary trees of substitutions to

take into account the non deterministic nature of the language. So, we gather in one derivation the
computation of all the substitutions of a program. A particular control strategy for the implementation

We consider only ternary basic predicates here, but other arities are treated in the same way.
RR n3413
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[OP] Ck (ﬂ-: OP($1:$27$3)) —)o_p(C,:I;l,mz,ms)
[Eq] Ct (mz=1t) > unif (C,z,t)

C"U1—)R1 R1|‘U2—)R2 [V] Cl_U1—)R1 C"UQ—>R2
CtF (mr,U1 ANUz) = R» Ct+ (m,U1 VUsz) = union (C, R1, R»)

(Al

‘Add (C,x,rz)F U = Ry

3 R fresh variabl
[] Cl—(ﬂ,ﬂm.Ul)—)Drop (R1,$) rr € Rvar Iresh variable

Renx(C) - By — R,

— ith [Py (21, ..., 2n) = Bx] € P
CF (m Pe(y1, o yn)) — Bty (C, Ry) [P (21, ... n) = By] € Prog

[Call]

E(N(Tl,Tg),.m, vy xn) = N(F(T1,x1,. .., 0), F(T2, 1, ..., T0))
FO,z1,...,zn) = F(0,21,...,2n)
op(0,z1,x2,x3) = let o = [(0(x1) op O(z2))/0(z3)] ino ol
if (z1) and 6(z2) are ground and (zs3) € Rvar, L otherwise
unif(f,z,t) = let o = mgu(6(z),0(t)) inood if 8(x) and 6(¢) can be unified ,
1 otherwise
union( N (T1,T2), N(Ui,Uz), N(V1,V2)) = N(union(T1,Ur, V1), union(T2, Uz, V2))
union(6,U, V) = N(U, V)
Add(8,pv, rv) = O[rv/pv] with v # pv = 0[rv/pv](v) = 6(v) and O[rv/pv](pv) =rv
Drop(6,pv) = 0,,, with v # pv = 0/,,(v) = 6(v) and 60,,,(pv) =L
Reni (0) = [0(y:) /4]
Exty(0,0') =000 with ' =0 o [0(y:)/x]

Figure 2: Natural semantics of a logic programming language

INRIA
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S(C,T) = case T of
(m, 0p (%1, 22, 23)) : ((C,T,0p(C, x1,x2,%3)),nil, O0p)

(m,Eq(z,1)) : ((C, T, unif (C,x,t)),nil, Eq)

(m,And (U1, U)): let PTy = S(C,Uh)
R, = PTi.stt.nf
PTy = S(Ri,Us)
Ry = PT,.stt.nf
in ((C’ T, RZ)} [PTl,PT2]7A)

(m,0r (U1,U,)): let PT, = S(C,UL)
Ry = PTi.stt.nf
PT, = S(C,Us)
Ry = PT5.stt.nf
in ((C,T,union(C,Rl,RQ)),[PTl,PTQ],V)

(m,Exists (z,U1)): let PTi = S(Add (C,z,rz),Un)
Ry = PTi.stt.nf
in ((Oa T, Drop (Rlax))’ [PTl]zzl)

(m,Call (Py(y1,.--,un))): let PTi = S(Renx(C),Bs)
Ry = PTi.stt.nf
in  ((C,T, Eztx(C, R1)),[PTi],Call)
with [Pg(z1,...,%Zn) = Bi] € Prog

Figure 3: The semantics function of a logic programming language

of the language corresponds to a particular ordering of the leaves of substitutions trees. For instance,
the list of results of the usual depth-first evaluation strategy of Prolog is precisely the leaves of the
substitution tree produced by our semantics ordered from left to right. We write N(T1,T5) for a tree
with subtrees 17 and T5.

The natural semantics of a simple logic programming language using the usual inference rule pre-
sentation is presented in Figure 2. In the figure, F(T) denotes the application of a function F to all
the substitutions of a tree T" and its result is also a tree. The function op represents the interpretation
of operator Op. The substitution unif(,z,t) of Subst is defined for the unification of z and ¢ via 0
(rule Eq). The rule A is not surprising, the first formula U; of the conjonction is evaluated and the
result R is taken as context for the evaluation of the second formula Us of the conjonction; the result
Ry is the final result. For the rule V, the subtrees corresponding to the sub-formulae of the disjonction
are evaluated independently. The function union(T),T>,T3) is needed to build a new substitution tree
joining the trees T5 and T3 produced by two subgoals. Its first argument is the initial substitution,
which is used to identify the points where the joins have to be introduced (these points are the leaves
of T1). The rule 3 uses two functions Add and Drop. Add is used to add a program variable in a
substitution (the new program variable is attached to a free renaming variable) and Drop removes a
variable from a substitution.

For the rule Call, two definitions of substitutions are needed. Reny(C) creates a new substitution
to execute the body of a clause (it amounts to a variable renaming) because the body By of a clause
contains formal parameters z; and C contains program variables y;. Exty(C, R1) propagates the result
of a predicate in the calling substitutions because C contains variables y; and R; contains formal
parameters x;. From the definition of Reny, we see that the body By of a predicate is evaluated in an
environment defining exactly the formal parameters of the predicate Pj.

The formal definitions of the functions introduced informally before are presented in the bottom of
Figure 2.

RR n3413



8 Valérie Gouranton

The semantics in functional form is presented in Figure 3. The semantics function of Figure 3 takes
two arguments (the context C and the term 7) and it returns a derivation tree. The derivation tree
contains the conclusion (C,T,F*(C, R, E)), where F* is the result of the program in functional form,
the list of subtrees and the name £ of the rule used to derive the conclusion. The body of the function
is a list of cases selected by pattern matching on the form of the term. The function is defined by
recurrence on the term. The set of definitions Prog is used as an implicit parameter of the semantics.

3 Specification of a slicing property

Slicing? a program consists in constructing a reduced version of the program (called a program slice)
containing only those statements that affect a given set of variables at given program points (this set
is called the slicing criterion). In program debugging, slicing makes it possible for a software engineer
to focus on the relevant parts of the code. Slicing is also useful for testing, program understanding and
in maintenance activities. Because of this diversity of applications, different variations on the notion
of slicing have been proposed, as well as a number of methods to compute slices. First, a program
slice can either be ezecutable or not. Producing an executable slice makes it possible to apply further
treatments to the result of the analysis. Another important distinction is between static and dyna-
mic slicing. In the first case, the slice is computed without any assumption on the inputs, whereas
the latter relies on some specific input data. Slicing algorithms can also be distinguished by their
direction. Backward slicing identifies the statements of a program that may have some impact on the
criterion whereas forward slicing returns the statements which may be influenced by the criterion. In
this paper, we consider dynamic backward slicing with executable slices. Static slicing algorithms can
be derived by abstract interpretation of dynamic slicing analysers ; this construction is sketched in the
conclusion. We can describe forward slicing analysers in a similar way but slicing analyses producing
non executable slices do not fit well into our framework since the specification of the analysis is a re-
lation between the semantics of the original program and the semantics of the slice as presented in [10] .

Slicing was originally proposed by Weiser for imperative languages [28| and its application to logic
programming [22| and functional programming [17] have been studied recently. In fact, the concept
of slicing itself is very general: it is not tied to one specific style of programming® and it can lead to
dynamic as well as static analysers [24].

A slicing analysis for a logic programming language (with programs in normal form) according to
a program point and a set of variables of interest consists in keeping only the sub-goals of disjunctions
of each clause (a clause defines a predicate) being able to affect the value of the variables of interest. If
all sub-goals of a formula of the disjunction are dropped, then this formula is dropped. If all formulae
of the disjunction of goals are dropped, then the clause is dropped. In the opposite case, the head of
the clause defining the predicate is kept.

Let us take the program in normal form of Figure 1 to illustrate dynamic backward slicing. We
assume that we are interested only in the value of the variable av at the program point m7. The
pair {(m7,av)} is called the slicing criterion. The dynamic slice of the program is extracted for one
particular input. For instance, if we execute the predicate Q with nil as the initial value of [, we get:

P(nil, 1,0,0,0)
Q(l,av,maz, min) = (mg, P(l,n, sum, maz, min))
(77, Div(sum,n,av))

The predicate P is not recursively called and the first disjunctive part is satisfied, the third clause
of P is never executed. The definition of the predicate @ is kept because all its clauses are useful to

*More precisely “backward slicing”.
3Even if the details of the resulting analyses are of course.

INRIA
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compute the variable av. If we consider the execution of the program with (2, (3,nil)) as initial value
of [, we recursively call the predicate P, we get:

P((z,nil), 1, z,z,x)

P((z,zs),n, sum,mazx,min) = (w1, P(zs,n’, sum’, maz', min'))
(79, Ad(n',1,n))
(w3, Ad(sum’, z, sum))

Q(l,av,maz, min) = (mg, P(l,n, sum,maz, min))
(77, Div(sum,n,av)

Ounly a part of the third clause of the predicate P is kept, the program points 74 and w5 are dropped
because they are not useful in computing av.

Assuming a set of pairs (m;, v;), where m; is a program point and v; a variable, a backward slicing
analysis produces the slice computing for each point 7; the same values as the initial program for the
variable v;.

In our framework, a property is expressed by a function which takes at least an argument being the
co-domain of the semantics function (a derivation tree of type PT) and the result of the property is an
abstract domain. The slicing property takes an additional argument to represent the slicing criterion
(of type P(PP — Var)) and the type of the result is P(PP) because slices are represented by sets of
program points. The slicing criterion is represented in our approach by the mapping from program
points to relevant variables. Because of the slicing property, we need extra information. We introduce
a set of variables of interest according to a program point (this set represents the value of variable
that must be preserved for computing the corresponding term). The initial value of the set is . The
property propagates this information of type P(Var) and finally the type of the property is:

ag : PT X P(PP — Var) x P(Var) — P(PP) x P(Var)

The slicing property ag for the logic programming language is presented in Figure 4. The property
takes as arguments a derivation tree PT, plus two additional parameters RV € PP — P(Pvar) and
D € P(Pvar). The second argument RV (for Relevant Variables) is the slicing criterion mentioned
above. A program point 7 associated with a non-empty set RV (7) is called an observation point. The
third argument D of the property represents the set of variables whose values must be preserved in
the output context* (normal form) of the term, i.e. the set of variables that must be preserved in the
result R; of the evaluation of the derivation tree PT;. In the initial call, D is the empty set. The
function ay is called recursively on the intermediate derivation trees (PT;) of the natural semantics
and sets of observation variables.

The result of the property is a pair (S,N) with S € P(PP) and N € P(Pvar). S is the set of
program points of the term 7' that must be kept in the slice and N is the set of variables whose value
must be preserved in the input context3. A program point must be kept in the slice if it can influence
an observation point or the value of a variable of D in the output context. The same condition applies
to decide which variables must be preserved in the input context. If the program point can be removed
from the slice, the result of the property is (@, D), which means that no program point is added to
the slice and the variables whose values must be preserved in the input context are the variables that
are necessary in the output context. Otherwise, the first component of the result of the property is

U S; U {7} because 7 has to be added to the program points collected in the subterms of T". The
1

second component N of the result is the set of variables whose value must be preserved in the input

“For a forward property this argument would characterise the input context rather than the output context.
5For a forward property this argument would characterise the output context rather than the input context.

RR n3413



10 Valérie Gouranton

context C. It contains at least the set D and the variables RV (w) of slicing criterion, thus we factorise
that by setting D' = D U RV (x) in beginning of the slicing definition.

We assume that the definitions of S; and NN; are not mutually recursive. The definition of the sets
of observation variables (third argument of as;) do not use Nj, j > ¢. Note that this is a characteristic
feature of a backward analysis.

In Figure 4, the relation Indep(C, D1, D2) is used to ensure that two sets of variables D; and D,
are independent, which is the case when they do not share any renaming variables (in any substitution
of the context C'). The relation Indep appears in the first two cases as a necessary condition to exclude
the term from the slice. If the relation holds, then the (renaming variable) substitution resulting from
the evaluation of the term cannot have any impact on the variables of D. The relation UF(C,z,t)
is satisfied if the unification of x and ¢ cannot fail for any substitution of C. It is a prerequisite
for excluding Eq(z,t) from the slice because a failure is recorded in the substitution tree as the L
substitution®; as a consequence, it has an impact on all the variables. This condition was not included
in the Op case, assuming that the logic programming language is equipped with mode annotations
ensuring that operators are always called with their first two arguments ground and the last one free’.
In both the Op and the Eq cases, the set of necessary variables (at the input of the program point) is
D' added to all the program variables of the term: the set {z1, 22,23} for Op (x1,z2,z3) and the set
of program variables occurring in ¢ increased with z for the rule Eq (z,t¢). The formal definitions of
Indep and UF are presented in the bottom of Figure 4.

For the rule And, both branches are processed in turn (the second branch first since our property
is computed in a backward direction). The property is first called with PT» and D' and the result is
(S2, N2); then the property is computed with PT) and Ny, we have (S1, N1) as the result. The program
point 7 can be removed from the slice when both S; and S5 are empty sets. When the program point is
kept, the result of the operator And is then (S7 U SoU {7}, N7) because the information about program
points of both branches is kept and the set N7 represents the variables must be preserved in the input
context since we consider a backward direction.

The treatment of Or is different: the term is systematically kept in the slice because it always in-
fluences the values of all the variables (through the introduction of subtrees in the derivation tree). Both
branches are computed independently and the result gathers the information of these two branches.

The rules for Exists and Call are not surprising. We assume that the variable z in Exists(z,U;)
is unique in a normalised program; so z can be removed from the set of necessary variables yielded by
the analysis of U; (hence Ny — {z}).

In the rule for Call, first the derivation tree corresponding to the predicate Py is computed with
the set {z; | =Indep(C, D', {y;})} of variables to be preserved (i.e. the formal parameters z; of Pj
bounded to arguments y; which are not independent from the set D'). The test in the rule for Call is
similar to the test in the Op case. We could make more sophisticated choices to avoid including all the
variables ¥1...,y, in the set of the necessary variables.

5Note that | is an absorbing element for the semantics of the language. For instance op(L,z1,x2,23) =1 and
unif(L,z,t) =L1.
"Otherwise an extra condition based on UF can be added as in the Eq case.

INRIA
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ast (PT,RV, D) =
let @ = PT.stt.t.pp
C = PT.stt.c
D' = DURV(x)
in case (PT.1pt, PT.rn) of

(nil,0p) : let Op (z1,z2,23) = PT.stt.t.i
in if RV(wr) =0 and Indep(C, D, {zs})
then (0, D)
else ({71'}, D'u {371,.732,13})
(nil,Eq) : let Eq (z,t) = PT.stt.t.i
in if RV(w)=0 and UF(C,z,t) and Indep(C, D, Pv(t) U {z})
then (0, D)
else ({r}, D' U Pu(t)U{z})
([PTh, PT:],A) : let (S2,N2) = ag (PTQ,R‘/,DI)
(81,N1) = as (PT1, RV,N>)
in if RV(r)=0and S1 US> =0
then (0, D)
else ( S1US;U{r},N1)
([PTl,PTQ],V) : let (SQ,NQ) = Q] (PTQ,R‘/,DI)
(81,N1) = aq (PTi,RV,D')
in (S1US;U{r}, N1 UN>)
(PTi,3) : let Exists (z,U:1) = PT.stt.t.i
(81,N1) = au (PTi, RV,D'")
in if RV(r)=0and S; =0
then (0, D)
else (S1U{r}, N1 —{z})
(PTy,Call) : let Call(Pi(y1,..,yn)) = PT.stt.t.i
(S1,N1) = aq (PTy, RV, {z: | ~Indep(C, D', {y:})})
in if RV(mr)=0 and S1 UN; =0 and Indep(C, D, {y1,-..,yn})
then (0, D)
else (S1U{r}, D' U{y1, ..., yn})

UF(C,z,t) =V0 € C. 8 #1= Jo = mgu(6(z), 6(t))

Py(t) = set of program variables occurring in ¢

Ru(rt) = set of renaming variables occurring in rt

Indep(C,D1,D;) =V € C. 0 #1L= {Rv(0(z)) | z € D1} N {Rv(6(z)) | z € D2} =0

Figure 4: Slicing property
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4 Derivation of the dynamic on the fly analyser

We have presented in section 2 the semantics function S and the property ag in functional form in
section 3. The general organisation is described by the following diagram:

CxT—S>pT

N

D

The composition of the property a, and the semantics S is a function of type C x T — D,, where
D, is the domain of abstract values, the result of the analysis. This function computes successively
the derivation tree related to a program, then the property of interest for this tree. It corresponds
to a dynamic analysis a posteriori that inspects the trace produced after the program execution. It
is interesting to formally describe dynamic analysers, because they are useful for instrumentation or
debugging. We could also prefer dynamic analyses which, calculate their result on the fly i.e. during
program execution. Their advantage is that they do not have to memorise traces before analysing
them.

The derivation of a dynamic on the fly analyser from a dynamic analyser a posteriori presents simi-
larities with a well-known program transformation within the framework of functional programming.
The program transformation is called deforestation [27] and its purpose is to eliminate the intermediate
data structures induced by the composition of recursive functions. Here, the intermediate structure is
the derivation tree of the natural semantics. We use folding and unfolding transformations to carry
out deforestation. The three principal operations are the following:

e unfoldings: we set v,(C,T) = ax(S (C,T)) and replace in the expression the calls to the recursive
functions ag; and S by their definition.

e applications of laws on the operators of the language (like the conditional ones, the expressions
case and let).

e foldings which consist in replacing the occurrences of ag(S (C',T"))) from calls to v,(C',T").

The goal of these transformations is to remove all the calls to the property extraction function ag,
to obtain a closed definition of v,(C,T). The function obtained is then a dynamic on the fly analyser
since it does not build the intermediate derivation trees any more.

The partial correction of the transformation by folding/unfolding is obvious. The total correction
is not assured in general because some inopportune foldings can introduce cases of non-termination.
The Improvement Theorem in [19]| can be extented to a method (the extended improved unfold-fold
method) presented in [20] which makes it possible to show the total correction of the method proposed
in this paper.

Dynamic slicing analyser
The definition of the dynamic slicing analyser for the logic programming language is the following:
S['d (Ca Ta RV; D) = Oy (S (C’ T)a RV; D)

First, we use an unfolding technique applied to the semantics and the property functions. The trans-
formation rules used for the derivation of the dynamic on the fly analyser by unfolding are the following
rules:
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case E; of E;:R;

[Tri1] : - R;
Ei: Ry
case Eof E;: R
[Tr2] : -+ R
Ey 'R
f(case Eof E;:R; case E of Fi: f(R:1)
[Trs] : - :
E; : Ry) Ey : f(Ry)
f(case Eof E1: Ry , case Eof Ei:Rj case F of E:: f(Ri,R})
[Tr4] : : - :
Ex : R Ey : R}) Ey : f(Rk, Ry,)
case Eof E1 : caseRjof Ci: R,
case(case Eof Ei: R .
: iR,
[Trs] E; : Ry) ot —_— N .
) E, : caseR;of C]:R;
Ci: E)) :
C,: R

['Tl‘e] let x = E; in E> — EQ[El/m]

We detail the derivation for two rules: Op and And (the other cases are obtained in the same way).
We unfold §(C,T) in the definition of o and we note {caseT'of ...} the definition of S(C,T). We
have:

SL4(C,T,RV,D) =
let =7 = {caseTof...}stt.tpp (1)
C = {caseTof...}.stt.c (2)
D' = DURV(r)
in case ({caseTof...}.1pt,{caseTof...}.rn) of (3)
(nil,0p) : Boy
([PTl, PTz], /\) . B/\

where Bo, and B, are respectively the rules corresponding to the operators Op and And.

Applying the rules:
(1) [Trg] with f = .stt.t.pp and [Tro]
(2) [Trg] with f = .stt.c
(3) [Trg] with f = .1pt and f = .rn
we get:
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SL.(C,T,RV,D) =
let m = T.pp
D' = DURV(n)
in case (case T of (m,0p (z1,z2,23)) : nil
(m,And (U1,U>)) : let PTy = S(C,U1)
Ry = PT;.stt.nf
PT, = §(C,Us)
in [PTl,PTQ],

case T of (m,0p (z1,z2,z3)) : Op
(7r,And (Ul,Uz)) : And

) of (4)
(nil,0p) : BA

where M.pp = {m | (mr,z) € M} if M € P(PP X Var).
Applying the rule [Try4] with f = id to (4), we have:

SL4(C,T,RV,D) =
let @ = T.pp
D' = DURV(xn)
in case (case T of (m,0p (z1,z2,23)) : (nil,O0p)
(m,And (Uh,05)) :  let PTy = S(C,Uh)
Ry = PT;.stt.nf
PT, = S§(C,Us)
in ([PT1, PTQ], And)

) of
(nil,0p) : Boyp
([PTl,PTz],/\) : Ba

Applying the rule [Trg], we get:

SL4(C,T,RV,D) =
let =« = T.pp
D' = DURV(xn)
in case T of (m,0p (z1,z2,z3)) : case (nil,0p) of (nil,Op) : Bop
([PTl,PT2],/\) : Ba

(7r,And (Ul,U2)) : let PT, = S(C, Ul)
Ry = PT;.stt.nf
PT, = S(C,U>)

in  case ([PT1, PT],And) of (nil,Op) : Bop

([PTl,PTz],/\) : Ba

Applying the rule [Trq] for each case, and replacing Bo, by its definition, we get:

SLy(C,T,RV,D) =
let =« = T.pp
D' = DURV(r)

in case T of (m,0p (z1,z2,23)) : let Op (z1,z2,2z3) = {caseTof...}.stt.t.i (5)
in if RV(n) =0 and Indep(C, D, {z3})
then (0§, D)
else ({r}, D' U{z1,z2,23})
(m,And (U1, U2)) : let PTy = S(C,U1)

R, = PTi.stt.nf
PT, = §(C,Us)
in B/\
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Applying the rule [Trs] to (5), the rule [Trg] twice with z = 7w and z = PTy, we get the result of the
unfolding step presented in the Figure 5.

SL4(C,T,RV,D) =
let D' = DURV(T.pp)
in case T of
(m,0p(z1,22,23)) : if RV(w) =0 and Indep(C,D,{zs})
then (0, D)
else ({r}, D' U{z1,z2,23})
(r,And (U1,Us)): let PT, = 8(C,Un)
R, = PT;.stt.nf
(S2,N2) = ag (S(R1,Us), RV, D)
(81, M) = au(S(C,U1), RV, N2)
in if RV(r)=0and S1 US>, =0
then (0, D)
else (S1US; U{r}, N1)

Figure 5: Unfoldings of semantics and property functions

SL.(C,T,RV,D) =
let D' = DURV(T.pp)
in caseT of
(m,0p (z1,22,23)): if RV (w) =0 and Indep(C,D, {zs})
then (0, D)
else ({r}, D' U{z1,z2,23})
(m,And (Uy,Us)): let PT, = S(C,U:)
Ry = PTi.stt.nf
(82,N2) = SLa(R1,Usz, RV,D')
(81,N1) = SLq(C,Ur, RV, N2)
in if RV(ﬂ'):@andS1U32=0
then (0, D)
else (S1US:U{r},N1)

Figure 6: Dynamic (on the fly) slicing analysis

To obtain a dynamic on the fly analyser, we must apply folding steps that allows us to remove the

calls of the function ag. Figure 6 presents the result of these foldings. The fact that SL£; itself calls
S shows that it is a dynamic analysis.

Example

The predicate @ of Figure 1 is analysed with the slicing criterion {(w7,av)}, the arguments are the
following:

T = Q(l, av, maz, min)
RV (x) = (if # = w7 then {av} else 0)
and the results are:

8Ly ([nil/l, z/av,y/maz, z/min], T, RV,0) = ({me, 77}, {l, av, maz, min})
SLaq([(2, (3,nil)) /1, z/av,y/maz, z/min], T, RV,0) = ({m1, 2, w3, 76, w7 }, {l, av, maz, min})

The first result of the analysis corresponds to the execution of the program with Q(nil, z,y,z) as
the initial call; the slice includes only the body of ) because the third clause of P is never executed®.

8More precisely, in our semantics the third clause is always evaluated with L as the input substitution. The definition
of Indep shows that Indep(L, D1, D;) is always true.
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The second result corresponds to a call with Q((2, (3,nil)), z,y, z) and the slice includes, as expected,
all of the program except the program points 74 and 5.

5 Related work

The fold/unfold transformation framework used here is based on seminal work by Burstall and Dar-
lington [2, 6]. The application of the technique to the derivation of programs has also been investigated
in [5], which presents the synthesis of several sorting algorithms. The initial specification is expressed
in terms of sets and predicate logic constructs. Our transformations are also reminiscent of the defores-
tation technique [3, 9, 27|: in both cases the goal is to transform a composition of recursive functions
into a single recursive definition.

Generic frameworks for program analysis have been proposed in the context of logic programming
languages [14] and data flow analysis [25, 29]. They rely on abstract interpretations of denotational
semantics [14, 25] or interpreters [29] and genericity is achieved by parameterising the abstract domains
and choosing appropriate abstract functions. The implementation details of the analysis algorithm can
be factorised. While these tools may attain a higher degree of mechanisation than our framework,
they do not offer to the user the same level of abstraction: they take as input the specification of an
abstract interpreter rather than the specification of a property. Despite this difference of point of view,
all these works are obviously inspired by the same goals. The framework introduced in [23] is closer to
the spirit of the work presented in this paper but the technique itself is quite different. Programs are
represented as models in a modal logic and a data flow analysis can be specified as a property in the
logic. An efficient data flow analyser can be generated by partially evaluating a specific model checker
with respect to the specifying modal formula. In comparison with this work, our framework trades
mechanisation against generality: it is not limited to data flow analyses but the derivation process by
fold /unfold transformations is not fully automatic.

Few papers have been devoted to the semantics of program slicing so far. A relationship between
the behaviour of the original program and the behaviour of the slice is proved in [18]. The semantics of
the language is expressed in terms of program dependence graphs; thus the programs are first analysed
in order to extract their dependences. This approach is well suited to the treatment of imperative
languages. Formal definitions and a classification of different notions of slicing are provided in [26].
The main distinctions are backward vs forward analysers, executable vs non executable slices, and
dynamic vs static analysers. Their definitions are based on denotational semantics and they focus on
the specifications of the analyses. In [8] a description of a family of slicing algorithms generalising the
notions of dynamic and static slice to that of a constrained slice is presented. Genericity with respect
to the programming language is achieved through a translation into an intermediate representation
called PIM. Programs are represented as directed acyclic graphs whose semantics is defined in terms of
rewriting rules. Slicing is carried out using term graph rewriting with a technique for tracing dynamic
dependence relations. It should be noted that a richer notion of slicing has been proposed for logic
programming languages, which returns not only the set of program points that must be kept in the
slice, but also the necessary variables at each program point [22]. This increased precision can also be
expressed in our framework, but we preferred to present the simpler version here for the sake of size
and readability. By collecting the following information

( LZJ Si+ {(m,DUN)},N)

we can modify straightforwardly each rule in order to get the same precision as [22].

INRIA



rerwing analysers 0y jolaing/unjolaing of natural Semantics ana a case Stuay: Siicing

6 Conclusion

We have presented a method to derive dynamic analysers by program transformation (folding/unfolding).
A dynamic analyser is expressed as composition of a semantics and a property functions. The analyser
is called a posteriori, it is a function computing first a complete program execution trace (derivation
tree) and then extracting the property of interest. An recursive definition of an analyser can be ob-
tained by program transformation. This function is a dynamic on the fly analyser that computes the
property during program execution.

We have focussed on dynamic analysis in the body of paper. Our generic dynamic analyser is defined
in a strongly typed functional language®. As a consequence, we can rely on previous results on logical
relations and abstract interpretation [1, 4] in order to systematically construct static analysers from
the dynamic analysers. The first task is to provide abstract domains for the static slicing analyser
and the corresponding abstraction functions. We recall that the type of the dynamic analyser is
C X T x (PP — P(Pvar)) x P(Pvar) — P(PP) x P(Pvar). Since PP — P(Pvar), P(Pvar) and P(PP)
are already abstract domains associated with the dynamic analysis, only C needs to be abstracted'©.
The next stage to derive a correct static analyser is to find appropriate abstractions for the constants
and operators occurring in the definition of the analyser. It is shown in [1] that the correctness of the
abstract interpretation of the constants and operators of the language entails the correctness of the
abstract interpretation of the whole language. The correctness of the abstract interpretation means
that the results of the dynamic analysis and the static analysis are related if their arguments are. In
fact, it is possible to define the most precise abstraction for each constant and operator of the language
[1]. The basic idea to find the best abstraction op®(v{,...,v2) of an operator op is to define it as the
least upper bound of the abstractions of all the results of op applied to arguments v; belonging to the
concretisation sets of the arguments of the v}. The technique sketched here provides a systematic way
to construct a correct abstract interpretation, and thus to derive a static analyser from a dynamic
analyser [10, 11]. By deriving static analysers as abstractions of dynamic analysers, we can see the
dynamic analyser either as an intermediate stage in the derivation of a static analyser (playing a role
similar to a collecting semantics) or as the final product of the derivation.

The theory of abstract interpretation [4] provides a strong formal basis for static program analysis.
The work described here does not provide an alternative formal underpinning for program analysis.
Its goal is rather to put forward a derivation approach for the design of analysers from high level
specifications.

Our framework is applicable to a wide variety of languages, properties and type of service (dynamic
or static). We have proposed in the body of the paper a formal definition of a dynamic slicing analyser
for a logic programming language. To our knowledge, this definition is the first one to be formal, so the
benefit of our approach is striking in this case. In [10], we present the derivation of dynamic and static
analysers for a strictness analysis of a higher-order functional language and a live variable analysis for
an imperative language. We have also applied this work for a globalisation analysis of a higher-order
functional language and a generic sharing analysis. Pushing our approach ever further we arrive at a
natural semantics format and a format for slicing, as presented in [11]. We have shown the correctness
of the slicing property format. These formats can be instantiated for several programming languages
(imperative language, logic programming language and functional language). The slicing property for
the logic programming that we have presented here is an instantiation of the slicing format.

As mentioned in the introduction, we wanted to establish the connection between the result of the
analysis and its intended use. Analyses are generally performed to check assumptions about the be-

“Note that the typing mentioned here has nothing to do with the language in which the analysed programs are written,
this language itself can perfectly well be untyped.

100f course, as usual in abstract interpretation, PP — P(Pvar), P(Pvar) and P(PP) can also be abstracted if further
approximations are needed, but we do not consider this issue here.
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haviour of the program at specific points of its execution or to enable program optimisations. In both
cases the intention of the analysis can be expressed in terms of a transformation and a relation as pre-
sented in [10, 11]. The transformation depends on the result of the analysis and the relation establishes
a correspondence between the semantics of the original program and the transformed program. For
example, in the case of a program analysis for compiler optimisation the transformation expresses the
optimisation that is allowed by the information provided by the analysis and the relation is the equality
between the final results (or outputs) of the original and the transformed program. It is not always the
case that the relation is the equality: a counter-example is slicing analysis described in this paper (be-
cause the new program is required to behave like the original one only with respect to specific program
points and variables). We have formally defined and proved in [11] a property for the intention of a
slicing analysis but space considerations prevent us from presenting the intentional property for slicing.

There is a main aspect in which the work described here may seem limited: we have used only natu-
ral semantics and terminating programs. Structural Operational Semantics (SOS) are more precise than
natural semantics and they are required for a proper treatment of non-determinism, non-termination
and parallelism [16]. In fact, the natural semantics introduced in section 2 can be replaced by SOS
without difficulty!! and the dynamic analyses can be defined in the very same way. The extra difficulty
introduced by SOS is the fact that they create new program fragments which makes it necessary to
abstract over the syntax of the language to derive a static analyser. This problem is discussed in
[21]. We can also adapt our natural semantics to SOS by using the technique presented in [12]. To
achieve this goal, the classical inductive interpretation of natural semantics has to be extended with
coinduction mechanisms and rules must be defined to express divergence.
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