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Abstract: This paper is devoted to the resolution of zero-dimensional systems in K[Xy,...X,], where K is
a field of characteristic zero (or strictly positive under some conditions).

We give a new definition for solving zero-dimensional systems by introducing the Univariate Representation
of their roots. We show by this way that the solutions of any zero-dimensional system of polynomials can be
expressed through a special kind of univariate representation (Rational Univariate Representation):
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where (f,9,91,...,9n) are polynomials of K[Xy,...,X,], without loosing geometrical information (multiplici-
ties, real roots).

Moreover we propose different efficient algorithms for the computation of the Rational Univariate Represen-
tation, and we make a comparison with standard known tools.
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Résolution des systemes polynomiaux zero-dimensionnels par la
Représentation Univariée Rationnelle

Résumé :  Ce article est dédié a la résolution des systémes zéro-dimensionnels de K[X1, ..., X,], ot K est un
corps de caractéristique zéro (ou strictement positive sous certaines conditions).

Nous donnons une nouvelle définition de ce qu’est résoudre un systéme polynomial zéro-dimensionnel en
introduisant la Représentation Univariée de ses racines. Nous montrons par ce biais que les solutions de tout
systéme zéro-dimensionnel peuvent s’exprimer par une forme particuliére de représentation univariée (Repré-
sentation Univariée Rationnelle) :

ot (f,9,91,---,9n) sont des polynémes de K[X7,..., X,], sans perdre d’information de caractére géometrique
(multiplicités, racines réelles).

Enfin, nous proposons de plus différents algorithmes efficaces pour le calcul, en pratique, de la Représentation
Uniwvariée Rationnelle et nous en comparons le comportement avec celui de techniques classiques.

Mots-clé :  systémes polynomiaux, résolution, simplification, Représentation Univariée Rationnelle.
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4 F. Rowillier

1 Introduction

This paper is devoted to the resolution of zero-dimensional systems in K[Xi,..., X,], where K is a field of
characteristic zero (or strictly positive under some conditions).
Given any zero dimensional ideal Z C K[X1, ..., X,], an Univariate Representation of the roots of Z consists

in expressing all the coordinates of the roots as functions of the roots of an univariate polynomial.

When the considered ideal 7 is radical, the algebra Ag(Z) = K[X1,...,X,]/Z is cyclic and a solution can
simply be obtained by computing a primitive element ¢ € Ag(Z) (see for example [BW93] or [GHI1]). In
practice, this can be easily done by computing, for example, a lexicographic Grobner basis after a linear change
of coordinates, putting the system in generic position.

For the general case, it is in principle possible to compute v/Z and proceed as before. In practice, computing
VT is a difficult task (even if a Grobner basis of 7 is known). Moreover, geometric information is lost, for
example, the multiplicities of the roots.

Other approaches give the coordinates of the solutions as rational functions at the zeroes of an univariate
polynomial. In [Can88], for the complete intersection case, the computation is done with an u-resultant, through
a deformation of the initial system (adding one variable). A similar method can be found in [Ren92], using
an infinitesimal arithmetic. Another solution is proposed in [ABRW96], starting from a Grobner basis for any
admissible monomial ordering, and valid in all the cases, without any deformation. The representation depends
on the multiplicities of the solutions.

The main subject of this paper is to present a new, full and efficient (in practice) algorithm for reducing
zero-dimensional polynomial systems to the study of one single univariate polynomial. As above, the coordinates
of the solutions of the original system will be rational functions at the zeroes of an univariate polynomial, and
the representation will be independent of the multiplicities of the solutions.

After recalling some basic definitions and tools for the study of zero-dimensional systems (section 1), we
first introduce (section 2) a general definition of univariate representations of zero-dimensional ideals defined
by an univariate polynomial with coefficients in K[T] (K is the ground field) such that there exists a bijection
between the roots of p (in the algebraic closure of K) and those of the considered ideal. Moreover, we show
that this bijection preserves the multiplicities and, when K is ordered, the real roots.

In the second part of section 2, we define a special kind of univariate representation: the Rational Univariate
Representation (RUR) which allows to represent the solutions of any zero-dimensional system of K[X1, ..., X,]
in the following way:

f(T)Ig
_91( )
X1 = g(T)

_.gnT
Xn = 9(T)

where (f,9,91,...,9n) are polynomials of K[Xy,...,X,].

In section 3 we give a generic algorithm that computes the Rational Univariate Representation in polynomial
time from the multiplication tensor of the associated quotient algebra Ag(Z) and we compute precisely its
complexity.

In section 4, some direct applications of the Rational Univariate Representation are studied:

e the link between lexicographic Grébner basis and Rational Univariate Representation in the shape lemma
case (comparisons in terms of computation times and memory allocation will be made), which induces
also an algorithm for the computation of the lexicographic Grébner basis of the radical,

e algorithms for the decomposition of the Rational Univariate Representation including:

— the primary decomposition of the ideal,

— the computation of the multiplicities of the roots.

In section 5, we study the special case of systems with integer coefficients. In particular we will see how to
use a modular arithmetic for optimising the algorithm.

INRIA



Solving zero-dimenstonal systems through the Rational Uniwvariate Representation )

2 Preliminaries

Most of the results presented in this part can be found in [GVRRI7] and [GVRRT97] or in the original articles
that are mentioned in the text.

Let K be a field of characteristic 0, C its algebraic closure, Z a zero-dimensional ideal of K[X1, ..., X,]
and Z¢ the canonical image of Z in C[Xy,...,X,]. We denote by Ax(Z) = K[X1,...,X,]/Z (resp. Ac(Z) =
ClX1,...,X,]/Zc = C ® Ag(Z)) the finite-dimensional K-algebra (resp. C-algebra), and by Vi (Z) C C™ the
zeroes of Z in C™. The localisation A, of A¢(Z) at each element « € Vo(Z) defines a finite-dimensional C-vector
space whose dimension is the multiplicity u(e) of @. Also, given a zero-dimensional ideal Z C K[X1,..., X,]

such that Vi (Z) has d elements, Dimg (Ax (Z)) = Zievc(z) p(e).
Since Ak (Z) is a finite dimensional K-vector space, it makes sense to use linear algebra in algorithms for
solving zero-dimensional systems. One main result is Stickelberger’s theorem:

Theorem 2.1 (Stickelberger’s theorem) Let T C K[Xi,...,Xn] a zero-dimensional ideal. For all h €
K[X1,...,X,], we denote by me(I) (simply my, when no confusion is possible) the K -linear map:

mi< @ A (T) — Ax(T)

f— if

where P denotes the class in Ak (Z) of any polynomial p € K[X1, ..., X,].
The eigenvalues of m;:‘K(I) are ezxactly the scalars of C" h(a) , a € Ve (T), with respective multiplicities
p(e).

This property has many consequences. Among them the most useful in our case will be:

o Det(mi* Py =" T[ h(a)"®),
O(EVc(I)

oTrace(m;?K(I)): Z p(a)h(a)
OéEVc(I)

e the characteristic polynomial of m;:K(I) is (if it is supposed to be monic): H (T - h(a))“(a).
O(EVc(I)

As an application of this theorem, we can compute the number of distinct complex roots of a polynomial
system:

Theorem 2.2 Let T be a zero-dimensional ideal and h a polynomial in K[X1,...,X,]. The Hermite’s quadratic
form associated to h, defined by

thK(I): Ag(Z) — K

f — Trace(mf;‘; (I))

verifies:
o(g* D) = t{a € Ve (T)|h(a) £ 0}

where U(thK(I)) denotes the rank of thK(I).

Different proofs of this result can be found in (see for example [Ped91, BW93, PRS93]), but we propose here
a proof introducing the notion of separating element considered by several authors for different purposes (see

[Can88, Laz92, Ren92, GH91, GHMP95, GVT95, ABRWY6]), and frequently used in the rest of this paper.
Definition 2.1 A polynomial t € K[X1,...,X,] separates Vo (Z), if

VYo, B € Ve(T),a # B = t(a) £ ().

The existence of such polynomials is obvious. The following lemma shows that, given a set of points V' C C”,
we can compute explicitely a finite set of linear forms that contains at least an element that separates V:

RR n-°3426



6 F. Rowillier

Lemma 2.1 Let V be a finite set in C™ such that §V = d. The finite set of linear forms T = {u; = X1 +iXa+
47X, 0< i< (n—1)d(d — 1)/2} contains at least one element that separates V.

Proof: Let u;j(X1,...,X,) = X1 +iX2+...4+i" X, and suppose that (z,y) = ((z1,...,2Zn), (Y1, -, Yn)) is

n
a pair of distinct points of V. Since the polynomial E(])J — yj)T"_1 has at most n — 1 distinct roots (it is not
j=1
identically null since & # y), the set {ug,...,un_1} contains at least one element wuy such that ug(z) # ug(y).
Since the number of distinct pairs of points in V is d(d—1)/2, the set of polynomials { X1 +iXs+.. +i" 71X, , 0 <
i < (n—1)d(d—1)/2} contains at least one element that separates V.

These sets of separating elements have a lot of properties useful for the study of algebras like
K[X1,...,X,]/Z. In particular:

Lemma 2.2 Let T C K[Xy,...,X,] a zero-dimensional ideal and t C K[X1,...,X,] a polynomial that sepa-
rates Vo (T). If we denote d = 4V (T), then {1,t,...,t9"1} is a K-linear independent set of K[X1,...,X,]/T.

d—1
Proof: Let ag,...,aq-1 be scalars (€ K) such that g(t) = Z a;t’ = 0 mod Z. For all a € V(Z), t(a) is a root
i=0
d—1 '
of g(T) = ZaiTZ. Since t separates V¢ (Z), the polynomial g(7") has also d roots (t(a) , a € Ve (Z)) and is
=0
also identically null. Consequently, the set {1,¢,...,¢%"'} is K-linear independent in K[X1,..., X,]/Z. [ ]

Proof of theorem 2.2: Let ¢ be a polynomial that separates Vo (Z) = {a1,...,aq}. According to Lemma
2.2, The set {1,t,...,t%"1} is K-linear independent in Ag(Z) = K[Xi,...,X,]/Z. One can find there-
fore polynomials wyy1,...,wp such that B = {w; = l,ws = t,...,wg = t9 1 wyp1,...,wp} is a basis
of the K-vector space Ag(Z). For a given polynomial f € K[Xi,...,X,], let Y1,...,Yp denote the co-
ordinates of the class of f in K[Xi,...,X,], expressed w.r.t. the basis B. According to Theorem 2.1,

d D
thK(I)(f) = Z,u(ai)h(ai) Zw]’(ai)Yj . Since ajy, ..., aq are supposed distinct in C” and since ¢ sepa-
i=1 =1

rates Vi (Z), the matrix
1 t(al) t(al)d_l

1 t(ag) ... t(ag)t!

is a Vandermonde matrix (hence invertible) which is a sub-matrix of the one associated to the linear forms that

D
define the linear change of variables: Z; = ij(ai) -Y; , ¢t =1...d, which are obviously linearly independent.
j=1
_ d
Consequently, thK(I)(f) = Zu(ai)h(ai)Ziz, and also: p(thK(I)) =t{a e V(I)|h(a) # 0}. [ |

i=1

3 The Rational Univariate Representation

As we have seen in the previous part, the trace map plays an important role in the study of the roots of
polynomial systems. In this section, we use it for giving a new definition for the resolution of zero-dimensional
systems. We will need to study particular morphisms of algebraic sets. In order to have compact notations, let
introduce some definitions:

Definition 3.1 Let T C C[X1,...,X,] and J C C[Y1,...,Yy] two ideals, and let ¢ : Vo (Z) — Ve(JT)
a morphism of algebraic sets. We will say that the m-uple (t1,...,tn) € (K[X1,...,Xp])™ represents ¢ if
Va e Ve(Z), é(a) = (ti(a),. .., tm()).

For algorithmic reasons (see next section), most of the morphisms we will have to study will be represented by
polynomials with coefficients in K (not in its algebraic closure C'). Such morphisms will be called K -morphisms
(or K -regular maps) of algebraic sets.

INRIA



Solving zero-dimenstonal systems through the Rational Uniwvariate Representation 7

Definition 3.2 Let T C K[Xy,...,X,] a zero-dimensional ideal, f € K[T] an univariate polynomial and
¢ : Ve (T) — Ve (f) an K-isomorphism of algebraic sets (¢ and ¢=—1 are K-regular). The pair (¢, f) is said to
be a Univariate Representation of Vi (Z) if there exists a morphism of K -algebras ®% : K[T] — K[X1, ..., X,]
such that

e ®%(T) represents ¢,

e for all P € K[T], Trace(mﬁK(f)) = Trace(mgf(g))), where Ag(f) = KI[T|/{f) and Ax(Z) =
K[X1,...,Xn]/T.

Remark 3.1 Let Z C K[X1,...,X,] be a zero-dimensional ideal, and suppose that (¢, f) is an Univariate
Representation of Vo (Z). The K-algebras K[Xy,...,X,]/Z and K[T]/{f) are not in general isomorphic.

Let take for example Z = (X7, X1 X5, X3). By defining:

6: K[X1,Xs] — KI[I]
X1 — T s
X2 — 0

we can easily see that (¢, 73) is an Univariate Representation of Z.
Let now suppose that ¢ : K[T]/{T®) — K[X1, X5]/Z is a morphism of K-algebras, and define ¢(T") =
aX1+bXs+¢, a,b,ce K. In this case:

U(T?) = ¢(T)? = ¢* mod T,

and also ¥ is not injective.
According to the notations of Definition 3.2, ®?(T)(a) = ¢(a) , Ya € Vo (Z). Moreover, since ®¢ is a
morphism of K-algebras, we have the following result:

Lemma 3.1 For all P € K[T], ®*(P)(a) = P(¢(a)).
The following proposition gives a second definition for univariate representations:

Proposition 3.1 Let T C K[X1,...,X,] be a zero-dimensional ideal, f € K[T] an univariate polynomial and
¢ : Ve(T) — Ve(f) an isomorphism represented by a polynomial t € K[T]. The pair (¢, f) is an Univariate
Representation of Vo (Z) if and only if Vo € Ve (T) , pla) = p(é(w)).

Proof:

e Suppose that (¢, f) is an Univariate Representation of Vi (Z). Without lost of generality we can suppose
that K = C by extending canonically ¢ and ®?. Let a be an element of Vo (f). By using Lagrange
interpolation, we can construct a polynomial P, € C[T] such that P,(a) = 1 and P,(f) = 0, VG €
Ve (f), B # a. According to Stickelberger theorem, we have:

Trace(mﬁ:'(f)) = Z B(B)Po(B) = p(a).
BEVC(S)

If we suppose that (@, f) is an Univariate Representation of Vi(Z), then there exists ®¢ : C[1] —
C[X1, ..., X,] such that:

pa) = Trace(mps )y = 37 p()@(P)(w) = Y p(67H(B) ¢ (Pa)(671(B))-

u€Ve(T) BeVe(f)

Since ®¢ represents @, then, according to Lemma 3.1, ®%(P,)(¢~1(B)) = P.(B), VB8 € Vc(f) and

p(a) = Trace(my s} = p(67" ().

RR n-° 3426



8 F. Rowillier

e Conversely, let f € K[T] be an univariate polynomial, ¢ : Vo (Z) — Ve (f) an isomorphism of algebraic
sets represented by a polynomial t € K[Xy,..., X,], and let suppose that Vo € Vo (), p(a) = p(é(a)).
Let ® : K[T] — K[X1,...,X,] be the morphism of K-algebras defined by ®(7T) = ¢, and P any

polynomial in K[T]. According to Theorem 2.1 we have: Trace(mﬁK(f)) = E u(B)P(F). Since ¢ :

BeVe(f)
Ve (T) — Ve (f) aisomorphism of algebraic sets, Trace(mﬁK(f)) = Z u(o(a))P(é()), and applying
a€Ve(T)
Lemma 3.1, we have: Trace(mp)) = 3" u(¢(a))@(P)(67 (¢(a)) = > n(d(a)®(P)(a). At
aeVe(T) a€Ve(I)

last, ¢ preserves the multiplicities, also:

Trace(mﬁK(f)) = Z p(a)@(P)(a) = Trace(mgg}()z))
O(EVc(I)

In the rest of this section, we will prove that for each zero-dimensional ideal Z C K[X;, ..., X,], there exist
at least one pair (¢, f) that is an Univariate Representation of V¢ (7).

According to Definition 3.2, if a pair (¢, f) is a Univariate Representation of Vi (Z) then ®?(T) represents
the isomorphism ¢. This means in particular that the restriction of ®%(T) to Vi (Z) is injective and also that
®?(T) is separating V¢ (Z). Moreover:

Proposition 3.2 Let 7 C K[Xy,...,X,] be a zero-dimensional ideal and suppose that (¢, f) that is an Univa-

riate Representation of Vo (Z). Then f is the characteristic polynomial of mgf(%).

f) ( Ax(T)

Proof: Let x7 (resp. qu(T)) be the characteristic polynomial of m?K resp. Mgy py ). We have obviously

x7 = f (up to multiplication by a scalar). To show that Xas(T) = XT, 1t 1s sufficient to prove that these two

polynomials have the same Newton sums. According to Theorem 2.1, xg¢(ry(Y) = H (Y — <I>¢(T)(oz))“(a).
O(EVC(I)

Also, for i = 0,..., Dimg (A (Z)), the ith Newton sum associated to xgs(r) is:

i A Ax
Nilxae) = 3 w(a)(@(T))(a) = Trace(m(g5 (7)) = Trace(mpX ) = Ni(xr).
aEVc(I)

Since Dimg (Ag (7)) = Z ple) = Z p(B) = Dimg (Ak (f)), xr and Xgs(r) have the same degrees.
a€Ve(T) BeVe([)
This proves that xg+(r) and xr have the same Newton sums and also that xgs) = x7 = - ]

According to Stickelberger theorem, if y; denotes the characteristic polynomial of mf‘K(I) (t €
K[Xy,...,X,]), we have:

xe= J[ (v —t(a)".
QEVC(I)
In particular, if ¢ is separating V¢ (Z), the K-regular map

¢ Vo) — Velx)
o — ()

defines a bijection that preserves the multiplicities.
Our goal is now to prove that (¢:, x¢) is an Univariate Representation by computing explicitly a reciprocal
regular map i, represented by a n-uple of polynomials in (K[T7)".

Definition 3.3 (Rational Univariate Representation) Let T C K[Xy,...,X,] be a zero-dimensional ideal, t
any element in K[X1,...,X,] and x: the characteristic polynomial of mf‘K(I).

INRIA



Solving zero-dimenstonal systems through the Rational Uniwvariate Representation 9

For any v € K[X1,...,X,], we define:
g, T)= Y pla)v(e) I1 (T — ).
a€Ve(T) y#t(a),yeVo(x:)

For any t € K[X1,...,X,], the t-representation of Z is the (n+ 2 )-uple:

{Xt,gt(laT),gt(Xl,T), .. ,gt(Xn,T)}

Ift separates Vi (I), the t-representation of T is call the Rational Univariate Representation of Z associated
to t.

Theorem 3.1 Let T be a zero-dimensional ideal of K[X1, ..., X,] and {xt,9:(1,T), 9:(X1,T),...,9:(Xn,T)}
the t-representation of . The polynomials defining the t-representation of I are polynomials of K[T]. Moreover,
if t separates Vo (I), then:

o The application ¢ : Vo (xt) — Ve (Z) defined by ¢ (T) = <g;£€(117’TT)) ey gtgiﬁi‘fT))) is a reqular map that

can be represented by a n-uple of polynomials in K[T].

o The pair (¢¢, xt), where ¢¢ = Vo (T) — Ve (xe) is the regular map defined by ¢e(x1,...,2n) = t(x1,...,20),
is an Univariate Representation of Vo (Z) that verifies ¢t = Y.

Proof: If X, is the square-free part of x¢, then: X, (7) = H (T'—y). Also, Vv € K[X1,...,Xn]:
YyEVe(X1)

gt v, ,u (@) aEVe(T Trace( AK(I))
o C P z
d
Ifx.(T) = Z aJTd 7, multiplying both sides by ¥, (T) and using that g;(v,T) is a priori a polynomial in C[T]]
7j=0
d—1d—i—1
we have: g:(v,T) Z Z Trace(m Uti" ))aJTd i=i=1 and also: g:(v, T) ZTrace m; 5 ))Hd i—1(T),
i=0 j=0

where H;(T) = Zgzo a;T7~* denotes the j-th Horner’s polynomial associated to ¥z.

One can notice that u(3)v(5) (HyEt(VC(I))\{t(ﬁ)}(t(a) - y)) vanishes if and only if Jy € (Ve (Z2)) \ {t(5)}
such that y = t(a). Also, g:(v,t(a)) can be written:

ge(v, (@) = > #(B)v(B) II (t(a) —y)

BeVe(T)t(B)=t(a) yet(Ve (2))\{t(a)}

Using this relation, we have: = and also, if t separates Vi (Z), then
+(1, () u(p

(B € Vo(),4(8) = t{a)} = {a} and v(a) = £l

The applications ¢; and i, are reciprocal by construction. We can see that ¢; preserves the multiplicities,
so that the only thing we have to prove is that i is a regular map that can be represented by a n-uple of
polynomials in K[T]. We can notice that g:(1,7) = x4(T)/gcd(x:(T), x:(T)), so that g.(1,T) and x:(T) are
coprime. This means that there exists a polynomial U (T') € K[T] such that U;(7T)g:(1,T) = 1 mod x:(7T') and in
particular that the regular map p: : Vo (x¢t) — Ve (Z) defined by pi(T) = (Ue(T)g:(X1,T), ..., Ue(T)9:(Xn, T))
coincides with ¢; on Vi (xt). [ |

Remark 3.2 According to Proposition 3.2, there is a bijection between the classes of polynomials of
K[Xy,...,X,] that separate V(Z) and the (rational) univariate representations of Ve (7).

RR n-°3426



10 F. Rowillier

4 A generic algorithm

In this section, we present a generic algorithm for computing a Rational Univariate Representation of a given
zero-dimensional ideal of K[X1, ..., X,].

From now, ? will denote the class of p € K[X, ..., X,] in Ag (Z) with respect to a fixed basis B of Ak (7).
As input, for our algorithm, we consider that the quotient algebra Ag (Z) is determined by:

e A basis B={wi,...,wp},

Ax(D) =1,

e the multiplication matrix Mx, of mx, = m¥’ n.

e the multiplication tensor of Ag (Z): MT(Ak (Z)) = {w_i(jj yi=1,...,n,j=1...,n}.

According to the results of the precedent part, the two key points of the computation of a Rational Univariate
Representation are:

e the choice of a separating element including the computation of its characteristic polynomial,

e the computation of the traces needed for the Rational Univariate Representation (see proof of theorem
3.1) associated to a given separating element.

According to Definitions 2.1 and 3.3, a polynomial ¢ separates V¢ (Z) if and only if degree(xz) = Ve (7).
On the other hand the set 7 = {X; +iXs +...+i"71X, , 0 <i < (n— 1)d(d — 1)/2} contains at least one
element that separates Vi (Z). Also the basic idea consists in first computing §Ve(Z), then choosing any ¢ in 7
such that degree(xz) = 1Ve (7).

Knowing the multiplication table, one way for computing Ve (Z) consists in constructing the quadratic form

q1 = qf‘k(z) (see Theorem 2.2) whose rank is equal to §V¢ (Z). In practice, we can express ¢; with its matrix @

with respect to the basis B: Q1[i,j] = Trace(mfi‘;gz)). This construction becomes very costly if it is done in a

naive way since it is supposed to require the computation of all the vectors in the form wi(._u?wk s kii,j=1,...,n.
The following Lemma, whose proof is obvious using the linearity of the Trace map, shows that the construction
can be done efficiently when knowing the multiplication tensor of Ag (Z):

Lemma 4.1 For all R,S € K[X1,...,Xa], Trace(még(n) = _]?Vtr(S) where Vir(S) =
[Trace(m?fl(z)), s Trace(mﬁfgz))].

In particular, we have: Q4[7,j] = w_iathr(l).

Algorithm Compute-Q;

e Input: MT(Ax(Z))

D
e Computation of Vitr(1) using Trace(mff(z)) = Zwi_asj [7], where _U_>[j] denotes the j-th coordinate of

j=1
—
v,
e Computation of Q1: Q1[7,j] = w_z-athr(l).
e Output: @; w.r.t. B.
For computing the characteristic polynomial x; of any element ¢t € K[X1,...,X,] one could use classical

algorithms, ignoring in this case the informations provided by the multiplication tensor of the quotient algebra

Ax (D).

D
Let P = ZaiTD_i € KJ[T] and denote by {B1,...,8p} its roots counted with multiplicities. We de-
=0
D .
fine the #-th Newton sum associated to P by: N;(P)= Zﬁ;, and, according to Newton’s formula, we
7=0
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have (D —i)a; = Zai_ij(P). Theorem 2.1 shows that the Newton sums N; are in fact equal to traces
j=0
N;(P) = Trace(mﬁf"(z)), and also Newton’s formula becomes: (D — i)a; = Zai_jTrace(mﬁf(I)). At last,
j=0

using Lemma 4.1 one can provide an efficient algorithm that computes x; through Newton’s formula and using
the multiplication tensor of Ag (Z):

Algorithm Compute-y;

Input: MT(Ag(Z)), M; the matrix of mf‘K(I) w.r.t. B.

Set No(x:) = D and v =[1,0,...,0].

Compute Vir(1) using Trace(m;] A" Zw wj[j], where v [ /| denotes the j-th coordinate of _v_>,
j=1

Fori=1,...,D do:
— Ni(xt) = Trace(mﬁK(I)) = _'U_>Vt7‘(1),
- 7 = Mt_’l?,

Ax@y i=0,...D

e Solve the triangular system: (D —i)a; = Z a;_jTrace(m;; ,
7j=0
D .
e Output: x:(7)= ZaiTD_z.
i=0
The same kind of result can be used for computing the polynomials g:(v,T),v = 1,X1,...Xp,
that deﬁne the t-representation of V¢ (Z). As shown in the demonstration of theorem 3.1,
ge(v, T) ZTrace ))Hd i—1(T), where H;(T') denotes the j-th Horner’s polynomial associated to Xz

(the characterlstlc polynomial of the multiplication by t in Ax(Z)) and d the degree of Xz. Using the linearity

of the Trace map we have equivalently: g;(v, ZTrace Ax I))Td =1 Assuming that y; is compu-
— —

ted using algorithm Compute-x:, the vectors H'(t) are easily deducible from the vectors ' that have been

already computed. We can follow with the computation of g;(v,T) that can be done by using Lemma 4.1:

—
Trace(mfﬁ',((zt%) = H'(t)Vtr(v). If M, denotes the matrix of mUAK(I) w.r.t. B and M7 its transposed one have

immediately the relation Vir(v) = MI'Vtr(1). Putting together all these results, one can propose an efficient
algorithm for computing the g:(v,T):
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Algorithm Compute-g;(v,T)

d

o Input: 7= a1 veK[Xy,... X,], M, Vir(1).
i=0

o Set Hi(t)=> a;t’™  i=1...(d=1).

j=0

o Set Vir(v) = MUTVtr(l).

~ Ax(T) >y
Fori:=1,...,d—1do Trace(mle(t)) = H;(t)Vitr(v),

d-1
Output: g, (v,T) = ZTrace(mfg(g)J)Td‘i‘l,
i=0

Finally, by combining the algorithms described above, the computation of a Rational Univariate Represen-
tation could be done using the following algorithm:

Algorithm Compute-RUR

Input: MT(Ak(Z)).
[1]
. [2]
o [3]
o [4] if degree(x7) # d then goto [2],
5]
6]

Compute @1 and set d = rank(Q1).
Choose t € T = {X1 +iXa+...+i""1X,,i=1..nD(D —1)/2,

Compute x; using Compute-x;,

o |
o |
Output: {x: 6:(1,7),9:(X1,T), ..., 9:(Xn, 1)}

compute g:(1,7T) = xt/gcd(x}, xt)
Compute g+(X1,T),...,9:(X,,T) using Compute-g;(v,T),

Given the multiplication table associated to any basis of Ak (Z), the complexity, in terms of basic arithmetic
operations in K, of this last algorithm is clearly polynomial in D = Dimg (Ag (Z)).

As described in [Rou96], the multiplication tensor of Ag(Z): MT(Ag(Z)) = {w_izj ,i=1,...,n, j=
1,...,n}, can be computed using O(D*) basic arithmetic operations with a well controlled growth of the binary
sizes of coefficients when dealing with systems with integer coefficients (O(D!) if [ denotes the binary size of the
integers that appear in the multiplication matrix). The multiplication tensor will be considered as the input of
the algorithms we propose.

We start by studying the case of systems for which a separating element is known (for example systems in
the shape lemma case), removing also the steps [1], [2] and [4] in algorithm Compute-RUR.

Proposition 4.1 Let T be a zero-dimensional ideal in K[X1,...,X,]. When a separating element is known,
given the multiplication table associated to any monomial basis of Ax(Z), the complezity of the algorithm
Compute-RUR is in O(D? + nD?) basic arithmetic operations in K.

If K denotes the field of rational numbers, the complexity of the algorithm Compute-RUR is in O((D?® +
nD?)M (D?1)) binary arithmetic operations, where | denotes the binary size of the coefficients that appear in the
matriz of multiplication by one variable in Ag (Z) and M (1) the complezity of the multiplication of two integers
of length 1.

When T is radical this complezity is in O((D3 + nD?*)M (DI)).

Proof: Let us study step by step the algorithm Compute-RUR:

e [3] compute x; using Compute-x;. In algorithm Compute-x:,
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D
— the computation of Vitr(1) using Trace(mfl"' (I)) = Ewi_csj [1], requiresO(D?) arithmetic operations.
=1
In the case of rational coefficients, since the binary sizes in the expressions w_izj are in O(DI) (see
[Rou96]) the cost in terms of binary operations is in O(D?M (DI)).
— the loop:
For:=1,...D do:

* Ni(xt) = Trace(mﬁK(I)) = _E}Vtr(l),
requires O(D?) arithmetic operations in K. In the case of rational coefficients, one can observe that
if | denotes the binary size of the coefficients that appear in the matrix of multiplication by one

bl

variable in Ak (7)), the size of the coefficients in the expression of W isin O(Dl) as in the expression
of Vtr(1), so that the binary size of the N;(x:) is in O(DI). Hence, this loop requires O(D?M (DI))
binary operations.

— the resolution the triangular system:

(D —i)a; = Zai_jTrace(mﬁK(I)) ,i1=1,...,D,

j=0

needs obviously O(D?) arithmetic operations in K. One can observe, when using rational numbers,
that the order of the binary size in the result is the same than in the N;(x:), so that the cost of the
resolution in terms of binary operations is in O(D?*M (DI)).

e [6] Compute g:(X1,T),...,9:(Xn,T) using Compute-g:(v,T).

— given ¢, the computation of its square-free part ¥z, requires O(D?) (O(M (D)) when using FFT)
basic arithmetic operations. In the case of rational numbers, since the size of the coefficients in x:
is in O(DI), the size of the coefficients of Yz is in O(D?[) in the general case and in O(DI) if x; is
square-free (radical ideals). In practice we should assume that the sizes in the result are in O(DI).
Up to the end of the proof we will notice I’ this binary size.

2

— the expression H;(t) = Z ajti_j ,i=1...D — 1 can be computed in O(D?) arithmetic operations.

7j=0

In the case of rational numbers, we have seen that the size of the g; is in O(l'), and that the size of
——

the coefficients in the vectors ¢° isin O(DI) so that all the H;(t), i = 1,..., D —1 can be computed
in O(D3M (I')).

— if v is a variable, the expression Vitr(v) = MIVtr(1) requires O(D?) arithmetic operations in K,
without a significant growth of coefficients when using rational numbers (also O(D?M (I')) binary
operations).

— applied for v = X4, ..., X, the loop

o AN _ 7,
Fori=1,...,D—1do Trace(m, (t)) = H;(t)Vtr(v)
requires O(nD?) basic arithmetic operations in K, without a significant growth of coefficients when
using rational numbers (hence O(nD?*M (I')) binary operations).

To summarise, we obtain, for the whole algorithm, a complexity in O(D?3 4+ nD?) arithmetic operations in K. In
the case of rational numbers, the size of the coefficients that appear during the computations and in the result
is in O(!'), with I’ = D? in general and I’ = DI in practice or in the case of radical ideals. [ ]

Remark 4.1 The complexity in the case of a radical ideal can be considered as a practical complexity for the
general case since the size of the coefficients that appear in the ged of two polynomials is lower, in general, than
the size of the coefficients of the polynomials.

In any case, the size order of the rationals that appear during the computations does not exceed the size order
of the rationals that appear in the result.
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A randomly chosen linear form separates Vi (Z) with a probability 1, so, the proposition above gives a
realistic evaluation of the practical complexity of the algorithm Compute-RUR. The theoretical complexity in
the general case is as follows:

Proposition 4.2 Given the multiplication table associated to any monomial basis of Ax (I), the complezxity of
the algorithm Compute-RUR is in O(nD?®) basic arithmetic operations in K.

If K is the field of rational numbers, the complexity of the algorithm Compute-RUR is in O(nD*M (D?1))
bit-operations, where | denotes the binary size of the coefficients that appear in the matriz of multiplication by
one variable in Ag (Z) and M(l) the complexity of the multiplication of two integers of length l.

Moreover, if T is known to be radical, the bit-complexity, when using rational numbers, is in O(nD*M (DI)).
In particular, if T is known to be shape lemma (X1 separates V(I) ), the complexity is in O((D?+nD?)M (DI)).

Proof: Knowing the number of distinct roots of the system, say d, the algorithm consists in taking potential
separating elements in a finite set of linear forms of cardinality nd(d — 1)/2. This computation needs also
O(nD?*(D3?)) arithmetic operations in K.

In the case of rational numbers, if I’ denotes the binary length of the coefficients in the square-free part of
the characteristic polynomials (see the proof of the precedent proposition), this requires O(n(D?(D3M (DI) +
D?M (I'))))? binary operations.

For computing the number of roots d of the system one must:

e construct Hermite’s quadratic form using the algorithm Compute-Q;. This requires O(D?) basic opera-
tions in K for computing Vtr(1), and then O(D?) basic operations in K for computing the expressions
Q1]i, 7] = Jﬁj Vitr(1). In the case of rational numbers the binary size of the coefficients in @; is obviously

in O(DI).

e for reducing the quadratic form ); we may use, in the general case, the Gaussian ortho-normalisation
which requires O(D?) basic operations in K. In the case of rational numbers, we may assume that @,
has integer entries and also apply the fraction-free algorithm described in [Rou95b| which requires O(D3)
basic arithmetic operations in Z but ensures a well controlled growth of coefficients: O(D?) in our case.

In the case of a radical ideal the reduction of Hermite’s quadratic form is useless since the characteristic
polynomial of any separating element must be square-free. [ |

5 Applications of the Rational Univariate Representation

In this part, we suppose that {x:(7),¢:(1,7), 9:(X1,T),...,9:(Xk,T)} is a Rational Univariate Representation
of the elements of a finite affine variety Vo (Z), T C K[X1,. .., X,].

In the first section, we suppose that K is ordered and we study how the Rational Univariate Representation
could be used for studying Ve (Z) (| R™, where R denotes the real closure of K.

In the second section, we study how the Rational Univariate Representation can be used in order to compute
or study radical ideals generated by zero-dimensional systems. In particular we show how the Rational Univariate
Representation relies to lexicographic Grébner basis in the shape lemma case.

In the third section we show how the Rational Univariate Representation can be used for splitting a system
by factorising x:(7") or by computing the multiplicities of the roots.

5.1 Rational Univariate Representation and Real Roots

According to Theorem 3.1, a Rational Univariate Representation of any zero-dimensional ideal induces a K-
isomorphism ¢ : Vo (Z) — Ve (xe)-

Since ¥; and its reciprocal are represented by polynomials with coefficients in the ground field K, then,
if K is ordered and if R denotes its real closure, we can see that ¢; induces an K-isomorphism between
Ve(Z) = Ve (Z)NR™ and Vr(x:) = Ve(x:) () R that preserves the multiplicities.

Moreover, we can compute a t-representation of Z, where the polynomial ¢ separates Vg(Z) but not necessarily
Ve(Z). Such a t-representation will induce a K-isomorphism between Vr(Z) = Ve (Z) (| R® and Vg(x:) that
preserves the multiplicities.

For this purpose we could use the following result (see for example [Ped91, BW93, PRS93] ):
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Theorem 5.1 Let Z be a zero-dimensional ideal and h a polynomial in K[X1,...,X,]. If R denotes the real
closure of K (when it is defined) then the signature of thK(IJ verifies:

p(a ") = t{a € VR(T)|h(a) > 0} — t{a € Vr(T)|A(a) < 0}.
(7)

In particular, the signature of qf‘K is exactly equal to the number of elements in Vg(Z). Therefore the

criterion for searching a element ¢ that separates Vr(Z) consists in comparing the signature of qf‘K(I) and
the number of real roots of x: using for example Sturm - Habicht sequences (see [GVLRR&9]) or Uspensky’s
algorithm (see [BCL82] or [CAT6]).

The algorithm would also become:

Algorithm Compute-RUR-Real

Input: MT(B).
0
o [2]
o [3]
o [4] if number of real roots of Xz # d then goto [2],
5]
6]

Compute @1 and set d = signature(Q1).
Choose t € T,

Compute x; using Compute-yz¢,

!
o |
Output: {x: 6:(1,7),9:(X1,T), ..., 9:(Xn, 1)}

compute ¢:(1,7T) = xt/gcd(x}, x¢t)
Compute g+(X1,T),...,9:(Xn,T) using Compute-g;(v,T),

5.2 Rational Univariate Representation and lexicographic Grébner basis in the
case of radical ideals

As we have seen in previous parts, the case of radical ideals has to be considered separately especially in the
study of the complexity. We will study, in this part, some properties of the Rational Univariate Representation
in such cases.

Our first item consists in a relation between the univariate representation introduced above and lexicographic
Grdébner basis that provide, in the shape lemma case, a good way for solving zero-dimensional systems.

As described in [CLO92] (for example), when an ideal is in the shape lemma position (X is separating and
7 is radical) the Grébner basis for the lexicographic monomial ordering (with X; < ... < X,,) is in the form:

fi(Xq)
Xy — fa(X1)
;Xn - fn(Xl)

where f1(X1) is a square-free polynomial. In particular it induces an isomorphism of algebraic sets:

Qlex : Vel (Z) — Vel(hf)
(a1,...,0n) —> o1

The regular map ¢, preserves the multiplicities since the associated pull-back mapping induces an isomorphism
of K-algebra from K[X;1]/(f1) onto K[X1,...,X,]/Z. Also (¢ies, f1) is an univariate resolution of Ve (7).

Proposition 5.1 Let T C K[X1,...,X,] a zero-dimensional ideal in shape lemma position.
Since X, separates V¢(Z), there erxists a Rational Univariate Representation associated to Xi:

{XXl(T)agX1(1:T):gXl(XlaT)a"'1gX1(Xn;T)}' If {fl(Xl);X2 - f2(X2);"':Xn - fn(Xl)} denotes the
lexicographic Grébner basis of T for X1 < ... < X,,, then:

o xx,(T) = [(T)

e gx,(1,T) is invertible modulo xx,(T),
RR n-°3426
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o fori=2,...,n, f;(T) = gx,(Xi,T)(gx,(1,7))"" mod xx, (7).

Proof The first item is obvious by construction. The relation gx,(1,7) = X', /(ged(x,, xx,) shows the
second item. Since Z is in shape lemma position, fi(7) is square-free and also {xx,) is radical. Noticing that
9x,(Xi, T)(9x,(1,T))~* and f;(T) coincide on Vo (xx, ), the last item is proved. ]

Remark 5.1 In the case of systems with integer coefficients, we have seen that all the coefficients in all the
polynomials defining a Rational Univariate Representation have an equivalent binary size. As we have seen
above, one can deduce, in the shape lemma case,a lexicographic Grébner basis from the Rational Univariate
Representation associated to the first variable by inverting the common denominator. In practice, this inversion
can be done using Euclide’s algorithm inducing a grow of the coefficients, linear in the degree of the polynomial.

The remark above can be illustrated by Figure 1: we have computed, for a set of 8 examples in the shape
lemma case, all the binary sizes of the coefficients of the rational Univariate Representation associated to the
first variable and the coefficients that appear in the lexicographic Grébner basis.

Lex. Basis / RUR

100% 7—

a0%

BO0%

O Lex. Basis
BRUR

40% 4

20% A

0%

Figure 1: Coefficient sizes

Of course this grow of coefficients affect consequently the computation times. Figure 2 compares two methods
with a similar number of arithmetic operations:

e FGLM (see [FGLM93]): computation by change of ordering of a lexicographic Grébner basis (the algorithm
starts with a Grobner basis computed for any admissible monomial ordering).

e RUR-rat (see next section): computation a Rational Univariate Representation (computing the multipli-
cation tensor from the same Grobner basis than those used for FGLM).

Both implementations has been made in C++ inside RealSolving (see [Rou]). The implementation of FGLM
is similar to those of Gb (see [Fau]).
In the general case of radical ideals, the lexicographic Grobner basis has the following shape:

fi(Xq)
f2 (X1, X3)

fkg(X1,X2)

fn(X1;~~';Xn)

e (X1, X0)
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Lex. Basis / RUR

100%:

0% 1

B0%

OLex. Basiz
ERUR

40% o

20% 1

0% ' - . -

Figure 2: Computation times

so that proposition 5.1 can not be extended. The next proposition shows, in particular, that a Rational
Univariate Representation of v/Z can easily be deduced from a Rational Univariate Representation of Z:

Proposition 5.2 If (¢, f) be an Univariate Representation of a zero-dimensional ideal T, then then (¢, fred),
where freq ts the square-free part of f, is an Univariate Representation of \/(I)

Proof: By applying proposition 3.2, f is the characteristic polynomial of t = ®?(7") in K[X1,..., X,]/Z. The
polynomial t separates Ve (Z) and also Ve (V) ]

5.3 Splitting the Rational Univariate Representation

The main advantage of the Rational Univariate Representation is that we can apply many methods on univariate
polynomials in order to study the system. In order to simplify the output, one can for example factorise the first
polynomial of the Rational Univariate Representation x:(7) = Hle Xt,i(T) and also provide a representation
of all the roots by a set of Rational Univariate Representations:

k
U{Xt,i(T),gt,i(l, T)’gtJ(Xl:T): .- "gt,i(Xk’T)}
i=1

where g ;(v,T) = g:(v, T) mod x¢;(T).

Example 5.1
Consider the following system where none of the variables is separating

24uz —u? — 22 —u?22 - 13 =0
2yz —y? — 22 —y?22 —13 =0
2uy —u? —y? —u?y? —13 =0

A Rational Univariate representation is given by:
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xt(z) = z'¢ — 5656214 + 12508972712 — 1421340244010 4 9020869309270x8
—3216081009505000° + 606833014754230732z4
—51316296630855044152z2 + 1068130551224672624689

ge(1,z) = 2% — 4949212 4 9381729211 — 88833765252° 4+ 4510434654635z
—1206030378564375x° + 1517082536885576832°
—6414537078856880519z

ge(u,z) = T1z!* — 355135212 + 673508751210 — 6332143597912%
+314815356659869z° — 79677638700441717z*
+8618491509948092045x2 — 205956089289536014429

ge(y, z) = 86x!* — 418870x!2 4 759804846210 — 6704856642388
+307445009725282z5 — 71012402366579778z*
+709965781055267445822 — 168190996202566563226

gt(z,z) = 116z — 483592z12 4 784226868x'0 — 63406224159278
+2700863137075482% — 58355579408017944z*
+5520988105236180668z2 — 131448117382500870952

Noticing that x:(z) equals

(% — 122222 + 371293) - (2% — 103022 + 190333)-
(2% — 232627 4 484237) - (2* — 107827 + 31213),

we can split the rational univariate representation in four components. An example of component:

—12222% + 371293

1(z) =
gea(lz) = 13985072 + 939034343
gt, 1(t, x) = 67229849947 — 10442038122
g, 1(y, ) = 115704058093 — 20340464322
Gen(z, ) = 67229849947 — 104420381”

The advantage of the Rational Univariate Representation is to keep track of multiplicities of the roots. The
polynomials of the Rational Univariate Representation give an easy way to express the multiplicity of each root:

the following result can be obtained by a simple computation:

Proposition 5.3 Let {x:(T),9:(1,7),9:(X1,T),...,9:(Xn,T)} a Rational Univariate Representation of any

zero dimensional ideal T C K[Xy,...,X,]. Then:

_ 9:(1,1(a))
Va e Ve(T), pla) = )

Using this formula, the square-free factorisation of X, (7') is obtained by computing the ged’s:

Xei(T) = ged(g:(1,T) = i - X (1), % (T)) » i = 1,...., deg(xe(T)).

The number of roots with a given multiplicity ¢ is exactly the degree of Y“-(T).

As a direct consequence of these last results, we can define the Rational Univariate Representation of the roots

of multiplicity ¢ of Vi (x¢t), which correspond exactly to the expressions proposed in [ABRW96]:

Ixei(1), 9651, 7),960(X1,T), - oy 92,i( Xk, T) }
where

9t,i(v,T) = g¢(v,T) mod X, ;(7T)

Example 5.2 Consider the following system

24 — 92a — 92b — 113b% 4 49a* + 49b* — 11a® — 118° 4 a® + % + 14242 + 2844ab
+142b% — 339a2b — 339ab? + 294a2b> + 196ab® — 55a*b — 110a°b% — 110ad>
—55ab* 4+ 6a°b 4+ 15a%b2 4 20a3b% + 15a2b* + 6ab® — 113a® + 196a°b

% + 3bc? + 3b2¢ + b3

8% 4+ 12b%2¢ — 12ab? + 6bc? — 12cab + 6a2b + ¢ — 3ac? + 3a?c — a®

INRIA



Solving zero-dimenstonal systems through the Rational Uniwvariate Representation

A Rational Univariate Representation is given by:

xe(z) = — 442% 4+ 982* — 11323 + 7122 — 23z + 3
g:(1,2) :241@ — 50z + 23

ge(a, z) = 2423 — 5022 + 232

ge(b, z) = 2222 — 432 + 18

gi(c,z) = —222? + 432 — 18

Using proposition 5.3 one can compute explicitely the square-free decomposition of x;: x: = (ytyl)(ytyzﬂ(yty?,)?’
with X, ;(2) = 22 — 3, X; o(z) = 22 — 1 and X, 5(z) = = — 1. Also, there is one root of multiplicity 1, one root
of multiplicity 2, and one root of multiplicity 3. The Rational Univariate Representations w.r.t. multiplicities

are: [ —1,-3,-3,-3,3],[22 — 1,4,2,2,-2],[2z — 3,2,3,3, 3]

6 The case of polynomial systems with integer coefficients

As we have seen in the general case, the search of a separating element is the most costly task in the computation
of a Rational Univariate Representation. In this part, we will see how this can be optimised in the case of systems
with integer coefficients, when any Grébner basis is known.

Given any prime number p, Z, will denote the localisation of @ at p, GF(p) the finite field with p elements

and GF(p) its algebraic closure.

6.1 Working in GF(p)

Many basic algorithm used for the computation of a Rational Univariate Representation are working in GF(p)
for p sufficiently large. For example, lemma 2.1 becomes obviously:

Lemma 6.1 Let V), be a finite set in GF(p)n such that 1V, = d. If (n—1)d(d—1)/2 < p, the finite set of linear
forms T = {X1 +iXa+...+i" 71X, , 0< i< (n—1)d(d—1)/2} contains at least one element that separates
Vp.

In the same way, the demonstration of theorem 2.2 can be easily adapted to give the following result:

Theorem 6.1 Let Z, C GF(p)[Xy,..., X,] be a zero-dimensional ideal, h a polynomial in GF(p)[X1,..., X5]
and D = Dimgp(, (.AGF y(Zp)) = GF(p)[ Xy, ..., Xn]/T,. If D < p, the Hermite’s quadratic form associated
to h, defined by

Acr(p)(ZTp
oo A (T — GF(p)
f — Trace(m;ijF(")( ))

verifies:
o(qp @)y = ta € Varp)(Z,) k() £ 0}

GF(p) (Zp) GF(P)( »)

where U(th ) denotes the rank of ¢,

Our goal is to study the link between the results obtained by the generic algorithms (working with rational
coefficients) and those obtained by computing with coefficients in GF (p).
Let ¢, be the canonical morphism from Z, to GF(p). Let G be a Grébner basis of a zero-dimensional ideal

T CQ[Xy,..., X,

Definition 6.1 A prime number p is said to be G-compatible if p do not divide any of the leading coefficients
of G. In such cases we may assume that G C Z,[X1, ..., X,].

Even if p is a G-compatible prime, ¢,(G) is not, in general, a Grébner basis of ¢,(Z), but we have the
following property (see [NY95] or [Tra88]):

Theorem 6.2 Let G be a Grobner basis of a zero-dimensional ideal T C Q[X1, ..., X,] for a given admissible
monomial ordering <. Ifp is a G-compatible prime then ¢,(G) is the Grobner basis for < of any zero-dimensional
ideal T, C GF(p)[Xa,...,X,]. Moreover, if NF(f,G) denotes the canonical reduction of any polynomial p
modulus a Grobner basis G (normal form) thenVf € Z,[X1,...,X,], 6p(NF(f,G)) = NF(¢,(f), ¢»(G)).

This theorem has direct consequences:
RR n-°3426
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Corollary 6.1 Let G be a Grébner basis of a zero-dimensional ideal T C Q[X1, ..., X,] and p a G-compatible
prime number. Then:

* Dimgrp) (Acrp) ((9,(9)))) = Dimg(Aq(Z)), where Aq(Z) = Q[X1, ..., X,]/(G) and Agr(p) ((¢p(9))) =
GF(p)[X1,..., Xn]/{¢p(G)). Moreover, if B is the canonical monomial basis of Aq(Z) associated to G (the
set of monomials that are not reducible modulus G) then B is also the monomial basis of Agr(p)({¢p(G)))
associated to ¢,(G).

o if M, (resp. Mgy, ) denotes the multiplication matriz by any polynomial p € Zy[X1,..., X,] in Ag(Z)
(resp. Acrpp)((6p(G)))) w.r.t. the canonical monomial basis associated to G (resp. ¢,(G)), then we have:

¢P (MP) = M¢p’
and also:

— ¢p(Trace(M,)) = Trace(My,),

— ¢p(Det(My)) = Det(My,),

— if xp (resp. Xs(p)) denotes the characteristic polynomial (monic) of M, (resp. ¢(p)), then ¢,(x,) =
Xo(p)-

Coming back to the problem of the computation of a separating element of Vg (Z) on can establish the following
result:

Proposition 6.1 Let T C Q[Xy,...,X,] a zero-dimensional ideal, G any Grébner basis of Z. If p is a G-
compatible prime number greater than D = Dimgq (Ag(Z)), then:

o 2e(G) > HViro(60(6)
o moreover, if Vo (G) = ﬁvm(qsp(g)), then every polynomial t € Z,[X1, ..., X,] so that ¢,(t) separates
Vm(qbp(g)) separates Vg (G).

Proof: Let t € Z,[X1,...,X,] such that ¢,(t) separates Vm(qbp(g)). In such cases, ﬂvm(qsp(g)) =

deg(Xr) = deg(Xo()/ged(Xg(t), Xo(2)')). Since obviously ged(Xg(t), Xs(:)') > ged(xe, x¢') (x¢ is supposed to be
monic) and since Vg (G) > deg(x:/ged(xt, x¢')), then Ve (G) > j:ﬂ/m(qbp(g)).
Let now suppose that §V¢(G) = ﬁvm(qﬁp(g)). According to the precedent results, we have:

1Ve(9) = tVarpy(6p(9)) = deg(Xo@r)) < deg(3i) < $Va(9).

Also deg(xz) = $Ve(G) and t separates Ve (G). u

Finally, we have to study the G-compatible prime numbers such that V¢ (G) = ﬁvm(qﬁp(G)), in order to use

the proposition 6.1 for the modular computation of an element that separates Vg (G). For computing §Ve(G) or
ﬁvm(qsp(g)), one have to compute, for example the rank of Hermite’s quadratic form associated to 1.

According to [Rou95b], if @)1 denotes the Hermite’s quadratic form associated to 1, it can be written in the
form:

D
> DiDiy X}
i=1

where D; are minors extracted from the matrix of @)1 w.r.t. any basis of Ag. Also the G-compatible prime
numbers such that §Vg(G) = ﬁvm(qsp(g)) are exactly the primes that do not divide the minors D;. In
particular, this shows the following result:

Proposition 6.2 Given any Grébner basis in Q[ X1, ..., X,], there exists only a finite number of G-compatible
primes such that $Vo(G) # ﬁvm(qbp 9))
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6.2 The algorithm and its complexity

We describe, in this section, an algorithm for computing the Rational Univariate Representation in the case of
zero-dimensional systems of polynomials with rational coefficients, using a modular computation for finding a
separating element.

Algorithm Compute-RUR-Rat

Input: MT(Aq(Z)).

o [1] Set d = rank(Q1).

o [2]

o [3] Compute di = rank(¢,(Q1)). If di > d goto [2].
4

o [
[5] Compute x4, ;) by computing the characteristic polynomial of m;jf)(")(wp(g))).

Choose a G-compatible prime number greater than nd?.

Choose t € ¢,(7T),

[6] if degree (X3, (1)) # d then goto [4],
[7] Compute g:(1,T) = xz/ged (X}, xt)
[8] Compute g:(X1,T),...,9:(Xn,T) using Compute-g;(v,T),

OUtput: {Xt:gt(laT):gt(XlaT)J"':gt(XnaT)}'

The only thing that differs from the generic algorithm Compute-RUR is the way of finding an element that
separates Vg (Z). This is done by steps 2 to 6.
The first stage consists in finding a prime number such that §V¢(Z) = ﬂvm(qsp(g)). This operation needs

O(D?t) (number of primes that divide any coefficient of the reduced form of Q1) reductions of quadratic forms
with coefficients in GF(p), which is not greater than the complexity (in terms of machine operations) of the
computations done in step 1.

The second stage (steps 4 to 6) consists in computing a separating element of Vm(qﬁp(g)) by comparing

the degree of the square-free part of x4 (;) with the number of roots of Vm(qﬁp(g)). Since t is chosen in a

set of cardinality O(nD?) this stage requires O(nD?®) operations in GF(p) which is less than the number of
machine operations needed for steps 7 and 8. Proposition 6.1 ensure us that, after step 6, t separates Vg (Z).

To summarise, the use of the modular arithmetic vanish the effect (in terms of computation time) of the
search of an element of Q[X1, ..., X,]that separate Vg (7).

7 Conclusion

We have defined, in this article, a new concept for the resolution of zero-dimensional systems of polynomials: the
Rational Univariate Representation. We have shown that this representation of the solutions can be efficiently
computed in practice, especially in the case of systems with integer coefficients.

Since the number of arithmetic operations and the growth of coefficients in intermediate computations are
well controlled, this new method allows to solve problems that were not solvable before. It has been used
successfully in many applications (see for example [Rou95a] or [FASMRIT]).

As we have seen, the modular arithmetic can be used for optimising the search of separating elements. We
are actually working on a multi-modular version of our algorithm, that give great result in the shape lemma case
(the easiest case since no separating element has to be computed) but we would like to extend it to the general
case. Our first implementation differs from the one described in [Fau95] only by the addition of the search of a
separating element. We observe much better computation times, but the main progress is in terms of memory
allocation since no multiplication tensor has to be computed when the ideal is supposed to be radical.

A major application of the Rational Univariate Representation will surely be its use inside algorithms in
existantial theory of reals or quantifier elimination (see [BPR94]).
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