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Abstract:

Mediator systems are used today in a wide variety of unreliable environments. When
processing a query, a mediator may try to access a data source which is unavailable. In
this situation, existing systems either silently ignore unavailable data sources or generate an
error. In either case, to obtain the complete answer, the query is reprocessed from scratch.
This behavior is inefficient in environments with a non-negligible probability that a data
source is unavailable (e.g., the Internet). In the case that some data sources are unavailable,
the complete answer to a query cannot be obtained; however useful work can be done with
the available data sources. In this paper, we describe a novel approach to mediator query
processing where, in the presence of unavailable data sources, the answer to a query is a
partial answer. The partial answer represents the state of the mediator at the end of query
processing, i.e., materialized data. This state is used to construct an incremental query.
The answer to the incremental query is the same as the complete answer, but it is more
efficient to evaluate than the original query. In addition, information can be extracted
from the mediator state through the use of secondary queries, called parachute queries. We
describe an intuitive class of parachute queries and an algorithm which generates it. We
define two new evaluation models for partial answers, incremental and parachute queries
and analytically model for these evaluation models the probability of obtaining the answer
to a query in the presence of unavailable data sources. The analysis shows that complete
answers are more likely in our two evaluation models than in a classical system. We measure
the performance of our evaluation models via simulations and show that, in the case that
all data sources are available, the performance penalty for our approach is negligible. In
addition, we show that there is a trade-off between the cost of query execution and the
probability of obtaining a complete or parachute query answer.

Key-words: Heterogeneous databases, Query Processing, Partial Evaluation, Unavailable
Data
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Requétes Parachutes en présence de sources de données
indisponibles

Résumé : Des systémes de bases de données hétérogénes sont aujourd’hui deployés dans
un grand nombre d’environnement. Lorsqu’un médiateur traite une requéte, il est probable
qu’il tente d’accéder & une source de données qui est indisponible. Dans cette situation,
les systémes existants générent une erreur ou ignorent les sources de données indisponibles.
Dans les deux cas, pour obtenir la réponse compléte, le traitement de la requéte est effectué
entiérement 3 nouveau. Ce comportement est inefficace dans des environnements ou il
existe une probabilité non négligeable qu’un site soit indisponible (e.g., Internet). Dans le
cas oul des sources de données sont indisponibles, la réponse compléte & une requéte ne peut
pas étre produite ; cependant du travail utile peut étre effectué avec les sources de données
disponibles. Dans cet article, nous décrivons une nouvelle approche du traitement de requéte
dans un médiateur ol, en présence de sources de données indisponibles, la réponse & une
requéte est une réponse partielle. Une réponse partielle représente I’état du médiateur a la fin
du traitement de la requéte, i.e. un ensemble de données matérialisées. Le médiateur utilise
son état pour construire une requéte incrémentale. La réponse & la requéte incrémentale est
identique & la réponse compléte, et elle est plus efficace & évaluer que la requéte initiale.
De plus, des données peuvent étre extraites de 1’état du médiateur grace a 'utilisation de
requétes secondaires, appelées requétes parachutes. Nous décrivons une classe intuitive de
requétes parachutes et un algorithme pour la générer. Nous définissons deux nouveaux
modéles d’évaluation pour supporter les réponses partielles, les requétes incrémentales et
les requétes parachutes. Nous décrivons un modéle analytique qui pour chacune de ces
modéles d’évaluation représente la probabilité d’obtenir la réponse & une requéte en présence
de sources de données indisponibles. L’analyse montre que la probabilite d’obtenir une
réponse est plus forte dans les deux modéles d’évaluation que nous proposons que dans un
systéme classique. Nous mesurons les performances de nos modéles d’évaluation en utilisant
une simultation ; nous montrons que, dans le cas ou toutes les sources de données sont
disponibles, les pertes de performances imputables & notre approche sont négligeables. De
plus, nous montrons ’existence d’'un compromis entre le cotit de ’exécution d’une requéte
et la probabilité d’obtenir une réponse & la requéte initiale ou & une requéte parachute.

Mots-clé : Bases de Données hétérogénes distribuées, traitement de requétes, évaluation
partielle, données indisponibles



1 Introduction

Many current application environments use mediators (e.g., [23, 8, 1, 16, 6, 26]) to provide
query access to a wide variety of heterogeneous data sources. Providing timely answers to
queries in this environment is difficult due to the unpredictable response-time nature of data
sources and of the interconnection network. Data sources become overloaded and networks
become congested. Both can cease to function due to power loss, administrative operations,
etc.

In cases where a data source or network does not respond sufficiently quickly, it can
be considered unavailable. In such situations, when processing a query g, existing systems
either silently ignore missing data or generate an error notification n (replicated data sources
are considered in Section 7). In either case, to obtain the complete answer, the query must
be resubmitted to the system and reprocessed from scratch. If some sources are unavailable,
the system will again generate an error and again the query must be resubmitted. The
complete answer a to a query will be generated only when all data sources are available.
Thus, we can model the sequential interaction between the application program and the
mediator as the following sequence of steps: ¢,n,q,n,... ¢,n,q,a. We call this sequential
model of interaction a classical evaluation.

Even when some data sources are unavailable, useful work can be done with the available
data sources; a mediator can access, process and materialize their data. We call a represen-
tation of the mediator state at the point of notification a partial answer (the notification
n contains the partial answer). The mediator uses its state to construct an incremental
query ¢ which is equivalent to the original query but cheaper to evaluate. The application
program obtains the incremental query through the partial answer and then submits it to
the mediator in order to get the complete answer. An example of a sequence for this model
of interaction is q,n1,41,n2,%2,..., Nk, ik, a. A different incremental query is used, in gene-
ral, in each step of the sequence because the mediator makes partial progress towards the
complete answer a depending on the sources that are available at each step.!

Incremental queries save work; in addition, the mediator state contains interesting infor-
mation which may be useful for the user. The application program can extract information
from the mediator state by submitting a secondary query, called a parachute query p. The
answer to a parachute query, called a parachute answer a, can be computed given enough
information in the mediator state. When the original query cannot be answered, a parachute
query makes up for it by allowing the user to retrieve useful information. ? An example
of a sequence of interaction is q,n1, p1,Q1,%1,-- -, Nk, ik, a. Note that parachute queries and
incremental queries can be freely mixed. We call this model of interaction an unconstrai-
ned evaluation. We use this term because the optimization of ¢ is unconstrained by the
knowledge of p.

1This sequence is valid as long as the underlying data sources are not updated in a way that affects g.
This assumption is a common one in mediator systems research and we use it throughout this paper.

2In the case that insufficient information is available to answer the parachute query, we return an error.
We do not consider incremental parachute queries in this paper.
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The unconstrained evaluation has several advantages: (i) it is easy to implement, (ii)
parachute queries can be dynamically constructed by examining the partial answer, (iii)
the plan used for the (original) query is always the optimal. However, this evaluation
model cannot insure that the mediator state contains the information necessary to answer
a parachute query.

We present in this paper a mediator which optimizes simultaneously the query and
the parachute queries to insure that the mediator state contains the necessary information,
assuming the appropriate data sources are available. An example of a sequence of interaction
is (¢, p1), (1, 1), (i1, p2), - - .,a. Note that parachute queries are submitted together with
the original query. (This paper considers only a single parachute query.) The notification
is followed by the parachute answers. Parachute queries can be submitted again with the
incremental query. We call this model of interaction a constrained evaluation. To help the
intuition of the reader, we consider two examples.

1.1 Examples
1.1.1 Resource Management

Consider a consulting company which operates throughout the world. Each country contains
an independent data source which records information about the current consulting jobs, the
number of persons involved, etc. At the headquarters, this information is needed regularly
to monitor risk and resource management. The organization of the schema of each data
source is different. For each data source i, the mediator contains a view v; which computes
a horizontal partition of a virtual relation r. To compute r, the mediator computes a union
query g = |J; v; over all the views.

In the classical evaluation, to compute the answer to this query requires resubmitting ¢
until all data sources are available. In either the unconstrained or the constrained evalua-
tion, when some data sources are unavailable the v; that access available data sources can
be processed and materialized in the mediator state. The user is notified that the complete
answer could not be obtained; the notification indicates which data sources were unavailable.
The incremental query which is constructed is a union over the materialized views and the
views that access the data sources that have been unavailable so far. All views that have
been materialized are interesting for the user in charge of risk and resource management. In-
teresting parachute queries p are either independent views or the union over all materialized
views.

1.1.2 TPC-D example

Our second example is based on the schema of the TPC-D benchmark. The schema consists
of suppliers, parts, the relationship between suppliers and parts, nations, and regions. Consi-
der a system where each base relation is located on a different data source. A possible
conjunctive query over this schema, derived from the TPC-D query Q2, is find all suppliers

RR n~ 3429



located in Europe which provide a given part. In the following queries, attributes prefixed
by S_ come from the SUPPLIER relation, N_ from the NATION relation, etc.

SELECT S_ACCTBAL, S_NAME, N_NAME, P_PARTKEY,
P_MFGR, S_ADDRESS, S_PHONE, S_COMMENT
FROM SUPPLIER, PART, PARTSUPP, NATION, REGION
WHERE P_PARTKEY = PS_PARTKEY AND
S_SUPPKEY = PS_SUPPKEY AND
P_SIZE = 15 AND P_TYPE LIKE ’BRASS’ AND
S_NATIONKEY = N_NATIONKEY AND
N_REGIONKEY = R_REGIONKEY AND
R_NAME = ’EUROPE’;

An interesting parachute query associated to this query is find all suppliers which provide a
gien part.

SELECT S_ACCTBAL, S_NAME, P_PARTKEY, P_MFGR,
S_ADDRESS, S_PHONE, S_COMMENT

FROM SUPPLIER, PART, PARTSUPP

WHERE P_PARTKEY = PS_PARTKEY AND
S_SUPPKEY = PS_SUPPKEY AND
P_SIZE = 15 AND P_TYPE LIKE ’BRASS’;

We consider, in this example, an unconstrained evaluation. Suppose the data sources contai-
ning the NATION or REGION relations are unavailable when the user asks the query. The
system immediately recognizes that the query cannot be answered. It however proceeds
and obtains data from the other data sources for the SUPPLIER, PART and PARTSUPP rela-
tions. The system generates an incremental query that will efficiently compute the complete
answer once the unavailable data sources are again available. (Section 4.2 describes an in-
cremental query for this example). A notification is sent to the user to inform her that the
complete answer could not be computed; this notification contains a handle on the incre-
mental query. After the user has received the notification, she submits the parachute query
and the mediator returns the parachute answer. Clearly, this answer contains information
that is interesting to the user. Once the unavailable data sources are again available, the
user submits the incremental query. It retrieves data from these data sources, which are
now available, and reuses data already obtained. Note that the incremental query and the
parachute query are independent of each other.

1.2 Summary

In summary, we describe in this paper a novel approach to answering queries with unavailable
data sources. Our approach is based on incrementally computing the answer to the query
and permitting information to be extracted from the intermediate states of the computation.
This approach leads to many interesting questions:

(1) What relevant information can be extracted from the mediator state, i.e., what
are the interesting parachute queries? How to help the database programmer choose good
parachute queries?
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(2) How are queries evaluated in the constrained and unconstrained evaluation? How
are incremental queries constructed? How are parachute queries evaluated?

(3) How do the different evaluation models impact the availability of complete answers?
What is the impact on performance? How likely is it that a parachute query can be answered?

In this paper, we attack these questions. In Section 2 we describe a precipitate class of
parachute queries and demonstrate some interesting properties of this class. In Section 3 we
detail the three evaluation models described above. In Section 4 we describe the algorithms
which support the query processing shown in the example in the introduction. In Section 5
we describe our experimental framework (containing an analytical and a simulation model).
In Section 6 we analyze the impact of our algorithms on the probability that an answer can
be obtained given a sequence of interaction. In addition, we simulate the three evaluation
models and analyze their performance characteristics. In Section 7 we discuss related work.
Finally, in the last section we conclude the paper and discuss future work. As an aid to the
reader, Appendix A summarizes the terms introduced in this paper.

2 Parachute Queries

The aim of a parachute query is to provide the user with relevant, useful data, in case the
answer to a particular query cannot be computed. In Section 1 we showed an example of
such a parachute query. However, not all parachute queries work well. To work well, first the
mediator state must contain the necessary information for answering the parachute query.
This problem is considered in detail in Section 4. Second, the set of sources needed to answer
the parachute query must be different from the set of sources needed to answer the original
query since, in the case that the set of sources are equal the system will simply answer the
query and ignore the parachute query.

Given these restrictions, the application programmer is still faced with a daunting task:
parachute queries must be semantically meaningful. To aid the programmer in the task of
identifying interesting parachute queries, we define a precipitate class of parachute queries
with respect to a query as follows: a parachute query is a (generalized) subset or superset
of the original query. The intuitive connection is clear — the application programmer knows
that the given parachute answer contains missing or extra tuples with respect to the complete
answer.

If the parachute answer « is a subset or a superset of the query answer a for all possible
databases, then containment [24] holds, i.e., p C q or p D q. By generalized subset or
superset, we mean that the projection of the parachute query and the original query are
permitted to differ. More formally, let mg be the projection of the attributes of @), then

Definition 1 (Generalized Subset) Q' is a generalized subset of Q) < for any database

D, Q'(D) € mq/(Q(D)).

Definition 2 (Generalized Superset) Q' is a generalized superset of @ < for any data-
base D, Q'(D) 2 mq (Q(D)).
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in: a query @), a mapping from predicate
names to data sources M, a set of required
sources S

out: a set of parachute queries PQ

pq-gen(Q, M, 5) {
V := use M to determine sources of )
for each configuration ¢ in V — S {
L := the available predicates derived
from M, cand S
PQ := PQ U RemovePredicates(Q, L)

}
Return PQ. }

Figure 1: The pg-gen algorithm for generating parachute queries of a query.

in: a conjunctive query (1 with built-in
predicates, a set of predicates L
out: a conjunctive query Q-

RemovePredicates(Qs, L) {

Q2 = Q1

for each [ in L {
if [ appears in ()2 then
Q2 := efface [ from Q-

}

Efface from ()2 all built-in predicates where a
non-range restricted variable appears.

Efface from )2 head all non-range restricted
variables.

Return Q2. }

Figure 2: The RemovePredicates function for Conjunctive Queries
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Figure 1 shows an algorithm for the generation of parachute queries. All generated
parachute queries belong to the precipitate class. The algorithm takes as input a query, a
set, of sources required to be available, and a mapping from sources to predicate names. Given
a set of sources available and unavailable (we call this set a configuration of sources) and
the mapping, the set of available predicates can be identified.> The heart of the algorithm
uses a function RemovePredicates that takes the set of available predicates and a query and
generates a parachute query. This function is given in Figure 2 for conjunctive queries and
Figure 3 for union queries. In these algorithms, a range restricted variable is a variable that
appears in a non-built-in predicate in the body of rule. Given this algorithm, a tool which
allows the application programmer to explore the precipitate class of parachute queries can
easily be constructed. Investigation of other classes of parachute queries is future work.

In Appendix B, we show (i) that the set of parachute queries generated using the Remo-
vePredicates function for conjunctive queries forms a lattice together with the generalized
superset relation, and that the set of parachute queries generated using the RemowvePredi-
cates function for union queries forms a lattice together with the subset relation. This means
that the query generated by pg-gen given a conjunctive query (resp. a union query) and a
fixed configuration of sources is maximal in the generalized superset ordering (resp. subset
ordering), i.e. the query generated by pg-gen is as close as possible from the original query
in the generalized superset ordering (resp. the subset ordering).

Example 1 Consider the query of employees, departments, and salaries greater than 10.
Each predicate is mapped to a different data source.
Query: eds(X,Y,Z) —e(X)Ned(X,Y)Nes(X,Z)NZ > 10
Mapping: {e} — 1,{ed} — 2,{es} — 3
Required Sources: {1}
The set of parachute queries are:
Awvailable Parachute Query

{1} Pq1(X) « e(X)
{1,2} png Y) « e(X) Aed(X,Y)
(X,

{1,3} pg3(X,Z) « (X) Nes(X,Z) A Z > 10
(X,Z)/\Z> 10

Interestingly, the combination of the ideas of RemowvePredicates for conjunctive queries
and union queries does not stay within the precipitate class, i.e., applying the RemovePre-
dicates function for conjunctive queries to each rule of a union query.

Example 2 The incompatibility of conjunctive queries and union queries.
Query q: p(X) — ¢(X) Ar(X) union p(X) — ¢(X) A s(X)
Mapping: {¢} =1, {r} =2, {s} >3
Configuration: {2} available, {1,3} unavailable
The resulting parachute query p is: p(X) « r(X).

3We assume that a predicate resides on a single source.
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in: a union query )1, a set of predicate names L
out: a union query Qs

RemovePredicates(Q1, L) {

Q2 == Q1

for each [ in L {
if [ appears in a rule, then
Q> := efface from @, the rule using [

}
Return Q. }

Figure 3: The RemovePredicates function for Union Queries

For the database {q(a),r(a), s(a)}, ¢ C p, but for the database {q(a),s(a)}, ¢ 2 p.

q: ¢(X) « redcar(X) A price(X,10000) union g(X) «— whitecar(X) A price(X,10000)
Mapping: {redcar} — 1, {whitecar} — 2, {price} — 3

Configuration: {1} available, {2,3} unavailable

The resulting p is: pg(X) « redcar(X).

Neither p C q nor p O q hold.

Thus, in this last example, the parachute query does not belong to the precipitate class, by
our definition.

3 Evaluation Models

In this section we describe in detail the three evaluation models mentioned in the introduc-
tion. The classical evaluation represents existing systems which do not support parachute
queries. This evaluation model requires almost no modifications to the mediator. The un-
constrained evaluation considers parachute queries after the evaluation of the query. This
evaluation model requires only lightweight modifications to the interface and the run-time
system of the mediator. The constrained evaluation simultaneously optimizes the query
and its associated parachute queries. This evaluation model requires modifications to the
interface, optimizer and run-time system of the mediator.

Figure 4 shows the general evaluation models of these three systems. In the diagram for
the classical evaluation, (1) is the submission of the query, (2) is the notification that the
query cannot be answered, (3) is the submission of the parachute query, (4) is the parachute
answer, (5) is the re-submission of the original query, and (6) is the complete answer. This
evaluation model represents existing mediator systems that do not support partial answers,
or any form of materialization of intermediate results obtained when processing a query.
Such a system has a classical cost based optimizer. It has no support for parachute queries.
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q p q noa gi naa o) gp i naa
1 3 5 246 15 246 3 1 5 246 3
. Constrained
- Optimizer PQ Evaluation PQ Evaluation

Optimizer } { Optimizer

vV oy vy VA vy VoA
Execution Engine Exe(_:utl on E_nglne Execution Engine

generating Partial Answers generating Partial Answers

Classical Architecture Unconstrained Architecture Constrained Architecture

Figure 4: Evaluation Models of Three Representative Systems.

Parachute queries can be asked as follow-up queries and they are processed as all other
queries. In case some data sources are unavailable, the original query is asked several times
in order to obtain the complete answer. Queries and parachute queries are evaluated using
the evaluate algorithm described in the next section.

The unconstrained system optimizes the query independently of the parachute queries.
In the diagram for this evaluation model, (1) is the submission of the query, (2) is the partial
answer, (3) is the submission of the parachute query, (4) is the parachute answer, (5) is the
submission of the incremental query, and (6) is the complete answer. The optimizer is cost
based, i.e. similar to the optimizer of the classical system. Queries and incremental queries
are evaluated using the same evaluate algorithm. The incremental query is constructed by
the mediator using the construct algorithm described in the next section. Parachute queries
are evaluated using the eztract algorithm described in the next section. This last algorithm
only uses data materialized in the mediator.

The constrained evaluation is based on a constrained optimizer, described in the next
section, that simultaneously optimizes a query and its parachute query. In the diagram for
this evaluation model, (1) is the submission of the query and the parachute queries, (2) is the
partial answer, (3) is the request for the evaluation of a particular parachute query, (4) is the
parachute answer, (5) is the submission of the incremental query and its parachute queries,
and (6) is the complete answer. The same algorithms as for the unconstrained evaluation
(evaluate, construct, and extract) are also used here.

RR n° 3429
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4 Algorithms

4.1 Evaluate algorithm

The evaluate algorithm evaluates a query execution plan that has been generated by an
optimizer for a query or an incremental query. The query execution plan is based on the
Graefe iterator model[14]. The leaves of the plan are the sub-queries submitted to the data
sources. The interior nodes are classical query processing operators such as join. In the
case that all data sources are available, the algorithm computes the complete answer to the
query. Otherwise it materializes part of the query execution plan in the mediator. The
algorithm consists of two phases, a sense phase and an ezxecution phase.

The sense phase is used to detect which data sources are available or unavailable. See
Figure 5 for an outline of the algorithm. This phase recursively descends the query execution
plan in parallel along all sub-plans. When a sub-query is found, the corresponding data
source is probed. If the data source responds within a timeout period, the source is considered
available, otherwise it is unavailable. This phase examines all data source in parallel, thus
overlapping the timeout wait on all data sources. This phase then recursively ascends the
plan, marking as available an operator whose children are available, otherwise marking the
operator as unavailable. After traversal of the plan finishes, the root operator of the plan
has marked itself either available or unavailable.

For the execution phase, if the root operator is marked available, then all sources are
available and the final result is produced in the normal way. If at least one data source
is unavailable, the root of the execution plan will be marked unavailable and the final
result cannot be produced. In this latter case the execution phase proceeds via a second
pass on the plan. This phase materializes some parts of the plan depending on a policy.
Consider the plan (A < B) > (C <1 D) where relations A, B and D are available. For the
nothing policy, no materializations are performed. For the maximal sub-plan policy, each
sub-plan rooted with an available operator materializes its result. Thus (A < B) and D
are materialized. For the leaves policy, each available leaf plan (containing the sub-query
executed on the data source) materializes its result. Thus, A, B, and D are materialized.
For the shared component sub-query policy, each sub-plan marked as a shared-component
sub-query (cf. Section 4.4) is materialized. If (B < C) is a parachute query, then the shared-
component sub-queries are B and C'. These materializations of sub-plans proceed in parallel.
Note that this style of query execution is a form of query scrambling [2].

We assume in this paper that a data source which is marked available continues to
operate in the execution phase. If an available data source becomes unavailable during the
execution phase, an implementation would simply throw away the sub-plan which uses that
data source. Also note that the parallel execution style is not critical to the issues of this
paper — it simply results in better performance. However, as we shall see in Section 6, the
materialization policy crucially affects several aspects of our work.
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in: a query execution plan rooted at operator
out: an annotated query execution plan

sense(operator) {
for all subplan in children of operator {
sense(subplan)

if (source is available) or
(all children are available) then {
mark operator available

} else {
mark operator unavailable

H}

Figure 5: The sense phase of the evaluate algorithm. The for all expression evaluates its
body in parallel.

4.2 Construct algorithm

The construct algorithm constructs the incremental query from an execution plan and the
mediator state. The execution plan is annotated with information such as the predicates
used in joins, the attributes projected during a scan, etc. The algorithm uses this information
to construct a declarative query in a bottom-up fashion.

Figure 6 shows the construct algorithm. The algorithm returns a 4-tuple of the projection
list, the from list, the where list, and a mapping. From the first three lists an SQL or OQL
query can readily be constructed. This query is the incremental query. The mapping
function map in the algorithm is used to rename variables so that the resulting expression
references the materialized relations instead of the original relations. Materialized sub-plans
generate a declarative expression that accesses the materialized intermediate result. It is
an expression of the form r where r is the name of the temporary relation holding the
materialized intermediate result. *

The incremental query that is constructed is equivalent to the original query. This
ensures that the answer to the incremental query is exactly the same as the answer to the
original query, under the assumption that no updates relevant to the query are performed
on the data sources between the time the original query is submitted and the complete
answer is computed. The incremental query, together with a handle to the execution plan,
is returned as the partial answer to the query. The user interface is responsible for requesting
the evaluation of the incremental query.

4An alternative implementation generates the expression bag(t), where t is the list of tuples in the
materialized intermediate result. If ¢ is small, some optimizers may perform better with this implementation
when optimizing the incremental query.
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in: an annotated execution plan rooted at operator
out: a 4-tuple (P, F,W, M)

construct(operator) {

P := the projection of operator

W := the selection of operator

if operator is materialized then {
Z := a unique variable
X := the materialized relation identifier
V := the set of variables appearing in the

sub-query for operator

return (P, {(z, X)}, 0, (V;))

} else if operator is a join then {
(Py, F1, W1, M1) := construct(left(operator))
(P2, B>, W5, M) := construct(right(operator))
M := My U M,
return (map(M,P, U P»), F1 U F»,

map(M, W)U W; UW,, M)

} else if operator is a project then {
(Py, F1, W1, M1) := construct(child(operator))
return (P, Fy, Wy, M)

} else if operator is a select then {
(P1, F1, W1, M1) := construct(child(operator))
return (P, Fy, WU W, M)

} else operator is a scan then {
T := a unique variable
X := the relation identifier of operator
V := the variable appearing in the scan operator
return (P, (z,X), 0, (V,z))
b}

Figure 6: Construction of the incremental query. The map function replaces variable occur-
rences according to the given mapping.
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Figure 7: Annotated Execution Plan for the query

Example 3 Consider the execution plan of Figure 24 (presented in Section 6) for the query
presented in the introduction and the configuration of sources P-PS-N, where sources P, PS
and N are available and sources S and R are unavailable.

The annotated execution plan resulting from the sense phase of the evaluate algorithm is
used as input for the construct algorithm. Figure 7 shows this annotated execution plan. The
solid lines represent links between operators within the mediator, dashed lines represent links
between operators executed on the data sources. M1 and M2 are the materialized relations
that store N and P < PS respectively.

The result of the construct algorithm applied to this annotated execution plan is a 4-tuple
composed of a projection list, a list of relation (from clause), a list of conditions (where
clause) and a mapping. The projection list is obtained from the project operator at the root
of the annotated execution plan: {S_ACCTBAL, S NAME, N NAME, P_PARTKEY,
P_MFGR,S_ADDRESS, S_PHONE, S_ COMMENT}. The list of relations is constructed
recursively: each relation name is obtained from a scan operator or a materialized relation,
a union is performed for each join operator in the execution plan. The list of relations is
({(x1, REGION)} U {(x2, M1)}) U ({(x3, M2)} U {(x4, SUPPLIER)}). The list of condi-
tions is also obtained recursively from the select and join operators: {N_NATIONKEY =
S _NATIONKEY} U ({R_NAME = "EUROPE"} U{R_NATIONKEY =N_NATIONKEY})
U {PS_SUPPKEY = S_SUPPKEY}. The mapping information is initialized in the mate-
rialized or scan operators. In the materialized operators a new variable is mapped to one or
several original variable names depending on the number of relations that have been proces-
sed to produce the materialized relation. In the scan operator a new variable is mapped to
one original relation. In our example, the mapping list is {(x1,REGION), (x2, NATION),
(x3, {PART, PARTSUPP}), (x4, SUPPLIER)}.

The incremental query that is constructed using the 4-tuple produced by construct s
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SELECT x4.S_ACCTBAL, x4.S_NAME, x2.N_NAME,
x3.P_PARTKEY, x3.P_MFGR, x4.S_ADDRESS,
x4.S_PHONE, x4.S_COMMENT

FROM x1 REGION, x2 M1, x3 M2, x4 SUPPLIER

WHERE x2.N_NATIONKEY = x4.S_NATIONKEY AND

x1.R_NAME = ’EUROPE’ AND
x1.R_NATIONKEY = x2.N_NATIONKEY AND
x3.PS_SUPPKEY = x4.S_SUPPKEY;

Note that the mapping information is needed in case of conflicts between attribute names.

4.3 Extract Algorithm

The extract algorithm computes the answer to a parachute query using the materialized
relations in the mediator state. The algorithm is a straightforward application of algorithms
that answer queries using views (AQUYV) [18]. These algorithms compute the answer to a
query q using a set of views v. The result is a new query ¢’ composed of some views in v
and of a remainder query ¢" that references base relations.

In our framework, we set g to be the parachute query p and the views v to be the sub-
queries associated with the materialized relations in the mediator state. (The views are
generated by applying the construct algorithm to the sub-plan associated to each materiali-
zed relation in the mediator state.) The AQUYV algorithm is run to rewrite parachute query
p into p' and p”. The remainder query p” corresponds to accessing the data sources contai-
ning data that has not been materialized. Since the mediator does not access data sources
during the processing of a parachute query, we permit the execution of the parachute query
only if the remainder query p" is empty. Thus, p' answers the parachute query using some
combination of the materialized relations.

We have favored an approach where a parachute query is evaluated only against mate-
rialized data. Our primary reason is performance. As we shall see in Section 6, parachute
queries evaluate very quickly.® Permitting the evaluation parachute queries to access data
sources, particularly in the case where the parachute query accesses data sources that are
not involved in the original query, is future work.

4.4 Constrained Optimization

The constrained optimization algorithm takes as input a conjunctive query or a union query
q, together with a set of associated parachute queries py...p,. We assume for this algorithm
that the parachute queries are part of the precipitate class. The output of this constrained
algorithm is an execution plan for ¢ annotated with labels at the root of each materializable
shared component sub-queries (MSCSQ), i.e., the sub-queries (i) that are shared between the
query and the parachute queries and thus (ii) can be materialized. These labels are used by

5Note that materialized data could also be used to evaluate subsequent queries. We consider that this is
a separate area of research.
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the evaluate algorithm when implementing the shared component sub-query materialization
policy.

In our algorithm, the query ¢ and the parachute queries py...p,, are represented in Data-
log [24]. We consider as an example, the query and the parachute query from the introduc-
tion, i.e. a conjunctive query and one associated parachute query p:

pq(Sacct, Sname, Ppk, Pm fgr, Sadd, Sphone, Scom) «—
s(Sacct, Sname, Ssk, Snk, Sadd, Sphone, Scom)A
p(Ppk, Pkind, 15)A
ps(Ppk, Ssk)A
like(Pkind, 'BRASS")

Our algorithm proceeds in four steps. The first step constructs the generalized shared sub-
queries (GSSQs) between the query and the parachute queries. The GSSQs are essentially
the most specific sub-queries shared between the query and the parachute queries. The
second step constructs two groups of MSCSQs based on the GSSQs. In the third step, the
query and each group of MSCSQs is used as an input to the AQUV algorithm to rewrite the
query into a query ¢'. In the fourth step, a classical optimizer is invoked to determine the
most efficient execution plan for each MSCSQ and the associated rewritten query ¢'. The
combination of plans with the lowest cost is chosen as the final plan. Each step is described
in detail below.

Step 1 The identification of the generalized shared component sub-queries between the
query and all parachute queries is based on a basic algorithm, called 2-queries-GSSQ, for
recognizing the most specific sub-query which contains a subset of two queries. There are
two variants of this algorithm, one for conjunctive queries, presented in Figure 8, and one
for union queries, presented in Figure 9.

The GSSQs for the query and its associated parachute queries are obtained as follows:

e Step 1.1 For each parachute query pg;, generate its generalized shared sub-query
with the original query g. This generalized shared sub-query is noted shared? and is
obtained using the algorithm 2-conjunctive-queries-GSSQ if ¢ is a conjunctive query,
or the algorithm 2-union-queries-GSSQ if ¢ is a union query.

e Step 1.2 If shared) is not empty, then it is renamed sgi. The next steps construct
recursively the intersection between the shared sub-queries already identified. If there
is only one element in sq' or if this set is empty then go to step 1.5, otherwise go to
step 1.3.To start with 1 = 1.

e Step 1.3 For each pair of queries in sq', sq; and sq}, generate shared,;, their gene-
ralized shared component sub-query. This is done using the same GSSQ generation

algorithm as in step 1.1.
o Step 1.4 If shared!; is not empty, it is renamed sq;""'. 1 = 14+1. If there is only one

element in sq' or if this set is empty then go to step 1.5, otherwise go to step 1.3.
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in: two conjunctive queries ¢; and g;
out: the generalized shared sub-query of ¢; and g;

2-conjunctive-queries-GSSQ(g;, ¢;) {
let x be the body of ¢;
efface all literals in x whose predicate does not appear in a literal in the body of g;
replace all variables in x or constants in x by new variables
containment mappings are constructed between (1) x and ¢; and (2) x and g;
the intersection of these containment mappings forms a binding b,
i.e. bindings from x variables to constants or equality relations between variables in x
we apply b to x to obtain the generalized shared sub-query of ¢; and g;

Figure 8: The construction of the generalized shared sub-query between two conjunctive
queries.

in: two union queries g; and g;
out: the generalized shared sub-query of ¢; and g;

2-union-queries-GSSQ(g;, ¢;) {
let x be the body of ¢;
efface all rules in x who do not appear in g;
x is the generalized shared sub-query of ¢; and g;

}

Figure 9: The construction of the generalized shared sub-query between two union queries.
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e Step 1.5 if s¢' is empty then [, = I-1, else lqp = 1. V = sglmas

e Step 1.6 if [,,,, = 1 then return V; else l,,02 = lmaz - 1. For each sqf;"“ in sgtmes,
rewrite sgi™** using views in V: sgi** = V;...Vy Rim+*, where RL"** is the remainder
query. if RL’"‘” is not empty then V =V U {RL”‘”}. lmae = lmaz - 1. Repeat step
1.6.

The set V contains the generalized shared component-subqueries between ¢ and its as-
sociated parachute queries pqy...pgn-

In our example, given the query and parachute query above, the algorithm 2-conjunctive
queries is applied in stepl.l: z is p(X1, X2, X3) A s(X4, X5, X6, X7, X8, X9, X10) A ps(X11,X12) A
like(X13,X14). The bindings that are identified between z and ¢ is b, is {X1 = X11, X2 =
X13, X14 = 'BRASS’, X3 = 15, X6 = X12} ; the binding identified between z and p is
b, = by.5 We apply b to = to obtain shared): p(X1,X2,15) A s(X4, X5, X6, X7, X8, X9, X10) A
ps(X1,X6) A like(X2, 'BRASS'). In step 1.2, shared] is renamed into sqg} and 1 is initialized
to 1. As there is only one element in sq' we go to step 1.5. There I, is initialized
to 1 and V contains sq¢j. In step 1.6, as [y is equals to 1, V is returned. The set
og generalized shared component sub-queries between ¢ and p thus contains one element:
p(X1,X2,15) A s(X4, X5, X6, X7,X8,X9,X10) A ps(X1,X6) A like(X2, 'BRASS").

Step 2 From the set of GSSQs identified in the previous step, we construct two groups of
materializable shared component sub-queries (a MSCSQ is a view composed of a head and a
body). Note that considering only two groups of MSCSQs is a heuristic. Each combination
of views that covers the set of GSSQs could be considered as a group of materializable shared
component sub-query.

The first group of shared component sub-queries contains one view per GSSQ identified
in stepl. It is a view whose body is the GSSQ and whose head is obtained with a new
unique predicate symbol and the list of all variables that appear in the body and whose
corresponding variables are needed to evaluate q. We obtain in our example:

{mscsq1(X1,X4,X5,X7,X8,X9,X10) «—
p(X1,X2,15)A
s(X4, X5, X6, X7, X8, X9, X10)A
ps(X1, X6)A
like(X2, 'BRASS")}

The second group of MSCSQ contains one view per literal (with any built-in predicate,
if possible) appearing in the set of GSSQs. The body of each of these views is composed
of one literal; their head is obtained with a new unique predicate symbol and the list of all
variables that appear in the body needed to evaluate q. Thus, we obtain:

{mscsqa(X1) « p(X1,X2,15) Alike(X2, 'BRASS"),
msesqz (X1, X2) « ps(X1,X2),

8The bindings are the same because the conditions and the joins in the parachute query appear in the
query.
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msesqa(X1,X2,X3,X4,X5,X6,X7)
s(X1,X2,X3,X4,X5 X6, X7)}

Step 3 For each group of materializable shared component sub-queries, ¢ is rewritten
into a query ¢' that uses the group of SCSQ as views and a remainder query ¢”. The
rewriting is accomplished using an AQUV algorithm [18]. For the first group, ¢ is rewritten
as

q(Sacct, Sname, Nname, Ppk, Pm fgr,

Sadd, Sphone, Scom) «—
msesqr (Ppk, Sacct, Sname, Snk, Sadd, Sphone, Scom)A
n(Snk, Nname, Nrk)A
r(Nrk, '"EUROPE")

Step 4 The optimizer is invoked once to generate the most efficient execution plan for
each materialized shared component sub-query in any group and the execution plan for
the rewritten query ¢' of each group. The optimization of ¢’ is done with respect to the
materialized SCSQs in its group. The total cost of the group of SCSQ is the sum of the costs
for computing the SCSQs and the costs for executing the associated ¢'. The group with the
lower cost is chosen. The execution plan for ¢ is obtained by merging the execution plan for
q' and the execution plans for the corresponding SCSQ. The root of each shared component
sub-query is labeled so that it can be recognized by the evaluate algorithm.

Thus, the constrained optimization algorithm identifies materializable component sub-
queries shared between g and py...p, and generates the cheapest execution plan for ¢ which
contains them.

5 Experimental Environment

Our experiments are performed using an analytical model and a detailed simulation of the
evaluation models introduced in Section 3 using two workloads, a first one based on a
synthetic query and a second one based on the query in the introduction. The analytical
model is used to analyze the impact of the evaluation models on the likelihood that a query
or a parachute query can be answered. The simulation is used to study classical response
time and total work performance questions.

5.1 Analytical Model

As discussed in the previous sections, in the presence of unavailable data sources, a me-
diator needs several trials to obtain a complete answer. A trial corresponds to a mediator
attempting to access several data sources. Each data source is either available or unavai-
lable. An available data source can deliver data in a timely manner, an unavailable data
source cannot. We model each trial to a data source as a uniformly random and independent
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event in which the data source is available with probability p and unavailable with proba-
bility 1 — p. We model in this section, the three evaluation models introduced previously:
classical, unconstrained and constrained.

The classical evaluation can be modeled as follows. When a query is issued to a classical
mediator, the mediator checks for ¢ trials whether all n data sources are available. It returns a
complete answer if all data sources are available during at least one trial. Figure 10 illustrates
four sources during three trials. Each trial is represented horizontally, as a concatenation of
n circles or crosses. Circles represent unavailable sources, and crosses available sources. On
the figure, the classical mediator returns a complete answer (represented as a straight line
between crosses) on the second trial: all data sources are available simultaneously.

We now express the probability that n sources are available simultaneously at least once
in t trials. The probability that n data sources are available during a trial is p™. The
probability that not all n data sources are available during a trial is 1 — p™. For ¢ trials, the
probability that not all n data sources are available during a trial is (1 — p™)®. For ¢ trials,
the probability that, in at least one trial, all data sources are available is

1-(1-p")f 1)

Equation 1 represents the availability of complete answers in a classical evaluation.

An unconstrained evaluation materializes data from all available data sources in case
some data sources are unavailable. When a query is issued, the mediator checks for ¢ trials
the availability of all n data sources and uploads the desired data from the newly available
data sources at each trial. After ¢ trials, a complete answer can be returned if data has been
uploaded from all n sources. A data source only needs to be available once to participate
in the complete answer. Figure 11 illustrates again four sources during three trials for the
unconstrained evaluation. On the figure, the unconstrained mediator returns a complete
answer (represented as a broken line between crosses) on the second trial: all data sources
have been available at least once in the previous trials.

We now express the probability that n sources are available at least once in ¢ trials. The
probability that a given source is never available in ¢ trials is (1 — p)® (since all trials are
independent, we can consider either the data sources or the trials first). The probability
that a given source is available at least once in ¢t trials is 1 — (1 — p)t. The probability that
all n sources are available at least once across ¢ trials is

1-1-p" (2)

Equation 2 is the availability of complete answers in an unconstrained evaluation. Note that
Equation 1 and Equation 2 are equal if p=0or p=1or ¢t =1 or n =1, as expected.

We have seen in Section 4.4 that the constrained optimizer identifies either one or several
shared component sub-queries. This decision impacts the availability of complete answers.
First, in case the constrained optimizer identifies one shared component sub-query, this
shared component sub-query involves m of the n data sources contacted to obtain the com-
plete answer. The shared component sub-query is materialized if the m data sources are
available simultaneously. Figure 12 illustrates a constrained evaluation processing a query
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on four data sources with a shared component sub-query concerning two data sources. On
the figure, the data sources involved in the shared component sub-query are both available
during the second trial. On the third trial, both remaining data sources are available simul-
taneously; the complete answer (represented as the combination of two straight lines) can
thus be returned.

When a query is issued to a constrained evaluation, the mediator checks for ¢ trials
the availability of all n data sources. If on the tgth trial, the shared component sub-query
can be materialized, then a complete answer is returned whenever, in the remaining trials
(including the current one, i.e. t —to + 1 trials), the other m — n data sources are available
simultaneously. The probability that m — n data sources are available simultaneously at
least once in t — tg + 1 trials derives directly from Equation 1. In case there is one shared
component sub-query involving m data sources, the probability of materializing this shared
component sub-query in exactly ¢y trials can also be derived from Equation 1: it is the
probability that all m data sources are available simultaneously at least once in ¢y trials
minus the probability that all m data sources are available simultaneously at least once in
to — 1 trials. These two probabilities can be multiplied and summed over all ¢, between 1
and t to obtain the probability that a constrained mediator returns at least one complete
answer in ¢ trials

i

D=1 =p™e) = (1= (1 —pm) ]k (1= (1 —prmm)i Tt 3)

to=1

Equation 5.1 is the availability of complete answers in case a constrained evaluation deals
with one shared component sub-query.

In case the constrained optimizer identifies several shared component sub-queries, there
are m shared component sub-queries involving one data source. All m shared component
sub-queries are materialized if the m data sources are available at least once. Once the
shared component sub-queries are materialized, the complete answer is returned whenever
the remaining m — n data sources are all available simultaneously. Figure 13 illustrates a
constrained mediator processing a query on four data sources with two shared component
sub-queries each concerning one data source. On the figures, the first shared component
sub-queries is available on the first trial, and the second is available on the second trial.
On the third trial, both remaining data sources are available simultaneously; the complete
answer (represented as the combination of a broken line and a straight line) can thus be
returned.

Again, when a query is issued to a constrained mediator, the mediator checks for ¢ trials
the availability of all n data sources. If on the tgth trial, all shared component sub-queries
can be materialized, then a complete answer is returned whenever, in the remaining trials
(including the current one, i.e. t — to + 1 trials), the other m — n data sources are available
simultaneously.

For Equation 5.1, the probability of materializing all shared component sub-queries in
exactly ¢ trials can be derived from Equation 2: it is the probability that m data sources are
available at least once in ¢, trials minus the probability that m data sources are available at
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least once in ty—1 trials. The probability of m—n data sources being available simultaneously
at least once in ¢t — ¢y + 1 trials has been described previously. These two probabilities can
be multiplied and summed over all t; between 1 and t to obtain the probability that a
constrained mediator returns at least one complete answer in ¢ trials.

t

DA =p)m = (1= (L =p) )" x (1 - (L —p ™)t (4)

to=1

Equation 5.1 is the availability of complete answers in case a constrained evaluation deals
with several shared component sub-queries, each involving one data source.

5.2 Simulation Environment

To study the performance of the algorithms producing partial answers, we have extended
an existing simulator [12, 10] that models a peer-to-peer database system. We briefly des-
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| Parameter | Value | Description |
NumSites 3 or 4 | number of data source servers
Mips 50 | CPU speed (10° instr/sec)
NumDisks 1 | number of disks per servers
DskPageSize | 4096 | size of a disk page (bytes)
NetBw 0.5 | network bandwidth (Mbit/sec)
NetPageSize | 4096 | size of a network page (bytes)
Compare 4 | instr. to apply a predicate
HashlInst 25 | instr. to hash a tuple
Mowe 2 | instr. to copy 4 bytes
memory 2048 | size of memory (disk pages)
time-out 10 | time-out for sources (sec)

Table 1: Simulation parameters and main settings.

cribe, here, the simulator and present the extensions we have implemented to simulate the
evaluation models identified in Section 3.

5.2.1 Servers

Table 1 shows the main parameters for configuring the simulator and the settings used for
this study. The mediator and the data sources are modeled as servers. A single mediator
is connected to NumdSites data sources. Each of the data source stores one base relation.
The data sources are unloaded. (Delays from data sources are considered in section 6.2.4.)
The mediator can materialize temporary results on disk. Each server is characterized by a
CPU whose speed is specified by the Mips parameter, NumDisks disks, and a main memory
buffer pool of size Memory. Servers are connected via a network which is characterized by
its bandwidth NetBw. The network is modeled as a FIFO queue. Although servers are
configured with memory, base and materialized relations are always read from a server’s
disks, i.e., there is no caching across queries and relations are accessed once per query.

The CPU is modeled as a FIFO queue and the simulator charges for all the functions
performed by query operators like hashing, comparing and moving tuples in memory. The
disk model includes costs for random and sequential physical accesses and also charges for
software operations implementing I/Os. The unit of disk I/0 is a page of size DskPageSize.
The unit of transfer between servers are pages of size NetpageSize. The network is modeled
simply as a FIFO queue with a specified bandwidth (NetBw); the details of a particular
technology are not modeled. The simulator also charges CPU instructions for networking
protocol operations.

In our experiments, pages are accessed from the data sources in a page-at-a-time ap-
proach, rather than a streaming approach. When an operator requests a data page, this
operator has to wait until the page is received before requesting the next one.
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We extended this simulator by introducing the evaluate algorithm with different mate-
rialization policies as described in Section 4. Materialization is performed as follows. When
a query tree is executed, an open call is issued on its root operator. When the open call
finishes, all nodes in the query tree are marked available or unavailable. If the root of the
execution tree is marked available, then the complete answer is produced by calling the
get-next method and the execution tree is closed. If the root of the execution tree is mar-
ked unavailable, then depending on the materialization policy, materialization operators are
included in the execution tree. Such operators call repeatedly get-next on their child ope-
rator and materialize locally the intermediate result which is produced. In the sense phase,
unavailable servers are modeled in a simple way. When a server representing a remote data
source is contacted, it is either available or unavailable. If the server is available, it responds
immediately. If the server is unavailable, mediator detects this fact after time-out seconds.
For all the experiments, we have set the value of the time-out to 10 seconds. We use this
value so that the behavior of the time-out can be clearly distinguished from other behavior
in the simulation. An actual system would use a shorter time-out. In the execution phase,
we assume that disk space is unlimited and that all intermediate results fit in memory and
can be materialized on disk.

5.2.2 Query Optimizer

In the simulation of all three evaluation models a cost-based optimizer is used. Although
the simulator implements hash join, where builds are done in parallel, we use a cost-based
optimizer whose objective function is total work. This makes sense because we consider a
slow network. The slow network essentially serializes the delivery of data from the data
sources. The results we report in Section 6 do not include the time required for running the
query optimizer, nor the time required for running the constrained optimization, nor the
answering queries using views algorithm. Incremental queries are not re-optimized — they
use the plan with the materialized results. This means that the incremental query results
are more conservative than an actual system.

5.2.3 Synthesized Workload

The synthesized workload consists of a 4-way join query (i.e. a conjunctive query) and its
associated parachute query.

Q: SELECT A.attl, B.attl, C.attl, D.attl
FROM A, B, C, D
WHERE A.att2 = B.att2 and B.att2 = C.att2 and C.att2 = D.att2;

PQ: SELECT A.attl, D.att1l

FROM A, D
WHERE A.att2 = D.att2;
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Base relations (A, B, C and D)) are stored on separate data sources. Each base relation
contains 10,000 tuples of 100 bytes each (i.e. 1IMB).

10000 tuples 10000 tuples
0.00005
A ——— B
0.08005
0.0001 0.00005
0.08005
0.00005
D————2~C
10000 tuples 10000 tuples

Figure 14: Query graph for query Q

Figure 14 shows the query graph for query Q. Each base relation is represented by its
name and is labeled with its cardinality. Each edge between two relations is labeled with
the selectivity of the corresponding join operation. This query graph is fully connected.
Selectivities are set so that A > D is the most expensive join. It produces a relation of the
same size as the base relations. All other selectivities are equals and inferior to the selectivity
of A > D.

The parachute query PQ belongs to the precipitate class. It is derived from Q by remo-
ving relations B and C.

This query and its associated parachute query were chosen mainly for simplicity reasons.
First, a 4-way join query and a 2-way join parachute query are sufficient to illustrate the
availability and performance characteristics of the three evaluation models we consider.
Second, considering base relations with similar sizes simplifies significantly the interpretation
of the experiments. A synthesized query is however limited, in the sense that it does not
represent realistic join graphs, cardinalities or selectivities. We use a modified TPC-D query
to overcome this limitation.

5.2.4 TPC-D Workload

We use the query and the parachute query presented in the introduction as the workload. In
our experiment, each base relation is located on a separate data source. Select and Project
operations are executed at the data sources and the mediator receives only the selected
tuples.

The query is a 5-way join query, with selections on the PART and REGION relations.
Figure 15 shows the query graph. Each relation is represented using the first letters of
its name. The cardinality of a relation with the associated tuple size are listed below its
abbreviated name. An edge between two relations indicates a join predicate between those
relations in the query; the edge is labeled with the corresponding selectivity. Selection
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0.000067 0.2

@ 0000005 o 00001 o 004 02 E

200000 tuples 800000 tuples 10000 tuples 25 tuples 5 tuples
164 bytes 219 bytes 197 bytes 185 bytes 181 bytes

Figure 15: Query graph for query Q

predicates are indicated by boxes containing the relation on which they are applied and the
selectivity of the predicate is presented above the selection box.

The simulations use the parachute query given in the introduction. It belongs to the
precipitate class and it is derived from the query by removing relations NATION and REGION.

6 Results

In this section, we study the influence of the optimization algorithms and of the materiali-
zation policies used in the evaluate algorithm on the availability of complete answers and
response time.

6.1 Awvailability of Complete Answers

We use the analytical model of Section 5 to compare the availability of complete answers
in the different evaluation models for the TPC-D Workload. This workload is characterized
by a query which involves five data sources, and a parachute query which involves three of
these data sources. Moreover, in the constrained evaluation, an execution plan containing
one shared component sub-query is chosen by the constrained optimizer.

Figure 16 plots the probability of obtaining at least one complete answer in two trials
as a function of source availability. The curve for the constrained evaluation is contained
between the curve for the unconstrained evaluation (upper bound) and the curve for the
classical evaluation (lower bound). The event of a classical evaluation returning a complete
answer in t trials is included in the event of a constrained evaluation returning a complete
answer in t trials which is itself contained in the event of an unconstrained returning a
complete answer in ¢ trials.

In Figure 16, the unconstrained evaluation shows much better availability than the other
two evaluation models: for a source availability of 0.9, the probability of obtaining an answer
is 0.96 in the unconstrained evaluation, 0.89 in the constrained evaluation and 0.83 in the
classical evaluation. The more data sources provide data which are materialized at each
trial, the higher the availability of complete answer. As data is never materialized in the
classical evaluation, it has the lowest availability of complete answers. In the constrained
evaluation, data is only materialized if the three sources involved in the shared component
sub-query are available. As a consequence the curve for the constrained evaluation is close
to the curve for the classical evaluation. In the unconstrained evaluation, as much data as
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possible is materialized at each trial. The probability of obtaining a complete answer is thus
much higher in this evaluation model.

Figure 17 shows the number of trials that are required to get at least one complete answer
with a probability of 0.9 as a function of source availability. When the source availability is
low, say 0.6, the number of trials required to obtain a complete answer in the unconstrained
evaluation is still reasonable, almost 4 trials, while it is 7 trials in the constrained evaluation
and 16 trials in the classical evaluation.

6.2 2 Trial Experiment - Synthesized Workload

We use the simulator with the synthesized workload to examine the influence of the optimi-
zation algorithm and of different materialization policies on response time.

6.2.1 Classical Evaluation

We consider the following settings for unavailable sources: in a first trial some sources
are unavailable (we examine all combinations of unavailable sources), in a second trial all
sources are available. This corresponds to the following sequence of interactions between the
application program and the mediator: ¢, fa,pg, pqa, q, a, where ¢ is the query Q presented in
Section 5.2.3, fa is the first answer returned by the mediator (an error), pq is the parachute
query PQ, pqa is the corresponding parachute answer, a is the answer to query Q which is
provided computed in the second trial because all sources are available (we call it incremental
answer for homogeneity with the other evaluation models). Note that in case no source is
unavailable, the sequence of interaction is then ¢, a: the first answer returned by the mediator
is the complete answer.

When query Q is submitted to the system, it is optimized. The optimizer is cost based;
its objective function is to minimize total work. We obtain the execution plan presented in
Figure 18. In case some sources are unavailable, an error is returned and parachute query
PQ is asked. The parachute query is optimized, its execution plan is A 1 D. We assume
that the configuration of sources remains the same between the execution of Q and PQ. The
mediator returns either the parachute answer or an error. Finally, all data sources are turned
on. Query Q is re-submitted to the mediator and the complete answer can be computed.

We run the sequence of queries described above for each possible configuration of sources
in the first trial. We measure the time to first answer, the time to parachute answer and
the time to complete answer.

Figure 19 shows the results for the synthesized workload with a classical system. The x-
axis indicates the configuration of available sources in the first trial and the y-axis indicates
the query response time (in seconds).

In case all data sources are available in the first trial (ABCD), the first answer, which is
the complete answer, is obtained in 68.5 seconds.

The time to first answer and the time to incremental answer are identical in all confi-
gurations of sources where some sources are unavailable. The time to first answer is 10
seconds. It corresponds to the time-out value in the simulator: as soon as a data source is
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Figure 18: Execution plan for the synthesized query produced by a cost based optimizer
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Figure 19: Synthesized Workload on a Classical System

recognized unavailable an error is returned. It always takes time-out seconds to recognize
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that a source is unavailable. The time to incremental answer is 68.5 seconds. It is equals to
the time to first answer in case all sources are available. No relations are materialized in the
constrained evaluation, as a result there is no incremental query (Q is simply re-submitted)
and no work is saved between consecutive executions.

A parachute answer is obtained for configurations AD, ACD and ABD (whenever A and
D are available — these configurations are indicated with a star on the x-axis). This is a
consequence of our assumptions that the configuration of sources remains the same between
the first trial and the execution of the parachute query. In this case, the time to parachute
answer is 34.5 seconds. It is the time to access relations A and D and perform the join. In
all other cases, the time to parachute answer is 10 seconds. It is here also the value of the
time-out necessary to recognize that one of the relations involved in the parachute query is
unavailable.

6.2.2 TUnconstrained Evaluation

We use the same sequence of interactions with the unconstrained evaluation that we used
with the classical evaluation: q, fa, pq, pqa, i, a. Here however, fa the first answer returned
by the mediator is a partial answer in case some sources are unavailable and we do not
re-submit the original query Q (see Section 5.2.3) but the incremental query i based on the
mediator state.

The execution plans chosen by the optimizer for Q and PQ are the same as in the classical
evaluation (see Figure 18).

The materialization policy we have chosen to illustrate the unconstrained evaluation is
the materialize mazimal available sub-query policy (see section 4). When evaluating a query
tree, the evaluate algorithm first marks all available nodes and in a second pass materializes
the maximal available subtrees into temporary relations. We assume here that disk space is
unlimited.

Figure 20 shows the results for the synthesized workload with an unconstrained system.

In case all sources are available (ABCD), the first answer is the complete answer. It is
obtained in 68.5 seconds. In this case no parachute query or parachute query are submitted.

Because all relations have the same size, the more relations are available in the first trial,
the higher the time to first answer and the lower the time to incremental answer. The more
relations are available in the first trial, the more work can be done with available sources
and the longer it takes to generate the partial answer. Besides, the more data have been
materialized in the mediator state, the less work needs to be done for the incremental query.

In case no data source is available (configuration none), nothing is materialized in the
mediator state. The time to partial answer is the time it takes to recognizes that a data
source is unavailable: 10 seconds, i.e. the time-out value. The incremental query is here
identical to the original query Q and the time to incremental answer is also identical to the
time to compete answer in configuration ABCD, i.e., 68.5 seconds.

In case one data source is available, the time to first answer is 29.8 seconds. This time
corresponds to the time it takes to recognize a data source is unavailable plus the time to
access and materialize the available relation. In those cases, the time to incremental answer
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Figure 20: Synthesized Workload on an Unconstrained System

is 51.4 seconds. This is the time to access the three sources that were unavailable in the first
trial, reading the materialized relation and performing the join operations. These times are
equal for all configurations where one data source is available because all relations have the
same size.

In case CD, BD, BC, AD and AC are available, the time to first answer is 49.5 seconds.
This is the time it takes to recognize a data source is unavailable plus the time it takes to
access and materialize the two available relations. In these cases, the time to incremental
answer is 34.7 seconds. This is the time it takes to access the two data sources that were
unavailable in the first trial, read the materialized relations and perform the join operations.
Here, the time to incremental answer is lower than the time to first answer. This is because
the time-out penalty and the cost of writing to the materialized relations are not paid when
answering the incremental query. Besides, the time to first answer is higher in theses cases
than it is in the configurations where only one data source is available. This is because more
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work is done when generating the partial answer (two relations are accessed and materialized
instead of one and all relations have the same size). The time to incremental answer is lower
in these cases than it is in the cases where one data source is available. This is because
the price of contacting one more data source is higher than the price of reading one more
materialized relation. In case AB are available, the time to first answer is 45.8 seconds.
This is the time it takes to recognize a data source is unavailable plus the time it takes to
access relations A and B, perform the join and materialize the result. This time is slightly
inferior to the time to first answer in the other cases where two data sources are available
because it is cheaper to materialize the relation produced by A > B, which is half the size of
a base relation and perform the join, than it is to materialize two base relations. The hash
join operator introduces parallelism between the accesses to both relations. This parallelism
is however not very sensitive because of the low network bandwidth. In case A and B are
available, the time to incremental answer is 34.5 seconds.

In case data sources BCD and ACD are available, the time to first answer is 69.2 seconds,
i.e. it is slightly higher than the time to complete answer 68.5 seconds (case where ABCD
are available). In cases ABC and ABD are available, a join is performed (respectively A < B
and A < B < C) and the time to first answer, respectively 65.6 and 62.6 seconds, is thus
inferior to the time obtained in cases where no joins are performed. As we have seen before,
the joins reduce the size of the relations to be materialized. In all these cases, the time to
incremental answer is inferior to 20 seconds.

Parachute answers are provided in the configurations AD and ACD (marked with a
star on the x-axis). In all other cases, the algorithm for the evaluation of parachute queries,
based on answering queries using views detects that the parachute query cannot be evaluated
given the current mediator state. In those cases the time to parachute answer is null. The
time to parachute answer is 1.5 seconds in both configurations where a parachute answer
is provided. In those cases, the parachute query evaluation algorithm has recognized that
relations A and D where available in the mediator state and that they have to be joined
in order to compute the parachute answer.1.5 seconds is the time required to read, locally,
the materialized relations A and D and to perform the join between them. In configuration
ABD, A and D are available. However, the parachute answer cannot be computed. This is
because with the mazimal available sub-query materialization policy, in this case, A < B is
performed and the parachute query PQ involving A and D can not be evaluated.

6.2.3 Constrained Evaluation

In the constrained evaluation, Q and PQ are submitted together. The sequence of interac-
tions between the application program and the mediator is now: (g, p), (pa, @), i, a, where ¢
and p are the synthesized query and its associated parachute query, fa is the partial answer,
« is the parachute answer, i is the incremental query and a is the incremental answer.
When Q and PQ are submitted, the constrained optimization algorithm is applied. The
least general shared sub-query which is identified is a(X1, X2), d(X4, X2). The two possible
groups of shared component sub-queries are, on the one hand, scsq1(X1, X2, X3) :- a(X1,
X2), d(X4, X2), and on the other hand, scsq2(X1, X2) :- a(X1, X2). and scsq3(X1, X2) :-
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Figure 21: Execution plan for the synthesized query produced by the constrained optimiza-
tion algorithm

d(X1, X2).. After these queries and the corresponding remaining queries are optimized and
their costs added, the execution plan chosen for QQ uses the shared component sub-query
scsql. Figure 21 presents this execution plan.

The materialization policy we have chosen to illustrate the constrained evaluation is the
materialize shared component sub-query policy (see section 4). When evaluating a query
tree, the evaluate algorithm first marks all available nodes and in a second pass, materializes
the shared component sub-query if it is available. If one of the relations involved in the
shared component sub-query is unavailable, then the shared component sub-query is not
materialized. Again, we assume here that disk space is unlimited.

Figure 22 shows the results for the synthesized workload with a constrained system.

In case all sources are available (ABCD), the first answer, which is the complete answer
is obtained in 68.5 seconds. The execution plan chosen by the constrained optimization al-
gorithm is here almost as efficient as the query plan chosen in the unconstrained or classical
evaluations. The objective function of the constrained optimization algorithm is to minimize
total work for computing and materializing the shared component sub-query and returning
the complete answer. The objective function of the optimizer in the other evaluation models
is to minimize total work for producing the complete answer. As a result, with other para-
chute queries, selectivities and cardinalities, the execution plans chosen by the constrained
algorithm could much more inefficient than it is in our experiment.

In cases where A and D are available, the shared component sub-query is materialized
and the parachute answer can be computed. In those cases, time to first answer is 47 seconds.
It is the time to recognize a source is unavailable plus the time to access the relations A
and D, perform the join and materialized the produced relation. Time to parachute answer
is 0,8 seconds. It is the time to read the relation materializing A >x D. The time to
incremental answer is 35.4 seconds. It is the time to access the two relations that have not
been materialized during the first trial, and compute the complete answer.

All other cases are similar to the classical evaluation. The time to first answer is 10
seconds, the value of the time-out. The time to incremental answer is 69.3 seconds, i.e.
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Figure 22: Synthesized Workload on a Constrained System

the time to complete answer in case all data sources are available. Here also no parachute
answers are obtained. However, the time to parachute answer is null because the parachute
query evaluation algorithm recognizes that PQ cannot be evaluated given the mediator state.

6.2.4 Influence of Delays

The previous graphs show response time in a sequence of two trials. We assume that when
the incremental query is re-submitted all data sources are available. The time it takes for
all sources to be available again is off course variable.

In this experiment, we still consider that the complete answer is obtained in two trials.
We further assume that the incremental answer is submitted as soon as all data sources are
available. In a first trial, source A is unavailable. Source A becomes available after a variable
delay. The incremental answer is submitted as soon as the delay during which source A is
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unavailable is terminated. This simulates a system where the application program is notified
that a given source becomes available after a period during which it was unavailable.

Figure 23 shows the time to complete answer (composed of the time to first answer, a
delay and the time to incremental answer) in case source A is unavailable for a variable
delay in an unconstrained evaluation.

The time to complete answer is dominated by the delay, which varies here between 0
and 4000 seconds. The time to first answer and time to incremental answer are the same as
they were in Figure 20 for the case where A is unavailable in the first trial (case BCD).

6.3 2 Trial Experiment - TPC-D Workload

We use the simulator with the TPC-D workload to examine the influence of the optimization
algorithm and of different materialization policies on response time using a realistic work-
load. Our experiment is based on enumerating all possible configurations of available and
unavailable sources. For each configuration ¢, we use a sequence of interaction which sub-
mits the query, then the parachute query, and finally the incremental query. This sequence
is achieved by (i) setting sources to be available or unavailable according to ¢, (ii) issuing
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Figure 24: Execution plan for the query in the Three Evaluation Models.

the query, waiting for notification, issuing the parachute query, waiting for the parachute
answer, (iil) changing all unavailable sources to available sources after the parachute answer
is returned, and (iv) issuing the incremental query and waiting for the complete answer.
Thus, the mediator attempts twice to answer the query and once to answer the parachute
query. In the case that all sources are available, we use the sequence of interaction g, a.

To measure our experiments, we introduce several metrics. The time to first answer
is the time between ¢ and n, i.e., the time to execute the evaluate algorithm. The time
to incremental answer is the time between ¢ and a, i.e., the time to execute the evaluate
algorithm on the incremental query. The time to parachute answer is the time between p
and a, i.e., the time to execute the extract algorithm.

6.3.1 Classical Evaluation

The sequence of interaction for the classical evaluation experiment is ¢, n, p, &, ¢,a. When the
query is submitted to the classical evaluation, it is optimized. Figure 24 shows the execution
plan which is chosen.” When the parachute query is submitted, it is also optimized — its
execution plan is (P <1 PS) b §. The classical evaluation does not materialize relations.
Thus, unless all sources are available, the time taken by the evaluate algorithm is essentially
equal to the sense phase of this algorithm.

Figure 25 shows the results for the TPC-D workload with a classical evaluation for each
possible configuration of sources in the first trial. The x-axis indicates the configuration of
available sources in the first trial and the y-axis indicates the query response time (on a
logarithmic scale between 0.1 and 1000 seconds). In case all sources are available (P-PS-

"We have also experimented with an optimizer whose objective function is to minimize response time.
The execution plan chosen by this optimizer is a right linear tree, where the build phase of each hash join
operator is performed in parallel. In our experiment, however, network bandwidth is low. As a result, the
parallelism that appears in right linear trees cannot be exploited because the network serializes data access.
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S-R-N), the query runs to completion and the first answer is the complete answer. The
parachute query is not submitted. The time to first answer is 597.2 seconds.

The time to incremental answer is identical in all configurations where some sources are
unavailable and it is equal to the time to complete answer, i.e. 597.2 seconds. Since no
relations are materialized in the classical evaluation, the incremental query is identical to
the query and thus no work is saved between consecutive executions.

The time to first answer is identical, 10 seconds, in all configurations where some sources
are unavailable. It corresponds to the time-out value in the simulator required to recognize
a data source is unavailable. Since data sources are contacted in parallel, all time-outs are
overlapped with each other. Note that this measurement is liberal since many mediator
systems do not contact sources in parallel.

A parachute query is submitted in all configurations, except one where the complete
answer is immediately returned. In the case that a parachute answer cannot be obtained,
we report the time to parachute answer as the notification of this event. This time is equal
to the time to first answer since exactly the same mechanism is used. A parachute answer is
obtained for the three configurations where P, PS and S are available (these configurations
are marked with a star on the x-axis). These answers are obtained because configuration of
sources remains the same between the first trial and the execution of the parachute query.
In these cases, the time to parachute answer is 597 seconds — slightly less than the time
to complete answer because the tiny relations R and N do not participate in the parachute

query.

6.3.2 TUnconstrained Evaluation

We use the same sequence of interactions with the unconstrained evaluation that we used
with the classical evaluation: ¢, n, p, a,4,a. The execution plans chosen by the optimizer for
q and p are the same as in the classical evaluation (see Figure 24). However, the notification
n returned by the mediator is a partial answer in case some sources are unavailable. Thus,
the incremental query ¢ is based on the mediator state. In particular ¢ depends on the
materialization policy.

For these simulations, the unconstrained evaluation uses the mazimal available sub-query
policy (see Section 4). When evaluating a query tree, the evaluate algorithm first marks
all available nodes and in a second pass materializes the maximal available subtrees into
temporary relations.

Figure 26 shows the results for the TPC-D workload with an unconstrained evaluation.
In case all sources are available, the first answer is the complete answer, obtained in 597.2
seconds. The unconstrained evaluation operates in the same way as the classical evaluation
for this case.

The time to first answer is dominated by the access to relation PS, which takes approxi-
mately 540 seconds. In cases where relation PS is unavailable in the first trial, the time to
first answer is low (just above the time-out boundary of 10 seconds). In case relation PS is
available in the first trial, the time to first answer is high (above 540 seconds). This time
is even higher than the time to compute the complete answer in configurations PS, PS-R,
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PS-N, PS-S, PS-N-R, PS-S-R, PS-S-N, PS-S-N-R. In these cases, the time to first answer is
the sum of the time-out required to recognize a source is unavailable, the time to access PS
and other relations, plus the time to materialize PS and the other relations (PS is not joined
in these configurations). In configuration PS for instance, the time to first answer is 622.3
seconds. It is approximately the sum of 10 seconds delay, 540 seconds to access PS and 70
seconds to materialize this relation (7800 pages). In cases where PS and P are available
together in the first trial, the join P < PS can be performed with the mazimal sub-query
materialization policy that we have chosen. As a result relation PS is reduced and the time
it takes to perform the join and materialize the result is lower than the time to materialize
relation PS.

For the time to incremental answer, generally it holds an inverse relationship with the
time to first answer. The materialization work done during the time to first answer makes
the incremental answer cheaper to evaluate. The size of this inverse relationship depends on
exactly how much work can be accomplished via joins and how many intermediate results
must be materialized.

Parachute answers are provided in the configurations PS-P-S, PS-P-S-N and PS-P-S-R
(these configurations are marked with a star on the x-axis). In all other cases, the algorithm
for the evaluation of parachute queries, based on answering queries using views detects
that the parachute query cannot be evaluated given the current mediator state. In those
cases the time to parachute answer is reported as zero. The time to parachute answer is
approximatively 0.09 seconds in all configurations where a parachute answer is provided. In
those cases, the parachute query evaluation algorithm has recognized that (P 1 PS) 1 S
has been materialized. This time to parachute answer is thus the time to read a local relation
of 30 pages. This time is very fast compared to the classical evaluation which must evaluate
the parachute query from scratch.

6.3.3 Constrained Evaluation

The sequence of interactions for the constrained evaluation is: (g, p),n,r, a, «, (4, p), a since
queries and parachute queries are issued together in this evaluation model. The symbol r
represents the request for the parachute answer. In terms of timing, this request functions
in a manner similar to the parachute query submission of the other two evaluation models.
In our simulations, the time between notification and the request for the parachute answer
is zero.

When (g, p) is submitted, the constrained optimization algorithm is applied. After the
SCSQ and the corresponding remaining queries are optimized and their costs added, the
execution plan chosen for the parachute query uses group containing the shared component
sub-query. Surprisingly, the same execution plan as the classical and unconstrained eva-
luation results from this optimization. This coincidence occurs because (i) the parachute
query is contained in the query and (ii) the unconstrained optimizer joins exactly the three
relations in the parachute query and in the same way as the constrained optimizer.

The materialization policy we have chosen to illustrate the constrained evaluation is the
shared component sub-query policy (cf. Section 4). When evaluating a query tree, the eva-
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Figure 27: TPC-D Workload — Constrained Evaluation

luate algorithm first marks all available nodes in the sense phase and then in the execution,
materializes the shared component sub-query if it is available. If one of the relations involved
in the shared component sub-query is unavailable, then the shared component sub-query is
not materialized.

Figure 27 shows the results for the TPC-D workload with a constrained evaluation. In the
configuration where all sources are available in the first trial (P-PS-S-N-R), the first answer,
which is the complete answer is obtained in 597.2 seconds, as in both previous evaluation
models (the execution plans being the same). This situation is actually rare — typically
the constrained optimizer does not generate the same execution plan as the unconstrained
optimizer.

In configurations PS-P-S, PS-P-S-R and PS-P-S-N, the shared component sub-query can
be materialized (it involves relations P, PS and S). As a consequence, the time to first answer
is the time it takes to recognize a data source is unavailable plus the time to process and
materialize the shared component sub-query. This time to first answer is 600.7 seconds. In
these cases, a parachute answer can be obtained. The time to parachute answer is again the
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time it takes to read a local relation of 30 pages, i.e. 0.09 second. The time to incremental
answer is the time to access the remaining relations (either R, N or R and N). This time is
0.12 second.

In all other configurations, the shared component sub-query cannot be materialized,
because one of the relations it involves is unavailable. In these cases, nothing is materialized.
The time to first answer is thus the time-out value. As a consequence the incremental query
which is constructed is identical to the original query. The time to incremental answer is
thus similar to the time to complete answer. In these cases, the parachute query evaluation
algorithm recognizes that the parachute query cannot be answered using the mediator state.
We report the time to parachute answer in this case as zero.

6.4 Awvailability of Parachute Answers

In this section, we study the influence of the optimizer and of the materialization policies
on the availability of parachute answers. The availability of a parachute answer is the
probability that a parachute answer can be evaluated using the mediator state.

For this experiment, we consider all possible configurations of sources for a given query:
for each optimizer and materialization policy, we count the number of configurations where
the associated parachute query can be evaluated. The availability of parachute answers is
then computed as the number of configurations of sources where the parachute query can
be answered divided by the total number of configurations of sources. We slightly modify
the workload presented in Section 5.2.3. We still use the query and the parachute query
described there, and we introduce a new factor: relations may be co-located. Relations A,
B, C and D are not necessarily located on different sites, they may be co-located on a same
data source. In our experiment, relations A and B may be co-located or not.

In the case all relations are on separate sites, the plans produced by the unconstrai-
ned optimizer and the constrained optimizer have been presented in Section 6.2. Figure 18
presents the execution plan generated by the unconstrained optimizer and Figure 21 pre-
sents the execution plan generated by the constrained optimizer. The constrained optimizer
identifies A and D as the shared component sub-queries.

In the case A and B are co-located, the unconstrained and constrained optimizer produce
different execution plans. Figure 28 presents the execution plan produced by the uncons-
trained optimizer. This is the cheapest execution plan where the join A < B is pushed to
data source 1. Figure 29 presents the execution plan produced by the constrained optimizer.
A and D are again the shared component sub-queries, the join A < B is thus not pushed to
data source 1.

The first row in Table 30 presents the availability of parachute answers in case all relations
are on separate data sources for an unconstrained optimizer. There are four data sources
and thus 16 different configurations of sources. One of these configurations corresponds to
the case where A, B, C and D are available. In this case the complete answer is produced and
no parachute query is asked. There are thus 15 configurations of sources where a parachute
query can be asked. As a result, the probability of a parachute answer is the number of
configurations in which a parachute query can be evaluated divided by 15. In the case of
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Mediator Site

Data Source 2

Data Source 1

Figure 28: Execution plan for the synthesized
query produced by the unconstrained optimi-
zer in case relations A and B are co-located

Mediator Site

Data Source 3

Data Source 2

Data Source 1

Figure 29: Execution plan for the synthesi-
zed query produced by the constrained op-
timizer (A and D are the shared component
sub-queries) in case relations A and B are co-
located

Materialization Policy
nothing | leaves | max | scsq
unconstrained X 3/15 | 2/15 | n.a.
constrained X 3/15 | 2/15 | 3/15

Figure 30: Probability of Parachute Answers in the case all Relations are on Located on

Separate Data Sources
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Materialization Policy

nothing | leaves | max | scsq
unconstrained X 0/7 | 0/7 | n.a.
constrained X 1/7 | 0/7 | 1/7

Figure 31: Probability of Parachute Answers in the case Relations A and B are co-located

the materialize nothing policy, the parachute query cannot be evaluated using the mediator
state. We consider, in this case, that the parachute query is evaluated using remote data
sources. The number of parachute queries that can be evaluated depends on the availability
of the sources when these query are asked; we therefore cannot compute the probability of
parachute answer 8. In the case of the materialize leaves policy, the relations A and D are
materialized on the mediator site in all configurations of sources where both are available:
data sources 1 and 4 are available, data sources 1, 2 and 4 are available and data sources 1, 3
and 4 are available. The number of configurations where a parachute query can be evaluated
is thus three in the case of a materialize leaves policy. The case of the materialize maximal
available sub-query policy is a bit different. In the configuration where data sources 1, 2
and 4 are available, the maximal available sub-query is ((A > B) < D). This sub-query is
evaluated and materialized. As a result, the parachute query (A < D) cannot be evaluated.
In the other two configurations of sources where A and D are available, the parachute query
can be evaluated. The probability of parachute answer is thus 2/15 for the materialize
maximal available sub-query policy. The materialize shared component sub-query is not
applicable (n.a. in the table) with an unconstrained optimizer. The second row of this
table presents the availability of parachute answers in case all relations are on separate
data sources for a constrained optimizer. The execution plans produced by the constrained
optimizer is presented in Figure 21). This execution plan is different than the one produced
by the classical and unconstrained optimizer: (A b D) is present in the execution plan.
The materialize shared component sub-query policy is specific to the constrained optimizer.
In this case relations A and D are materialized in all configurations of sources where they
are available. The availability of parachute answer is thus 3/15 for the materialize shared
component sub-query policy. When considering the materialize leaves policy, the shape of
the execution plan is irrelevant; as a result the availability of parachute answer is 3/15,
as in the unconstrained case 3/15. When considering the materialize maximal available
sub-tree policy, the parachute answer can be produced when A, D and B are available, or
when only A and D are available. However, when A, D and C are available (4 > D) <1 C
is materialized and as a result the parachute query (A < D) cannot be answered. The
availability of parachute answers is 2/15 for the materialize maximal available subtree policy,
as in the unconstrained case. Whatever the shape of the execution plan, there is a risk of
materializing too much data with the materialize maximal available subtree policy.

8note that we assume in the simulation experiment the same configuration of sources for the execution
of the query and the parachute query.
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Table 31 presents the availability of parachute answers in case relations A and B are
co-located. There are now three data sources and thus 8 different configurations of sources.
As discussed before, there are 7 configurations where parachute queries are asked. The first
row in this table, presents the results obtained with the execution plan produced by the
unconstrained optimizer (see figure 28). Here, both applicable materialization policies do
not allow to evaluate any parachute query. In all configurations of available data sources, the
sub-query (A > B) is a leave pushed on data source 1. Therefore relation A alone cannot be
materialized on the mediator site, and the parachute query (A > D) can never be evaluated.
The second row in this table, presents the results obtained with the execution plan produced
by the constrained optimizer (see figure 29). A and D are identified as shared component
sub-queries. They are thus leaves in the execution plan, and they can be materialized.
Relations A and D are both available in only one configuration: data sources 1 and 3 are
available. The materialize leaves policy and the materialize shared component sub-queries
allow to materialize A and D in these cases and thus the parachute query can be answered.
In the case of the maerialize maximal available sub-query policy, when A is available, then
B is also available and the sub-query (A > B) is computed and materialized; A alone is
never materialized. The parachute query is, in this case, never answered.

6.5 Discussion

Complete Answers The classical evaluation always pays the least amount in terms of query
processing. This results from the use of the sense phase of the evaluate algorithm. Without
the sense phase, the classical evaluation would perform wvery poorly since it would start
query processing before knowing which data sources were available. Any work accomplished
would be thrown away if the complete answer was not produced. We have chosen not to
study this obvious case. Contrasting this evaluation model with the other two in terms of
the probability of receiving a complete answer, we note again that the classical evaluation
performs poorly by this metric. Thus, to achieve better availability of the complete answer,
a performance price must be paid.

In contrasting the unconstrained evaluation to the constrained evaluation, we note that
the performance cost is generally higher. This cost is due to the arbitrary materialization of
all data that arrives from data sources. However, this evaluation model has better chance
of returning a complete answer earlier.

In terms of complete answers, the constrained evaluation operates in a range between
the two other evaluation models. The time to a complete answer is generally higher than
in the classical case. It may be lower than the unconstrained case in some situations due
to avoiding unnecessary materializations, however it may be higher due to the fact that
the parachute queries distort the query execution plan (see Section 6.2. The probability of
returning a complete answer is in-between the other two evaluation models.

Parachute queries The probability of receiving the answer to a parachute query follows
similar curves as those shown in Figures 16. However, for parachute queries the constrai-
ned evaluation has a distinct advantage. First, it will materialize exactly the information
needed to answer the parachute queries (see Section 6.4). No additional materializations

INRIA



47

will be done. Second, it will insure that the execution plan contains the correct joins for
the parachute queries. In contrast, the best competing alternative to this solution is the
unconstrained evaluation with a materialize leaves policy.

7 Related Work

Replication An alternative to parachute queries in dealing with unavailable data sources
is their replication. Replication can increase the availability of all data sources to the point
that queries almost always execute. Replication suffers from economic disadvantages — first,
the hardware for each data source must be replicated at a different physical site (to avoid
communication failures) and second the software has higher cost because replication impacts
the complexity of software. Replication also (usually) impacts update performance. In
addition, in an environment with autonomous data sources, replication may not be possible
simply because the data source forbids it. In any case, note that parachute queries are
completely compatible with replication — in the case that a data source is replicated, the
probability that it will be unavailable is simply smaller.

The generation of parachute queries, that we have presented above, can be classified as
a cooperative answering technique; it can be compared to existing cooperative answering
techniques such as approximations and query relaxation.

Cooperative Answering Systems References [13] and [20] survey cooperative answering
systems. These systems emphasize the interaction between the application program and the
database system; they extend the basic scheme where the application program asks a precise
query that the database system answers. [20] identifies two classes of cooperative answering
techniques. The first class of techniques aims at assisting users in the formulation of precise
queries. The second class of techniques aims at providing meaningful answers in presence of
incomplete or empty results.

Parachute queries can be considered as a technique that aim at providing meaningful
answers in presence of incomplete or empty results; parachute queries allow the application
program to retrieve relevant data in case some tables involved in the original query are
unavailable. We can compare parachute queries with two existing techniques whose goals
are comparable: approximation and query relaxation.

Approximations have been notably developed in [7], [19], [21] and [25]. In case a precise
answer to a query cannot be computed, the database system may return an answer composed
of a lower approximation whose objects belong with certainty to the precise answer, and of
an upper approximation whose objects may belong to the precise answer. Such a pair of
approximation is called a sandwich.

Reference [7] describes the Hoare (C°) and Smyth (C*) orderings: the lower approxima-
tion is inferior to the precise answer in the Hoare ordering, and the upper approximation
is inferior to the precise answer in the Smyth ordering. [7] introduces an ordering on sand-
wiches: (U,L) C (U',L') = U C" U’ and L C* 1. Any relational query can be encoded as
a set of rules; these rules can then be used to infer a sandwich approximation of the answer
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starting from sandwich approximations of the base tables. The sandwich approximation of
the answer is guaranteed to be a unique minimal model.®

Reference [21] studies the problem of unavailable data sources in a multi-database system:
Multiplex. This system uses the notions of subview and superview to define the approximate
answer which is returned in case a data source is unavailable. A view V1 is a subview of
a view V2 if it is obtained as a combination of selections and projections of V2; V2 is
then a superview of V1. These notions are close to the relations we have used to define the
precipitate class. V1 is a subview of V2 is equivalent to V1 is a generalized subset of V2. The
notions of superviews and generalized superset are however not equivalent. If we consider
the TPC-D example from the introduction, with the data sources containing NATION and
REGION which are unavailable. If we consider that materialized views are not reused
between the processing of consecutive queries and can only be obtained by materialzing
data from the available data sources, then there is no subview or superview defined for the
original query. The approximation that would be returned by Multiplex in this case is thus
trivial.

Reference [25] describes a system, called APPROXIMATE, that implements a system
dealing with sandwich approximations. The sandwich approximations in APPROXIMATE
are simpler than in [7] for two reasons. First, the lower and upper approximations are
ensured to have a similar schema, and second, there are no null values appearing in the
approximations. With these simplifications the Hoare and Smyth orderings are not needed,
the subset and superset relationships can be used. APPROXIMATE implements a special
kind of data model and query processor which ensures that the approximate answer im-
proves when the approximations of the base relations improve. APPROXIMATE is used for
applications where the approximation of the base relations can be refined over time. An as-
sumption of the system is thus that a superset of each base relation can always be obtained.
This requires that the system manipulates semantic information about base relations.

Approximations are well suited when relations contain null values or when independent
relations are combined, however they are not well suited when relations are unavailable.
Both available and unavailable relations are represented by trivial approximations. The
sandwich approximation for an unavailable relation, i.e.a relation whose schema is known
but whose contents may be arbitrary, is a pair composed of the minimal elements of the
Smyth and Hoare orderings: (L,#), where L represents a tuple of the unavailable relation
filled with null values. On the contrary, the sandwich approximation for an available relation
R is (R,R). The sandwich answer to a parachute query is also a trivial sandwich where either
the lower or the upper approximation is an approximation of the form (L, S), or (S, ().

We have used the framework underlying approximations. We have however opted for a
different representation where instead of providing an approximate answer to the original
query of the form (L, S), or (S, ), we generate a parachute query whose precise answer is
S, S being a generalized subset or superset of the answer to the original query.

Query relaxation has been implemented in the CoBase system [9]. A precise query is
asked, if the answer to this query is empty, then the query is modified, i.e.one or several

91 don’t understand this semantic point, but I guess it is important.
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conditions are removed or modified, in order to be more general. The query is modified
until the answer that the database system returns is not empty. In Cobase, query relaxa-
tion is based on a dynamically constructed type abstraction hierarchy. Each base table is
partitioned into a set of first level abstractions. A hierarchy that groups these abstractions
can then be built, where the higher levels of the hierarchy provide a more abstract data
representation than the lower. Such type abstraction hierarchies are comparable to the di-
mension hierarchies in the OLAP models. The operations on the type abstraction hierarchy
are generalization (moving up the hierarchy, i.e.roll-up), or specialization (moving down the
hierarchy, i.e.drill-down).

Queries to the Cobase system are expressed in a modified version of SQL. This query
language provides, first, additional operators for the WHERE clause that allow to express
the notion of proximity using the type abstraction hierarchy, i.e.instead of specifying a value
it is possible to specify a range where this value can occur. Second, a WITH clause has been
added that allow to control the query relaxation mechanism, i.e.it is possible to indicate that
query relaxation should not be performed on some attributes, or to order the attributes on
which relaxation can be performed.

Here is an example of query relaxation in Cobase. Let us consider an airport table that
associates the location of the airport and its runway length. The following query

SELECT a_location
FROM airport
WHERE runway_length > 7500;

has an empty answer. Using generalization in the type abstraction hierarchy, this query can
be rewritten into:

SELECT a_location
FROM airport
WHERE runway_length >= 4000;

whose answer is not empty.

In a sense, parachute queries are a form of relaxation of the original query. If one or
several tables are unavailable, then a parachute query is picked, if it is defined, that only
involves the available relations. In our case, however, the notion of relaxation concerns the
tables in the FROM clause and not, as it is the case in Cobase for instance, the conditions
in the WHERE clause.

Incomplete Databases Some work considers incomplete databases, i.e. databases where
tuples from some relations are missing.

[17] attacks the problem of obtaining a complete answer from an incomplete database. A
query is asked on a set of virtual relations. To each virtual relation R that contains all the
tuples that should be in a relation, corresponds an available relation R’ which contains the
tuples that are actually in the relation. The available relation is expressed with a constraint
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on the virtual relation. This constraint C defines the local completeness of an available
relation with respect to the virtual relation: LC(R, R’, C).

This paper describes the answer completeness problem, which can be expressed as follows.
Given a set of local completeness statements, a query is said to be answer-complete if for
any database instance, the query expressed on the virtual relations and the query expressed
on the available relations denote the same answer. This problem can also be expressed in
terms of independence of queries from updates.

The article describes an algorithm for deciding answer completeness. It also provides an
algorithm for deciding whether in a given database state, the answer to a query is complete.

A local constraint defined between a virtual relation (denoted by the original query)
and an available relation (denoted by the parachute query) can be a complementary notion
of precipitate parachute query. Using this formalism, the parachute query denotes all the
tuples denoted by the original query that satisfy a given constraint. This notion of precipitate
parachute queries is more restrictive than ours; it allows to define more precisely the class
of parachute queries that are a subset of the original query.

In [11], the author tackles the problem of unavailable data in a data cube. He considers
the cases where some points in the multidimensional space are missing and cannot be com-
puted. Here queries are aggregations over a union query. A measure, based on precision and
cover, is introduced to compare different queries. The semantic relevance of query can be
reduced to a distance problem here because, in a data cube, the multidimensional hierarchy
is fixed.

An algorithm is provided for suggesting queries at a lower query measure than the given
one, in case this query cannot be evaluated. An algorithm is also provided that computes
the partial result to a query as the aggregate over a subset of a union.

The measure introduced in this paper is an alternative relation for defining precipitate
parachute queries in the case of aggregates over union queries.

Multiple Query Optimization Reference [22] studies the problem of multiple query
optimization. He formulates the problem of multiple query optimization as follows: given
n sets of access plans, each set corresponds to all possible plans to evaluate a query, find a
global access plan by merging n local access plans (one out of each set) such that the cost
of this global plan is optimal.

The major issue in multiple query processing is the redundancy introduced by accessing
the same data multiple times in different queries. A global access plan is derived based
on the idea that temporary result sharing should be less expensive compared to a serial
execution of queries.

Reference [22] presents two classes of algorithms. In the first class of algorithms, only
locally optimal access plans are considered. The AS algorithm (Arbitrary Serial Execution)
simply executes the locally optimal plans in an arbitrary order. The IE algorithm (Interlea-
ved Execution) allows queries to be decomposed in smaller sub-queries that are the unit for
execution: some sub-queries are shared between different queries.
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In the second class of algorithms, all access plans are considered (even the plans that are
not locally optimal). The HA (Heuristic Algorithm) is proposed. This algorithm consists
in searching among local (not necessarily optimal plans) and building a global access plan
by choosing one local plan per query. HA uses some heuristics (A* with a particular cost
function) to restrict the number of permutations of plans it has to examine in order to find
the optimal global access plan.

There are two main differences between our constrained algorithm and the HA algorithm.
First, our objective we do not construct a global execution plan for several queries but we
annotate the materializable shared component sub-queries in the execution plan for the
original query. Second, our objective is not only to minimize I/Os; our objective is twofold:
we aim at increasing parachute queries availability while limiting the impact on total work.

Query Scrambling Query scrambling is a dynamic optimization technique described
in [4], [3], and [2]. It addresses the issue of unpredictable delays (initial delays or bursty
arrivals) when processing queries in a wide-area network environment. Query scrambling is
based on the idea that useful work can be done while one or several sources are delayed.
Useful work is (1) materialization of base relations or intermediate results and (2) synthesis
of new operators to process available data. When all work that could be done has been
achieved, the query processing system simply stalls and waits for the delayed sources to
produce their data.

Our technique is based on a similar idea that useful work can be done in case some
sources are unavailable. One major difference is that we consider that, after a certain time,
a data source is unavailable. We do not wait for this data source to produce a result. We
thus introduce the sequential model of interaction to produce a complete answer. Returning
a partial answer to the user representing the mediator state allows us to introduce parachute
queries where the mediator state is exploited to provide the user with useful data before the
complete answer is produced.

On-line Processing In [15], the notions of on-line aggregation and on-line processing are
introduced. The objective of this work is to give to the user control over query processing.
In the case of aggregations this is done by trading the accuracy of the answer with the time
to obtain this answer.

The idea underlying parachute query is based on the same principle of giving information
to the user as soon as possible. The contexts of our works, and the techniques we use are
however completely different.

8 Conclusion

In this paper we have presented a novel method for dealing with queries in distributed
heterogeneous database systems (mediators) which may access unavailable sources. The
method is based on a combination of techniques. In the case that all sources are available,
queries are evaluated in the normal way. In the case that some sources are unavailable,
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queries are evaluated in a way which obtains the maximum amount of information from
available data sources. A representation of this work materialized in the mediator state,
called the partial answer, is returned to the user. The user can then extract information from
the mediator state using another query, called the parachute query. The parachute query
is submitted to the mediator and the parachute query answer is extracted. In addition,
the mediator constructs an incremental query using its state. The incremental query is
resubmitted to the mediator to obtain the answer to the original query, assuming that the
unavailable data sources are now available. We have introduced our approach in [5].

In this paper we have shown several results. We defined a sequential model of interaction
with the database programmer. This model modifies the interface between the database
system and the user program. We then gave a definition of a precipitate class of parachute
queries. We described an algorithm for the generation of parachute queries that belong
to the precipitate class. This algorithm is the basis for a tool which permits the database
programmer to explore the precipitate class of parachute queries for a given configuration and
query. (Required because there are, in the worst case, an exponential number of parachute
queries in the precipitate class.)

We then proceeded to describe a collection of algorithms for dealing with queries and
parachute queries in this environment. We described an evaluate algorithm which evaluates
queries in two phases. The first phase senses the collection of available sources and the
second phase evaluates the query according to some materialization policy. We described
a construct algorithm which gives the incremental query for a partial answer. This algo-
rithm translates algebraic representation of query execution into an equivalent declarative
representation. We described an extract algorithm which computes the parachute query
answer. This algorithm matches (via query sub-query matching) the parachute queries with
the sub-queries representing the materialized relations in the partial answer.

To test the viability of our work, we defined three evaluation models for implementing
parachute queries. The classical evaluation implements parachute queries in the user inter-
face. This evaluation model requires no modifications to the mediator. The unconstrained
evaluation implements parachute queries on partial answers. This evaluation models requires
only lightweight modifications to the interface and the run-time system of the mediator. The
constrained evaluation simultaneously optimizes a query and its associated parachute que-
ries. This evaluation model requires modifications to the interface, optimizer and run-time
system of the mediator.

We then analytically analyzed the availability of query and parachute query answers in
the three evaluation models. We showed that availability of the query answer depends on
the probability that a source is available, the number of sources accessed by the query, the
materialization policy and the evaluation algorithm.

To show the performance impact of our work, we simulated the three evaluation mo-
dels. We defined several new performance metrics to compare the performance of the three
evaluation models. These performance metrics are based on the classical query response
time metric. We simulated the classical evaluation as a baseline for comparison to the other
evaluations.
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We simulated the unconstrained evaluation and demonstrated that parachute query ex-
traction and incremental query evaluation response times are much faster than in the classical
evaluation. This performance improvement is due to the materialization policy.

We simulated the constrained evaluation and demonstrate that query evaluation, para-
chute query extraction and incremental query evaluation are nearly as fast as in the un-
constrained evaluation, and that the performance penalties are small in most cases. The
constrained evaluation may have a negative impact on the availability of query answers.
This impact results from the materialize shared component sub-queries policy. Thus, we
conclude that there is a trade-off between performance and availability of queries and para-
chute queries.
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A Glossary

answering queries using views (AQUYV) An algorithm which takes a query and set of
views and rewrites the query to use the views, if possible.

available A source is available if it returns sub-answers to a sub-query (cf. 5.2.1).

availability of complete answer The probability that a complete answer can be obtained
from the evaluation of a query or an incremental query.

availability of a parachute answer The probability that a parachute query answer can
be extracted from a mediator state.

classical evaluation An evaluation model where queries and parachute queries are treated
independently and an incremental query is identical to its corresponding query.

complete answer The answer to the query.
configuration of sources A set of available and unavailable sources.

constrained evaluation An evaluation model where a query and its parachute queries are
simultaneously optimized in the mediator.

construct The algorithm for constructing the incremental query from the mediator state.
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evaluate The algorithm for evaluation of queries. This algorithm materializes available
sub-queries according to a given materialization policy.

extract The algorithm which extracts the parachute query answer from the mediator state.

generalized shared sub-query (GSSQ) The most specific query whose body contains
both the query and the parachute query

incremental answer The answer to the incremental query. This answer is the same as
the complete answer if the required sources are available.

incremental query A query which computes the query answer from the mediator state
and the sources.

leaves The leaves of the query execution plan in the mediator (not the leaves of the query
execution plan).

materialized relation A relation in the mediator state which is the answer to a sub-query.

materialization policy The policy for determining which answer to a sub-query is mate-
rialized. This paper considers the following policies: materialize nothing, materialize
leaves, materialize maximal sub-query, and materialize shared component sub-query.

maximal parachute query The unique parachute query in the precipitate class defined
by a given query and a configuration of sources.

maximal available sub-query The largest sub-query which only accesses available sources
in a given configuration of sources.

mediator The system for processing the answers to queries, parachute queries and incre-
mental queries.

mediator state The state of the mediator after the execution of the evaluate algorithm.
parachute answer The answer to a parachute query.
parachute query A query used to extract information from the mediator state.

parachute query generation algorithm An algorithm which generates a subclass of the
precipitate class given a query and a set of configuration of sources.

partial answer A handle to the mediator state generated in the case that the complete
answer cannot be produced.

precipitate class The class of parachute queries defined by the precipitate relation to a
query (subset, superset, generalized subset or generalized superset).

query A select-project-join (SPJ) relational query or a union of SPJ queries.

INRIA



57

range restricted variable A variable which appears in a non-built-in predicate in the
body of a query.

shared component sub-query (SCSQ) A sub-query shared between a query and a pa-
rachute query.

source An autonomous source of data.
sub-answer The answer to a sub-query.

sub-query A part of a query which results from decomposing a query. Sub-queries are sent
to the respective data sources to produce sub-answers. Also, sub-queries represent
materialized relations in the mediator state. Every subtree of an execution plan has
an associated sub-query.

time to first answer The time required to execute the evaluate algorithm for a query.
In the case that all sources are available, this is the time to the complete answer,
otherwise it is the time to the partial answer.

time to complete answer The time required to execute the evaluate algorithm when all
sources are available.

time to incremental answer The time required to execute the evaluate algorithm on the
incremental query and the mediator state.

time to parachute answer The time required to execute the extraction algorithm.

time to partial answer The time required to execute the evaluate algorithm when some
sources are unavailable.

unconstrained evaluation An evaluation model where a query is evaluated in the media-
tor and then the parachute query answers are extracted from the mediator state.

B Precipitate Class of Parachute Queries

B.1 Conjunctive Queries

We show, here, that the set of parachute queries obtained from a conjunctive query Q
by removing all possible combinations of predicates in the body of Q and the generalized
superset relation form a lattice.

More formally the set of parachute queries obtained from a conjunctive query Q by remo-
ving all possible combinations of predicates in the body of Q, that we note here pqgen(Q),
can be expressed as follows:

pagen(Q) = {RemovePredicates(Q, P) | P € P(Pred(Q)), where P(Pred(Q))
denotes the powerset of Pred(Q) and Pred(Q) is the set of predicates in the body

of Q}.
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We show that a parachute query obtained with RemovePredicates is the generalized
superset of a second one if and only if the set of predicates removed from Q to obtain the
second parachute query is included in the set of predicates removed from Q to obtain the
first one.

[24] defines theorems where containment mappings are used to show containment of
conjunctive queries. We extend these theorems and use body containment mappings to
show that a generalized superset relations holds between two conjunctive queries. In the
following, Q and Q’ are conjunctive queries.

Theorem 1 @ is a conjunctive query, Predl and Pred2 are subsets of Pred(Q). Q 2, Q’
& (1) there exists a body containment mapping from Q to Q’, (2) all variables in head(Q)
corresponds to a variable in head(Q’) with this mapping and (3) the head(Q) and head(Q’)
have the same predicate symbol

Proof The proof consists of two parts: (if) We consider a body containment mapping g
from Q to Q’ such that all variables in head(Q) corresponds to a variable in head(Q’) with
this mapping and the head(Q) and head(Q’) have the same predicate symbol. Let D be any
database.

e Every tuple t’ in Q’(D) is produced by some substitution o that makes Q’ subgoals all
become facts in D;

e the substitution o o y is a transformation for variables of Q that produces t’ such that

— o o p(subgoal(Q)) = o(subgoal(Q’)). Therefore it is in D;
— 0o p(head(Q)) = o(mq(head(Q’))) = o(mq(t))).
e thus every t’ in Q’(D) can be projected on the attributes of Q to obtain a tuple in
Q(D); ie. Q = Q.
(Only If) We consider Q =, Q.

e D is frozen Q’, i.e. the database consisting of all the subgoals of Q’, with a unique
constant chosen for each variable in Q’;

Q’(D) contains t’;
e from our hypothesis Q 2 mg(Q’) and thus Q(D) contains 7g(t’);
e 0 is a transformation that maps each subgoal of Q to a tuple of D and yields 7g(t’);

e ¢’ is a transformation that maps each variable X of Q to the variable of Q’ that
corresponds to o(X);
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e ¢’ is a body containment such that all variables in head(Q) corresponds to a variable
in head(Q’) with this mapping and the head(Q) and head(Q’) have the same predicate
symbol:

— each subgoal of Q is mapped by ¢ to some tuple in D, which is by definition
a frozen version of some subgoals of Q’. Thus ¢’ maps each subgoal of Q to a
subgoal of Q’. ¢’ is a body containment mapping.

— The head of Q is mapped by o to mg(t’), which is the frozen version of 7o (Q’).
As a result the mapping ¢’ maps the head predicate of Q into the head predicate
of Q’, and each variable in head(Q) to a variable in head(Q’).

Theorem 2 @ is a conjunctive query, Predl and Pred2 are subsets of Pred((Q)). Predl C
Pred2 < RemovePredicates((), Pred2) =, RemovePredicates(Q), Predl).

Proof Identity variable mapping transforms RemovePredicates(Q, Pred2) into itself and
thus into all conjunctive queries whose body contains at least all the predicates of RemovePredicates(Q,
Pred2). It also transforms its head variables into the head variables of all conjunctive queries
whose head contains at least all its head variables. By construction, RemovePredicates(Q,
Predl) (1) contains at least all the predicates of RemovePredicates(Q, Pred2) and (2)
contains at least all head variables of RemovePredicates(Q, Pred2) if and only if Pred1l C
Pred2. All parachute queries obtained from the same query Q with RemovePredicates have
the same head predicate symbol.
If RemovePredicates(Q, Pred2) is the empty query, then RemovePredicates(Q, Pred2)

=, RemovePredicates(Q, Predl) for all Predl.

We now show that {pqgen(Q, M, 0), i»} is a superior semi-lattice. To do that we
need to show that, for any two queries in pggen(Q), there exists a unique minimum to the
set of queries that are contained in both of them. According to the definition of pggen,
RemovePredicates(Q, Predl) and RemovePredicates(Q, Pred2) (where Predl and Pred2
are subsets of Preds(Q)) are two elements in pggen(Q). The set of elements that are superior
to any two elements in pqgen(Q, M, () is defined as follows

sup(RemovePredicates(Q,Predl), RemovePredicates(Q, Pred2)) = { RemovePredicates(Q,
L) | RemovePredicates(Q,Predl) =, RemovePredicates(Q,L) and RemovePredicates(Q,
Pred2) =, RemovePredicates(Q, L)}

We apply Theorem 2 and we obtain a new equation that defines the set of elements that are
superior to any two elements in pggen(Q, M, 0).

sup(RemovePredicates(Q,Predl), RemovePredicates(Q,Pred2)) = {RemovePredicates(Q,
L) | L C Predl and L C Pred2}

which is equivalent to the following equation (because sets with inclusion forms a lattice)
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sup(RemovePredicates(Q,Predl), RemovePredicates(Q, Pred2)) = { RemovePredicates(Q,
L) | L € inf(Pred1,Pred2) }

We can now define the unique minimal element in the set of elements that are superior to

any two elements in pqgen(Q, M, () as follows
min(sup(RemovePredicates(Q,Predl), RemovePredicates(Q,Pred2))) = RemovePredicates(Q,
L) such that RemovePredicates(Q, L) =2, RemovePredicates(Q, L’) for all I’
€ inf(Predl1,Pred2)

and thus

min(sup(RemovePredicates(Q,Predl), RemovePredicates(Q,Pred2))) = RemovePredicates(Q,
L) such that L D L’ for all L’ € inf(Predl, Pred2).

and finally

min(sup(RemovePredicates(Q,Predl), RemovePredicates(Q,Pred2))) = RemovePredicates(Q,
L) such that L = max(inf(Pred1,Pred2)) = Predl N Pred2.

Predl N Pred2 is unique. We have thus shown that the minimum element of the set of
elements that are superior to any two elements in pqgen(Q, M, () exists and is unique. As

a result, {pqgen(Q, M, 0), i>} is a superior semi-lattice.

2. e . .

We now prove that {pqgen(Q, M, @), =1} is also an inferior semi-lattice. We have to
show that there exists a unique maximal element in the set of elements that are inferior to
any two queries in pqgen(Q, M, (). With the same demonstration as above we obtain

max(inf(RemovePredicates(Q,Predl), RemovePredicates(Q,Pred2))) = RemovePredicates(Q,
L) such that L = min(sup(Predl, Pred2)) = Predl U Pred2.

Predl U Pred2 is unique. This shows that the maximal element in the set of elements that
are inferior to any two elements in pagen(Q, M, ) exists and is unique. As a result{pggen(Q,

M, @), =} is an inferior semi-lattice. We can thus conclude that for a conjunctive query

Q, {pagen(Q, M, 0), i} being an inferior and a superior semi-lattice is a lattice.

B.2 Union Queries

We show, here, that the set of parachute queries obtained from a union query Q by removing
all possible combinations of rules in Q and the subset relation form a lattice.

More formally the set of parachute queries obtained from a union query Q by removing
all possible combinations of rules in Q, that we note here pqgen(Q), can be expressed as
follows:

pagen(Q) = {RemovePredicates(Q, R) | R € P(Rules(Q)), where P(Rules(Q))
denotes the powerset of Rules(Q) and Rules(Q) is the set of rules in Q}.
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We show that a parachute query obtained with RemovePredicates is the generalized
subset of a second one if and only if the set of rules removed from Q to obtain the second
parachute query is included in the set of rules removed from Q to obtain the first one.

Theorem 3 @ is a union query, Rules! and Rules? are subsets of Rules(Q)). Rulesl C
Rules2 < RemovePredicates((), Rules2) C RemovePredicates((Q, RulesI).

Proof Identity is a containment mapping from each rule of RemovePredicates(Q, Rules2)
into a rule in RemovePredicates(Q, Rulesl), if and only if Rules2 is a subset of Rulesl. It
follows from [24] that RemovePredicates(Q, Rules2) is a subset of RemovePredicates(Q,
Rulesl).

Using theorem 3 and the same mechanisms as in the previous section, we can show that
for a union query Q, {pagen(Q, M, @), C} is a lattice.
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