N
N

N

HAL

open science

Higher-Order Numerical Schemes and Operator
Splitting for Solving 3D Paraxial Wave Equations in
Heterogeneous Media

Eliane Bécache, Francis Collino, Patrick Joly

» To cite this version:

Eliane Bécache, Francis Collino, Patrick Joly. Higher-Order Numerical Schemes and Operator Split-
ting for Solving 3D Paraxial Wave Equations in Heterogeneous Media. [Research Report] RR-3497,

INRIA. 1998. inria-00073188

HAL Id: inria-00073188
https://inria.hal.science/inria-00073188
Submitted on 24 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00073188
https://hal.archives-ouvertes.fr

ISSN 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Higher-order numerical schemes and operator splitting
for solving 3D paraxial wave equations in heterogeneous
media

Eliane BECACHE, Francis COLLINO, Patrick JOLY

N° 3497
Septembre 1998

THEME 4

apport
derecherche







VAV 1 IN IN I A

ROCQUENCOURT

Higher-order numerical schemes and operator splitting for solving
3D paraxial wave equations in heterogeneous media

Eliane BECACHE*, Francis COLLINO', Patrick JOLY*

Theme 4 — Simulation et optimisation
de systémes complexes
Projet Ondes

Rapport de recherche n 3497 — Septembre 1998 — 42 pages

Abstract: We investigate numerical schemes for solving 3D paraxial wave equations that are compatible with
the use of splitting methods without losing accuracy. The novelty of these paraxial equations (introduced in
[14]) compared with classical alternate directions methods is to use more than the two usual cross-line and
in-line directions for the splitting. It gives rise to a series of 2D extrapolations in each direction of splitting.
Propagation along depth is done with a higher-order method based on a conservative Runge Kutta method.
The discretization along the lateral variable is done using higher-order finite difference variational schemes.
We present a detailed plane wave analysis in a homogeneous medium that leads to a classification of several
particular schemes with respect to the numerical dispersion they generate. The dispersion analysis extended
to 3D helps chosing the “best” coefficients of the extrapolation operators on the dispersion point of view. We
conclude with numerical experiments in 2D as well as in 3D homogeneous and heterogeneous media.
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Schémas d’ordre élevé et splitting d’opérateurs pour la résolution
d’équations paraxiales en milieu hétérogene

Résumé : Nous proposons des schémas numériques pour la résolution d’équations paraxiales 3D qui sont
compatibles avec l'utilisation de méthodes de splitting, sans perte de précision. La nouveauté de ces équations
paraxiales (introduites dans [14]), en comparaison avec des méthodes classiques de directions alternées, est
qu’elles utilisent plus de directions de splitting que les deux habituelles (suivant les axes). Ces équations
conduisent & la résolution d’une série d’extrapolations 2D dans chaque direction du splitting. La discrétisation
suivant la profondeur se fait grace & une méthode d’ordre élevé basée sur une méthode conservative de Runge
Kutta. En ce qui concerne la discrétisation par rapport & la variable latérale, nous proposons une méthode
d’ordre élevé de différences finies variationnelles. Nous présentons una analyse détaillée des ondes planes en
milieu homogene qui conduit & una classification de plusieurs schémas particuliers par rapport & leur dispersion.
L’analyse de dispersion étendue au 3D permet de choisir les “meilleurs” coefficients des opérateurs d’extrapolation
du point de vue de leur dispersion. Nous présentons pour finir des résultats numériques aussi bien en 2D qu’en
3D, en milieux homogene et hétérogene.

Mots-clé : migration sismique, équations paraxiales, ondes, splitting, différences finies d’ordre élevé, éléments
finis, dispersion numérique.
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1 Introduction

Paraxial approximations of the wave equation are commonly used in many applications when the waves
propagate near a privileged direction. Although some of them have been especially designed to handle time-
domain problems (see for instance [15], [34]) we will focus here on the most common frequency-domain approach :
it starts with a Fourier decomposition of the source function, then transforms the linear hyperbolic time-
domain wave equation into an elliptic Helmholtz equation and finally solves the propagation problem for each
frequency. For waves propagating near a particular direction, the Helmholtz equation can be seen as the
factorization of two non-local integro-differential one-way wave equations, for which this privileged direction
plays the role of the evolution variable. The square root operator involved in these two one-way wave equations
can then be approximated in several ways leading to local parabolic partial differential equations. The paraxial
approximation is valid as long as the wave remains “close enough” to the privileged direction, more precisely the
accuracy depends on the order of magnitude of the error between the exact square root and its approximation and
of course the better is the approximation the wider is the allowed propagation angle. That is how several families
of approximation have been designed with the denomination of fifteen, forty-five or sixty degree approximations.
For readers interested in the mathematical aspects of the paraxial equations, we refer to the paper by Collino
and Joly [14] and to its bibliography.

One of the main application of paraxial approximations is the resolution of range-dependent ocean acoustic
propagation problems, and the range r becomes the evolution variable. Tappert’s parabolic equation [37] was
the first paraxial approximation introduced to the underwater acoustics community and numerous contributions
have been made since then (see D. Lee and A. D. Pierce [28]). The other application, the one we have in mind
in this paper, is the migration in geophysics. This time, the evolution variable is the depth z. The paraxial
approximation is used in this case for solving the downward extrapolation in the subground of a wave-field
known at the surface. This is actually one step in the solution of the full inverse problem. In this area also,
these equations have been extensively applied. In particular Claerbout [11] was the first to introduce fifteen
degree and forty-five degree type equations for the extrapolation of 2-D seismic data.

Concerning the discretization of these equations, two different kinds of variables appear naturally : the
depth variable z and the lateral variables x1 for 2D problems, (x1,z2) for 3D problems. There are essentially
two different approaches for solving these equations. The first one is based on the use of discrete extrapolation
operators (see for instance [22, 21, 23]). The second approach consists in approximating the equation with
Finite Differences or Finite Elements. In this case the discretization is done using a Crank-Nicolson scheme in
the depth variable and a second order finite difference scheme in the lateral variables. Although these equations
are commonly used for solving 2D problems (eg Brysk [9], Dubrulle [16], Ma [32], Ristow and Riihl [35]) their
solution is not so obvious for 3D problems and requires to solve at each extrapolation step a 2D problem in the
transverse plane that gives rise to a large linear system difficult to invert. Joly and Kern [24] and Kern [25],
[27] have proposed using modern iterative methods to solve it. We propose here to explore another approach.
The general outlines of these two alternative approaches are presented in [6].

To avoid the resolution of a transverse 2D problem, Collino and Joly [14] have constructed new families
of paraxial approximations that are compatible with splitting methods. The novelty of their approach in
comparison with classical alternate direction methods ([8, 19, 29, 18]) is to introduce other directions for the
splitting than the usual cross-line and in-line directions. This allows to get forty-five degree and sixty degree
accurate approximations. In their paper, they explain in details how to construct families of approximations
with 3, 4 and any given number of directions of splitting, and also with one or more fractions per direction and
they make the analysis of their accuracy with the help of Taylor expansions. The undesirable anisotropic effects
observed with Brown’s approximation [8](alternate directions using only the z; and zs directions) disappear
with the new equations. The problem is then reduced to a series of 2D extrapolations in each direction of
splitting. They have presented these new equations for constant velocities, but there is no difficulty to extend
them to the case of heterogeneous velocities, following the criteria given by Bamberger and al. [4]. Recently
and independently of this work, D. Ristow and T. Riihl [36] used the same idea of operator splitting in alternate
directions. They describe three, four and six-way splitting, and propose two different methods for calculating
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the coefficients of the operators. The first one is, as Collino and Joly, the Taylor expansion method. The second
one is based on a constrained optimization procedure.

The aim of this paper is to describe a systematic way to get accurate discretizations, both in depth and in
the lateral variables to solve the new 3D paraxial equations with splitting methods. The dispersion analysis is
a well known and very efficient tool to estimate the quality of a given numerical scheme. This has been studied
for the approximation of 2D paraxial equations in [12]. The numerical dispersion becomes even more important
in 3D problems, that is why we propose here some new higher-order numerical schemes that attenuate these
effects. We construct our schemes in general heterogeneous media and study their accuracy via a dispersion
analysis in homogeneous media.

The paper is organized as follows. Section 2 is devoted to brief recalls about the classical paraxial approxi-
mations. In section 3, we set the PDEs associated to the new paraxial approximations and end up with a 2D
model paraxial equation. In section 4, we are concerned with the discretization of this 2D equation. Higher-
order discretizations in the depth variable are presented in subsection 4.1. They are obtained with the procedure
presented by Kern [25] for the full 2D paraxial equations based on a conservative implicit Runge-Kutta method.
Subsection 4.2 presents the discretization in the lateral variable with variational finite differences techniques.
With these techniques, the variable coefficients are easily taken into account. Section 5 is devoted to the disper-
sion analysis of these schemes, through the propagation of plane waves in homogeneous media. This analysis
allows us to classify the schemes from the dispersion point of view. In section 6 we come back to the 3D paraxial
equations: first, in §6.1, with the 3D algorithm; then, in §6.2, with the extension of the dispersion analysis to
the family of 3D forty-five degree approximations which gives a new criterion to choose the “best” coeflicients
for the forty-five degree paraxial equation, “best”in the sense that they minimize the dispersion. Section 7
presents several numerical experiments for which we compare the schemes up to the order 6.

2 The classical approach

This section is devoted to the classical paraxial approximations. A classical class of well-posed higher order
approximations is presented. After briefly setting out the splitting methods principle, we describe the way they
are classically applied for solving discretized 3D paraxial equations.

2.1 The classical continuous paraxial equations

We consider the propagation in the whole homogeneous space. In the sequel, ¢ denotes time, (z1, 22, 2) are
space variables, z is the privileged direction, x = (x1,2) are the transverse variables. We assume the velocity
¢ to be constant. Classically, the solution of the wave equation in the whole space

) o8 o TR o2

with appropriate boundary and initial conditions, can be split into two waves, an up-going wave and a down-
going wave. The up-going wave, that we are interested in, satisfies the one-way wave equation

v w 2k
(2) £+zz<1— = b =0, z>0,

where ¥ denotes the Fourier transform of v with respect to ¢ (time) and x1,z2

(3) @(klak%zaw)=///v(wl,mg,z,t)ei(klz”k”z’“t)dmldmgdt.

Paraxial equations are approximations of the one way up-going wave obtained by replacing the square root

in (2), (1— | & |?)*/? (where & = (k1, k2) and k; = cwﬁ, Ko = cwﬁ), by rational fractions. We shall denote such
approximations by (1— | |2)é{,2. The non local integro-differential equation (2) is changed, as we shall see
below, into a system of PDE’s. Note that this approximation is designed in such a way that it is valid as long
as c|k|/w remains small enough, i.e. as long as the wave propagates close enough to the z-direction. We denote

by e(k1, ko) the corresponding error

e(ki, k) = (1— | & |2)1/2 -(1-1& |2)%2-

RR n° 3497



6 E. Bécache, F. Collino and P. Joly

The accuracy of the paraxial approximation depends on the order of magnitude of this error. The so-called

fifteen degree paraxial equation, based on the Taylor expansion /1 — X =1 — X/2+ O(X?), corresponds to an

error e(k1, k2) = O(|  |*) and the forty-five degree paraxial approximation, based on the first Padé expansion
3

1-2X
VI-X=_— iX + O(X?), to an error e(k1,k2) = O(| & |®). Figure 1 shows the accuracy of these two classical
4
approximations representing the variations of the error e(k1, k2). Typically, the wider is the white area, which
represents the zone of directions of propagation where the error is less than 1073, the better is the approximation.

1.0

0.5

0.0

-0.5
Il rsove 0.100
B oow0- o100
[ oo001- 0010
[ seow 0.001

-1.0 I B B
-1.0 -0.5 0.0 0.5 1.0 -1.0 -0.5 0.0 0.5 1.0

(a) 15° approximation (parabolic) (b) 45° approximation

Figure 1: Errors for the classical approximations

A general class of well-posed high order approximations has been proposed by Lindmann [30] and studied
by Bamberger and al [3]. It leads to the following system of (L+1) coupled PDE’s , written in the frequency
domain (since paraxial equations are usually handled in the frequency domain)

9z " ¢

w2
c—2<p4+alAg0g:—Av ¢=1,...,L.

v iw iw & ’
+—v——2b pe=0
(4) ¢ =

In (4), we still denote by v the solution in the frequency domain. Here L specifies the degree of the approximation,
at, bt are positive constants chosen in order to get the best possible approximation and ¢, are auxiliary unknown
functions introduced in order to avoid a higher-order PDE.

. w . .
Classically, one handles the transport term —wv exactly, with the Claerbout change of unknown functions
c

u = ve™?/¢ and after elimination of the auxiliary unknown functions, end up with the following system (written
formally in operator form)

(5) =
L 000 w’ -1
A" =-b(a A+—c2) A.

Remark 2.1 Actually, to rewrite (4) in the form (5), we should give a precise meaning to the operator

2
w

(a*A + —2)_1. This can be done with the help of the limiting absorption principle (see for instance [17]) which
c

is equivalent to use appropriate conditions at infinity.

INRIA
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2.2 Splitting Methods

We briefly recall some classical points about splitting methods (see [33]) which are specifically designed for
the solution of ODE’s in the form

ou oL
—(z,2) —iZAj(z)u(:n,z) =0, 2>0, = (r1,z2)€R?
(6) 0z =

’

u(z =0) = wug in R?
The exact solution of (6) satisfies, forall zy > 0

N

z0+Az
u(zo + Az) = exp( / P> A=) ulzo)

20

where we use the abusive notation u(z) for denoting the function & — u( @, z). The splitting methods consist
in approximating the exponential of the sum of operators with the product of exponentials

z0+Az z0+Az
(7 Uqp(20 + Az) = exp (/ iANa(z)dz> X -+ X exp </ iAl(z)dz> u(z0),

20 20

which is exact when the operators A; commute (in a homogeneous medium for instance) and second order
accurate with respect to Az when they do not (in laterally inhomogeneous media for instance). Knowing
u(zp), the computation of ua,(z9 + Az) from expression (7) leads naturally to set w® = u(z¢) and to define N
intermediate unknowns w’, j=1,..., N, satisfying

2 (2, 5) ~ iAslen + SJu(e,9) =0, 0<s <Az, TR’
®) wy(s = 0) = wi! in R ’
w! = wj(Az) in R?

w? being nothing but the result of the product of the j first exponentials applied to u(2). In particular we
have uqp(20 + Az) = w™* . Problem (8), to be solved at each step, is still an evolution problem in depth, but
with a single operator.

2.3 The classical numerical schemes

Let us come back to equations (5), using a discrete version of the Laplacian Ap, on a uniform grid N x N, it
would become

M w Ay =

E — ’LZ ; U = 0

i 000 w? -1
Ahz—b(aAh+c—2) Ap.

(9)

Remark 2.2 Assume now that the computational domain is bounded and that the solution satisfies for ins-
tance Dirichlet boundary conditions on the boundary, thus Aj takes into account these boundary conditions.

2
w
We still have to give a precise meaning to the operator (aeAh + —2)_1, forall ¢, which this time is true if forall
c
2
w
¢, —— does not coincide with any eigenvalue of the discrete Laplace operator Ap.
c2a

Since the evolution operator is written as a sum of simpler operators, it is now straightforward to apply splitting
methods to this problem. Using for instance an implicit and second accurate Crank-Nicolson scheme for the
discretization in depth, we then have to solve a sequence of problems of the following form

(I+d@)An) u ™t = (T+d@)An) ot

(10) , :
RR n° 3497 dw) = ac +iﬂCAz
w2 2w




8 E. Bécache, F. Collino and P. Joly

which is a linear system, with a large, sparse, complex valued, non-hermitian matrix. Kern [27], [25] has
proposed to use modern iterative methods to solve it. We investigate in the following an alternative way to
avoid the difficulty altogether, by introducing a new class of paraxial equations suitable for use with splitting in
the lateral variables, and requiring only the solution of 1D PDE’s. The main outlines of these two alternative
ways to solve 3D paraxial equations can be found in [6].

3 The new paraxial approximations

We now explain the technique introduced in [14] for applying splitting methods without loss of accuracy
in the approximation. This is done in section 3.1 in the homogeneous whole space. The extension to the
heterogeneous case follows in section 3.2 from the criteria given by Bamberger and al. [4]. In view of bounding
the computational domain with appropriate absorbing boundaries we present in section 3.3.1 a new technique of
designing Perfectly Matched Layers, adapted by Collino to the paraxial wave equations [13] and finally present
the 2D model paraxial equation which will be discretized in the next section.

3.1 The homogeneous whole space

Using splitting in the horizontal variables is not a new idea. In order to avoid the inversion of the large
matrix when using the full paraxial approximation, Brown [8] has suggested approximating the square root with

(1—|6?)? ~1— - (error : O(k2k3)),

1 2
- 1
21-1k? 21-1k3

and this has been used by several authors [19, 29, 18]. Unfortunately, this is consistent with the forty-five degree
equation (i.e., with an error ~ O(||%)) only in the k; = 0 and K = 0 directions. In the other directions, the
approximation is of the same order as the 15 degree approximation. Figure 2 shows the error induced by the

Brown'’s approximation
1.0 i

0.5

0.0

o
o

o
)
5]
2
o
)
2
15

[y
o

Figure 2: Error for Brown’s approximation

corresponding approximation. One will note the anisotropy of the result and the loss of accuracy due to the
loss of one order in the approximation for directions which are not parallel to the axes.

The basic idea to get better accurate approximations involving, as Brown’s approximation, only one late-
ral space variable per fraction is to introduce more than two directions of splitting. The paraxial equations
constructed in Collino and Joly [14] are derived from an approximation of the square root with rational fractions
of the following form

(1= k)2 = (1= (8 + )"/ ~ 1 = Rk, k),

with [N
D bé(k.nj)?
(11) R(k) = —
; —1- aﬁ (k.mj)?

where Np corresponds to the number of directions, L the number of fractions per direction, and n; the unit
vector associated to the jt* direction (n; = (cosa;,sina;)). It has been shown in [14] that the conditions on
the coefficients af. >0, bﬁ > 0 ensures the well-posedness of these paraxial equations. Also, in order to prevent
the approximation error from blowing-up in certain directions inside the unit disk x2 + k3 < 1, it is natural to

INRIA



Higher-order numerical schemes and operator splitting for solving 3D paraxial wave equations 9

impose 0 < aﬁ < 1. Looking for a given order of accuracy gives rise, via Taylor expansions, to a system that
has to be satisfied by the coeflicients af and bﬁ. Several families of approximations of the above type have been
constructed so as to achieve comparable accuracy to the classical forty-five (e(k) = O(|&|%)) or sixty degree
(e(k) = O(|&|®)) approximations.

Let us present a particular choice: the family of forty-five degree approximations obtained using four direc-
tions of splitting, Np = 4, uniformly distributed -namely x1, 21 + T2, 21 — 22, T2- and one fraction per direction,
L = 1. Since there is only one fraction per direction, we omit the superscript and denote by {a;,b;,j = 1,2, 3,4}
the coefficients of the approximation. The system satisfied by the coeflicients leads to a family of forty-five de-
gree approximations depending on one parameter, i.e. all the coefficients can be expressed in terms of the degree
of freedom by that has to be chosen in the interval [1/12,5/12] in order to ensure the conditions 0 < a; < 1 and
bj Z 0:

1-2b
bi=bi; by=by=—5—
12 ,
(12) !
== 1op, 0 2T BT 12p,
In [14], several criteria are proposed for the choice of the degree of freedom b; all based on the error e(ky, k2). For
instance, the choice a; = 1/3,b; = 1/4,i =1,...,4 gives the “maxi-isotropic” forty-five degree approximation

and Figure 3-(a) represents the corresponding error. The quality of the approximation is comparable to the
Brown’s approximation in the directions k1 and ko but the difference is that it remains of the same order in
the other directions. More examples are given in the above mentioned paper. In section 6.2, we will propose
another criterion for the choice of b; (for a squared mesh) based on the dispersion analysis. Note that this
particular choice corresponds to the family which is the more adapted to a practical implementation. Indeed,
it can be solved numerically on a finite difference mesh (z1,z2) of squares of sides Az; = Az, (see below).

approximation 45d, 4 directions approximation 45d, 4 directions
alpha=45d, b4=0.25, maxi isotropic alpha=56.3d, b4=0.353 (min e6(90))

1.0

1.0

0.5

0.0

-0.5

Il ~sovE 0.100 ABOVE 0.100
Il oow0- 0100 0.010-  0.100
[ oo001- 0010 0.001-  0.010
[ ] seow  o0.001 BELOW  0.001
-1.0 L B LI e | - T T T T T
-1.0 -0.5 0.0 0.5 1.0 -1.0 -0.5 0.0 05 1.0
(a) Square mesh (Azz = Az1). Error for the (b) Anisotropic mesh (Azy =
maxi isotropic approximation 1.5Az1) ; Error e(k1, k2) for a 45°

approximation with b; minimi-
zing |e| in the direction k3.

Figure 3: Errors for the new approximations

The paraxial equation corresponding to (11) can now be written in a form analogous to (5)

ou . w % i
e Abu =
J
(13) 0z e
Aju = —b5(= + ;D3 )" Diu,

where D; = n; - V is the derivative in the j* direction and u is here again linked to the seismic field v via the
Claerbout change of unknown u = ve®™?*/¢. Each of the operators Af- in (13) only involves a one-dimensional
differential operator. Thus, this new family of equations lends itself to a splitting method in the horizontal
variables, and as mentioned before, this time the splitting has the advantage of being consistent at least with the
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10 E. Bécache, F. Collino and P. Joly

forty-five degree equation (for a proper choice of coefficients). Denoting again by w™ the intermediate unknowns
(see section 2.2), the equations to be solved at each iteration, to go from w® = u(zg) to w™s = u(zp + Az) are
the following

ag—sm(a:,s)—i%Am(zg—i—s)wm(w,s)=0, 0<s<Az, zelR?
(14) W(s =0) =w™ ! in IR? ’
W™ = wp, (A2) in R?

where A,, is equal to one of the operators Aﬁ.

Remark 3.1 Solving (14) in IR? x [0, Az] is consequently equivalent to solve a continuum of problems posed
on lines parallel to the direction n;. For the numerical exploitation of these equations, for a given direction j,
the solution will be computed on a grid _gj composed on lines parallel to this direction and on nodes located on
these lines (see figure 4), so that Dju(z]) can be approximated with values of u on the line.

% 5
NN ///..2 &\

Figure 4: Example of a grid for 4 directions of splitting

Since the solution for the direction j, computed at nodes mf € G7 needs the value of the solution for the
previous direction j — 1 at the same nodes, we have the following alternative: either the two grids coincides, so
that solution in direction j — 1 has already been computed on the nodes z7, either they do not and in this case
one has to resort to interpolation procedures.

In practice, it is more convenient to work with the same grid for all directions of splitting. This is possible for
essentially two choices : (i) take Np = 4 directions with a mesh built from squares or rectangles,(the directions
are given by the two coordinate axes and the two main diagonals) ; (ii) take Np = 3 directions with a mesh
built from triangles (for equilateral triangles, the 3 directions are 60° apart).

Using more than 4 directions permits to get higher accuracy but implies additional difficulties for the
discretization that we do not consider in this paper. Note that 4 directions of splitting are sufficient to get sixty
degree approximations provided that there are more than one fraction per direction. Examples are given in
[14]. For instance what they call the “cheap equations” necessitate the use of two fractions in two of the four
directions and one fraction in the two remaining directions.

"ANNMY \ /

N
~

[ 7T ANANANY / \

Figure 5: Left : anisotropic mesh with 3 directions (the axis z; and the two diagonals characterized by the
angle o) - Right : anisotropic mesh with 4 directions (the two coordinates axes x1,x2 and the two diagonals
characterized by the angle a)

If we consider the application to geophysical prospecting, the receivers, recording the data at the surface, are
localized on a mesh and it may be useful to make this mesh coincide with the one used for the numerical solution
of the paraxial equations. Most often, this receivers mesh is what we call an anisotropic mesh, i.e, for which
Azx; # Axs. This case has been investigated in [5]. The spatial mesh is composed with non-squared rectangular
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elements, when using Np = 4 directions (resp. non equilateral triangles, when using Np = 3 directions) and
the directions are given, in the case Np =4, by the two coordinate axes and by the diagonals of the spatial
mesh, characterized by the angle a defined as Azs/Az; = tana (resp. by only one coordinate axis and by the
two diagonals, in the case Np = 3), see figure 5. For such anisotropic meshes analogous families of forty-five
degree approximations using 4 directions and 1 fraction per direction have been constructed in [5] provided that

. . . . ‘e T T . ol
the mesh is not “strongly” anisotropic, more precisely under the condition a € [E’ 5] Again several criteria

based on the error e(k1,k2) can be proposed in order to choose the degree of freedom. As an illustration, we
represent in Figure 3-(b) the error for a mesh such that Azy = 1.5Az;, with the degree of freedom chosen in
order to minimize the error in the direction k,.

3.2 Extension to heterogeneous media

The extension to heterogeneous media is simply obtained by using slight modifications on the operators,
following [4]. Actually, paraxial equations in heterogeneous media have been proposed and analyzed by Bam-
berger and al. [4]. Their approach was to define several criteria (both of mathematical and physical nature),
and to select among a general class of possible candidates the one that satisfied those criteria.

Their result gives a recipe which allows one to extend any paraxial equation to heterogeneous media. Thus
equations (13) keep the same form, with a new definition for the operators Aﬁ

ou w
MR

(15) 9z ¢ j=1¢=1 ! ?
Aﬁu = —bf(w2 + afA?)_lA?L

where Af = cD;(cDj)and ¢ now depends on the position (z1, z2, 2).

3.3 The equations in a bounded domain

For the numerical computation, the problem has to be set in a cylindrical domain D x {z > 0} bounded in
the lateral directions. Either D is physically bounded with some boundary conditions, as, for instance, Dirichlet
or Neumann boundary conditions, or it is unbounded, for instance D = IR?, and one has to bound it artificially.
In the second case, in order to simulate an unbounded domain and to minimize the reflexion of the waves on
the boundary, it is crucial to have at one’s disposal efficient absorbing boundary conditions. In section 3.3.1
we briefly explain how the Perfectly Matched Layers introduced by Bérenger [7] for Maxwell’s equations have
been extended to paraxial equations by Collino [13]. In section 3.3.2, we come back to the first case, where
D is bounded with Dirichlet boundary conditions and write down its variational formulation, in view of its
discretization with Galerkin type schemes.

3.3.1 Design of absorbing boundary conditions: the PML approach

A problem of practical importance is the treatment of the lateral boundaries, i.e. orthogonal to the z-
direction. It must be designed in such a way that the waves are absorbed when they reach the boundaries.
Recently, Collino [13] proposed to adapt a new technique, introduced for Maxwell’s equations by Bérenger [7].
This technique consists in designing an absorbing layer model called perfectly matched layer (PML). It possesses
the astonishing property to generate no reflexion at the interface between the free media and the artificial lossy
medium, and the reflected waves are only due to the discretization of the model. This property allows one to
use a very high damping parameter inside the layer, and consequently a short layer length, while still achieving
a quasi-perfect absorption of the waves.
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w Jo

paraxial paraxial paraxial PML

Figure 6: Plane wave propagation. Left: the paraxial model. Right: the paraxial coupled to the PMLs. The
plane wave is totally transmitted in the layer and is damped inside the layer.

Consider for instance the simplest 2D paraxial equation, say the fifteen degree approximation

0 14
(16) TP A =0, inR? with A® = ¢d,¢,
0z 2w
For designing our PMLs model in the right half-space z > 0, we define a positive function o(z) with support in

the damped area (i.e., o(z) = 0 for z < 0 and o(z) = |o(z)| for z > 0) and a new model

ou  1i .. e
(17) 5 + §EA =0, inR° with A®= cd(z)0,cd(z)d,
and d(z) = W ___ The condition o(z) = 0 for z < 0 implies that the two waves u and @ coincide in the
iw ~+ co(x)

left half-space, @(z,2) = u(z,z), Vo < 0, they differ only in the damped half-space where % is exponentially
damped. This property can be seen through a plane wave analysis. Consider the incident right-going plane
wave ul(z, 2) = e"*=2¢ik:7 with k, > 0 for model (16), (i.e., satisfying the dispersion relation k2 = 2“k,), see
Fig. 6. It is also solution of (17) in the left half-space. Taking this wave as an incident wave in (17) it can be
shown that there is no reflection, the wave is totally transmitted in the layer, and the transmitted wave is really
damped inside the layer, i.e.,
R _

w +uf inz<0 ur=0

U= =

ul inz>0 [ul'(z,2)| = |ul(z,2)| exp (—% /z U(S)dS)
0

For the practical implementation, we cannot work with the absorbing half-space z > 0. We have to deal with
a finite lenght absorbing layer. If § is the length of the layer, the system of equations is closed with a Dirichlet
boundary condition which produces a reflected wave. The same plane wave analysis shows that the reflection

coefficient is given by
cky 8
R=exp|—-2— [ o(s)ds
w Jo

which describes the percentage of the original wave amplitude after two passes through the PML.

Practically, the PML is very easy to implement with the 2D paraxial equation since it consists only to change
the operator A° to the operator A¢. Concerning the application to the new 3D paraxial equations, we have
to solve a series of 2D paraxial equations in each direction, and it is natural to use the same process applied
to each 2D problem (changing Af to A?) However, it is not so clear to interprete exactly what problem is
solved in the global layer around the domain of interest, §2;, in the (z,y)-plane (see figure 7). If we consider
for instance the 45 degree approximation using 4 directions of splitting, and apply the technique described for
the 2D paraxial equations, on each line on which we have a 2D problem to solve, the point is to know how to
define o(2]) on each line, in order to change A§ to AS. First denote by X(s) the profile for the damping in a
1D layer of width 6, located in [0, 6] (see Fig. 7). We proceed as follows (see figure 7):

e For the z-direction (resp. y), we do as if there was absorbing layers only in the orthogonal direction, and on
each line we put the profile ¥ (at the extremities).

INRIA



Higher-order numerical schemes and operator splitting for solving 3D paraxial wave equations

Damping profile

by

A AAAAA

Figure 7: Description of the damping on each line

e For the diagonal directions, x — y for instance, we do as if there was absorbing layers successively in  and in
y and finally add both contributions.

In section 7, numerical experiments obtained with these PMLs and with a Dirichlet boundary condition are
compared.

3.3.2 The 2D model paraxial equation with Dirichlet boundary conditions

In this section, we write down in more details the serie of 2D paraxial equations we end up after using the
splitting method. For the sake of simplicity, (i) we deal with the approximations using only one fraction per
direction (L = 1), the extension to several fraction being straightforward, (ii) we consider these problems with
Dirichlet boundary conditions on the lateral boundaries. All these problems can be analyzed through a model
2D paraxial equation, described in paragraph b.

a - Reduction to a series of 2D paraxial equations
After splitting, at each iteration, i.e. to go from zy to zg + Azp, and for each direction 1 < j < Np, the

equation (14) has to be solved in order to determine the j-th intermediate unknown wj;. This can be rewritten
in a heterogeneous medium, introducing an auxiliary unknown ¢;(z,s) = A;(x, 20 + s)w;(x,s), 0 < s < Az, as

( .
%(w,s)—i%%(m,s)zm 0<s< Az, zx=(r1,12)€D
2
w
(18) } o %itDj(eDjlajp; + bjw;)) =0, (z,5) € D x[0,Az]
wj(s = 0) = w/™, in D
| w! = w;(Az).

Let G7 be, as in section 3.1, a grid composed on lines parallel to direction j (see figure 4). Problem (18) can
be solved on each line independently, knowing the solution coming from the previous direction. Considering
one particular line, parameterized by a parameter 7 € Q =] — L, +L], from remark 3.1, we easily see that this
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can be rewritten as a one-dimensional problem, on the line

( .
OWi (p(r), 5) — iZpi(x(r),s) =0, in Q x [0, Az]
0s c
w? ] 9 )
(19) ! vty (05(%‘% + bﬂ”j)) =0, in Qx[0,Az]
wj(s=0)=wi™ in Q
[ v =w;(s = Az), in Q.

Problems (19) are nothing but 2D paraxial equations, w; being related as usual to the 2D seismic field v; via
the Claerbout change of unknown.

b - The 2D model paraxial equation

Without loss of generality, we focus on a particular direction, that we denote by z. The domain (2 is again
an interval in IR, Q =] — L, +L[, and we want to solve the following equations (where a > 0 and b > 0)

ow iw

v,y in Q x [0, 2] (@)
(20) %280 N (% (c% (ap + bw)) —0, inQx[0,2] ()
w(z = 0) = wy, in Q (o),

and w is as usual related to the 2D seismic wave field v via the Claerbout change of unknown

=
c

(21) w=¢e'

0.

Note that the space derivatives only concerns the function 9 = ap + bw. It is therefore natural to ask more
regularity in the space variable on ¥ compared to w and ¢. To close this system, we need for ¢) an additional
boundary condition on the lateral boundaries. We consider here the Dirichlet boundary condition

(22) =0 ondQx][0,Z].

To give a variational formulation of (20)-(22), we introduce the following functional framework (see for instance
[31], for the definitions of Sobolev spaces) H = L%(2), V = H}(2). We denote the inner product and the norm
in H by

_ 1/2
(u, 0)0.0 = / wods, ullyg = (u,u)}2,
Q

o6 9 1/2
|¢|1,Q = (/Q ‘% dm) >

1/2
which is equivalent on V' to the usual norm || ¢ ||1,0= (||¢||§ + |¢|%,Q) . We set

the semi-norm in V by

1 Ou 0t
= —uv H . = _—
(23) m(u,v) /Q Uy dz, (u,v) € H ; k(u,v) Qcaw o dz, (u,v) eV |

m(.,.) is called the mass bilinear form and k(.,.) the stiffness bilinear form. In the following the velocity ¢(z, #)
is assumed to be regular enough and we denote by c¢,, and cjs the lower and upper bounds

em <z 2)<em Y(z,2)eQx]0,7].

This leads obviously to the following bounds

1 1
. e 1 Bas ) < - 10 B

eml¥li o < k@, ) < emlyli g INRIA
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which shows that (i) m(.,.) induces a norm on L2, (ii) k(.,.) induces a norm on Hj.
We assume that wy € H. With these definitions, problem (20) admits the variational formulation : find
(w,p,%) € C°(0,Z; H) x L*(0,Z; H) x L*(0,Z;V) such that

( d
E(wyx) —iwm(p,x) =0, Vx€H

w'm(p,¢) —k(¥,$) =0, VoeV

P =ap+bw inV

| w(z =0) = wo.
d

where the derivative e is taken in the distributional sense. We need w to be C°(0,Z;H) and not only
2

L?(0,Z; H) in order to give a meaning to the initial condition w(z = 0).

We recall an important and classical property of the solution to (25) (see for instance Kern [24])
Proposition 3.1 Any solution (w,p,v) € C°(0,Z; H) x L?(0,Z; H) x L*(0, Z; V) to (25) satisfies the conser-
vation of energy
(26) [ w(z) llo.o=ll wo llo,e, V2.

This result is of course important since it shows the L?-continuity of the solution w with respect to the data
wo and uniqueness of the solution (w,p,) follows

Proposition 3.2 If problem (25) admits a solution (w,p,v) € C°(0,Z;H) x L?(0,Z; H) x L*(0,Z;V), this
solution is unique.
Finally, when the frequency does not coincide with an irregular frequency, i.e. a frequency for which there
exists ¥ # 0 € V such that
2
“m(¥,6) ~ k(¥,) =0 V$ €V,
we have the existence result

Proposition 3.3 If w does not coincide with an irregular frequency then problem (25) admits a solution
(w,,9) € C°(0, Z; H) x L*(0, Z; H) x L*(0, Z; V).

4 Higher-order schemes for a 2D paraxial equation

4.1 Semi-discretization in depth

Problem (20) is an evolution problem in depth. We assume here the velocity to be independent on z between

two consecutive steps 2™ and 2™t (c(x1,T2,2) = ™ (21, x2) for z € [z™, 2™F1]), and rewrite (20) in the interval
27, 2m1)

d_w =iC™w 2™ <z < Mt
(27) dz ’

w(z™) = w™
with w

_ 2 -1
(28) cm = —C—m(w +aAf)TIbAL,
c m 8 m 8 : . . 1 .

and A7, =c¢ 92\ as ) We assume again that we have been able to eliminate the auxiliary unknown which

w "
means here that — does not coincide with an eigenvalue of the operator A¢, with Dirichlet boundary conditions.

a
We use the discretization in depth initially proposed by Joly and Kern [24] (1990). It is based on the expression
of the exact solution of (27), w(z™*!) = ¢?“" 22w (2z™), and on the relationship between Runge-Kutta methods
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and Padé approximations to the exponential (see for instance Hairer and Wanner (1991)[20]). In order to get
conservative schemes of order 2K, the exponential is replaced by a Padé approximant on the following form

(29) ﬁ 1+7mz  Ngk(x)

1+ 7 N NK(SL') ’

k=1
where the coefficients 7 are chosen in such a way that

exp(iz) = %I;Ez)) + O0(z|*%) .

The integration from 2™ to 2™*! is then formally done as follows
K

(30) wmtt = H(I+FkAsz)_1(I+rkAsz)wm i
k=1

This procedure leads us, as in the splitting process, to define K intermediate unknowns, denoted by wf?,
associated to each fraction and defined by

wi =w™, (I +7AzC™)w =T +rAzC™wi,, 1<Ek<K.

We then set w™+! = wi.

The classical Crank-Nicolson second-order scheme is obtained for K = 1 and r; = ¢/2. Of course, the addition
of intermediary steps increases the cost of these schemes : the cost of the 2K order scheme is about K times
the cost of the 2nd-order scheme, as there are K systems to solve instead of one.

Remark 4.1 In Collino’s thesis [12], it was found that use of the #-scheme, with > 1/2 could be beneficial to
suppress unwanted components of the wavefront. For this reason, Kern [26](1992) has shown that this process
can also be used to get non conservative schemes, which generalize the #-scheme to higher order schemes.

4.2 Discretization in the lateral variable with higher-order variational finite dif-
ference schemes

This section is devoted to the construction of higher-order semi-discretization in z of system (20). We
base the discretization on the variational formulation (25), which provides us with a systematic treatment of
heterogeneous media, in a way that insures good numerical properties (stability thanks to energy estimates).
The most common way to approximate (25) is to use finite elements P, (see for instance [2, 1]). This would yield
several drawbacks. First of all, although this section is concerned with the 2D model paraxial equation, one has
to keep in mind that it is only one step in the use of the splitting method to get the 3D solution. According to
remark 3.1, the solution computed in the direction j at points =] needs the value of the solution computed in
the previous direction j —1 at the same points. For the lowest-order P; finite elements there is no difficulty since
all the degrees of freedom coincide with the mesh points. This is not true anymore for higher-order P finite
elements, k > 2, since there are additional degrees of freedom between two mesh points. These new degrees of
freedom do not coincide in each direction, therefore the evaluation of the solution at these points would require
the use of interpolation procedures. Moreover, since all the nodes do not play the same role, the construction
of the schemes is not so straightforward as for finite difference type schemes.

This is why we have preferred to use a variational finite difference approach. It is still based on the variational
approach and thus keeps the advantage of the systematic treatment of heterogeneous media in a stable way.
A first family of schemes, the so-called classical schemes, are presented in section 4.2.3. We then extend to
higher-order schemes a classical idea used for lowest-order schemes (see Claerbout [11], Collino [12]) in order
to get a more accurate scheme, using a slight modification of the classical one. It is essentially based on the
use of an approximation of the mass matrix which allows us to gain two orders of accuracy compared with
the classical discretization. This leads in section 4.2.4 to the family of so-called modified schemes. Note that
with a finite element approach, this technique amounts to using an approximate mass matrix coming from a
mass-lumped mass matrix, i.e. an approximation of the exact mass matrix based on the use of quadrature
formulas. Mass-lumping is feasible provided that the quadrature points coincide with the degrees of freedom.
Moreover, if we want to keep the same order of accuracy, we know from [10] that the use of P} finite elements
requires quadrature formulas exact on polynomials of degree 2k — 1. It has been shown by N. Tordjman [3§]
that these two requirements are not always possible. For instance with P; finite elements, the mass-lumping is
not possible with the classical degrees of freedom. This difficulty is another argument in favour of the use of
the finite difference variational approach.
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4.2.1 Presentation of the discretization

The problem to approximate can be expressed as follows : find (w,p) € C°(0,Z; H) x L?(0,Z; H) such that
ap +bw € L?(0,Z; V) and satisfying

L) —dwmlp) =0, Vx€H (2
(31) wm(p,¢) — klap +bw,¢) =0, YoeV (b)

w(z =0) =wp

The discretization is built upon a variational finite difference method. The domain is discretized by a regular
grid (z; = iAz) and we define the shifted grid by the nodes (2;1.1/2 = (i + 1/2)Ax = (i 4+ 1/2)h), see figure 8.

Xi

[

| |

| |
| o | | o | © | | |
[ | | | | | |

Ti—1/2 Tit+1/2

To Ti—1 T; Tit+1 ITN41

Figure 8: x;, basis of Hp,
We look for an approximate solution (wp, @) € (C°(0, Z; Hy))? where Hy, is the finite dimension space
Hh = {’Uh € L2(Q);vh/[$i—1/27$i+1/2] € PO} ’

which is only included in L?*(Q). A function v, of Hj, is therefore characterized by its values at nodes z;. For
the approximate solution, the constrain agy, + bwy € L2(0, Z; V) is a priory not satisfied, which means that we
use a non-conforming approximation. However, the stiffness bilinear form k(.,.) involving the lateral derivative
terms would need more regularity on ayy, + bwy, , therefore this term is approximated by a bilinear form ky(.,.)
defined on Hj, (see below). Let (x;)i=1,...,n be the basis of Hj defined as

xi(@;) = %5@' 1<4,j<N,

(the factor 1/v/h is introduced in order to get the normalization (xi,X;)o = 6;), Xxi corresponds to the cha-
racteristic function on [2;_;/2,%;41/2], apart from the factor 1 /vV/h. For any function vy, of Hy, we let v; its
components in this basis, (vs, xi)o = v; = V'h vp(2;) and V}, the vector of components v;. There is a canonical
bijection between Hjy and C~. In particular if || . || denotes the norm in CN and . the vector scalar product,
we have || vy, |o=|| Vi || and for (vp,ts) € H? of components (V,Th) € (CN)2 : (vh,tn)o = Vi« Th. For a regu-
lar function p € C°(Q) we define its interpolation 7, p as the function in Hy such that 7,p(x;) = p(z;) Vi, or
equivalently as

(32) mp =Vh Y plwi)xi -
The approximate solution is decomposed on the basis as foll ows
N N
wi(w,2) =Y Wil2)xi(®) 5 en(@,2) =Y Bi(2)xi(z) -
=1 =1

We denote by W, and @, the wunknown vector functions (Wy); = (W;)i<i<y and
(®r)i = (®i)1<i<nv and we make the convention Wy = Wyy1 = 89 = ®y41 =0. The approximate problem
then consists in finding the vector functions (Wp, ®5) satisfying the matricial system

W _ iwMp®;, =0
(33) dz :
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where M, is a diagonal matrix, called the mass matrix, K}, is the stiffness matrix

(Mp)ij = m(xi,x5) 5 (Kn)ij = kn(Xs, X5) »

and kp will be explicited below. The correspondence between Hy and cN yields MpVy, « T, = m(vp, tp) and
Ky Vi o Ty, = kp(vp, ty). Properties of the bilinear form m(.,.) implies that M} is a symmetric (diagonal !) defi-
nite positive matrix. The scheme (33) will be completely defined only once &k is known.

4.2.2 Definition of the approximate stiffness bilinear form £k

To derive an approximate stiffness bilinear form, the derivative operator 8/0z is approximated with a finite
difference operator defined on Hjy. Let D, denote the usual second-order finite difference approximation of d/dz
(apart from the factor 1/¢), i.e.,

D:¢(x) = ¢z +¢) — ¢z —¢),

and D its adjoint, which is simply defined as D¥ = —D,. For ¢ € Hy, and ¢ = h/2, ¢(z) is defined on each inter-
val [2;_1/2,%iy1/2], thus é(x +h/2) is defined on the shifted intervals [z;_1,2;] and we have
Dy jad(z) = ¢(x;) — ¢(xi—1) for z € [z5_1, 23], VI <i < N +1 (with ¢(20) = #(xn41) = 0). This shows that

Dy, /29 belongs to H, ;/ % which is the set of functions that are constants on each interval [%;—1, ;] or equivalently
of functions characterized by their values at nodes of the shifted grid z;_/»

H,"* = {vy, € L*(Q) such that vy /[g,_, o € PS,V1<i < N +1} .

More generally, if we consider the finite difference operator D(5,_1)s/2, it is also defined on the shifted intervals,

i.e., it still belongs to H;/2 (with the convention ¢(z;) = 0 for j < 0and j > N+1). We define a finite difference
operator approximating d/dz as a linear combination on the following form

1 n
(34) =7 Z VpD(2p_1)n/2 -

In particular we have Op¢(z;41/2) = Z Vp (#(xj4+p) — d(xj—p+1)) and again for a function ¢ € Hy, Op¢ is

in H ,lb/ . Note that to approximate a second order derivative, we would apply again this operator and thus
evaluate this second order derivative at the nodes of the original grid. This procedure allows us to recover some
finite difference schemes used classically when the medium is homogeneous.

This approximation will be said of order r if, for a sufficiently regular function p, the error between the
approximate and the exact derivative is of order r, i.e., if

Onpla) = L (@) + O, Ve,

2
. . . . . 14
and of course in this case 82p is an approximation of 72 of order 7.
i

Lemma 4.1 The approzimation given by (34) is of order 2n provided that the coefficients v, satisfy the system

(35) Zup(Qp — 1)kl =6, for1<k<mn.
=1

In that case it is denoted by 8,[12"] and for any regular function p we have

(30 08" p(w) = L) + MR @) + O
where .
[2n] _ 1 2n+1
G7 Bs™ = Gnriyiom > v(2p -1t
p=1

INRIA



Higher-order numerical schemes and operator splitting for solving 3D paraxial wave equations

Proof : let p be in C?"*1(Q), D, p admits the following Taylor expansion

n E2p71
— (2p—1) 2n+1
Dupe) =23 o s a) O,
and this yields
- h?k—2 2k—1 - 2k—1 2
Onp(z) = Z WP( ~(x) Z’/p@p 1)+ 0(h™") .
k=1 ' p=1

The condition (35) on the coefficients to get a 2n-order approximation follows then easily from this expression.
Expliciting the remainder, we get
(2n+1) n
P (z) 2n41 2n4-2
— E 2p—1 h . ]
(2n + 1)1 22n vp(2p =)™ + O )

p=1

o p(a) = L (@) + w2

This leads to the approximate stiffness bilinear form (corresponding to the 2n-order approximation)

K26, %) = (0™ 6,02 y), (4, x) € HE

which is symmetric and satisfies ¢, || 822"]45 I2< kf"]((f), ®) < cu | 8£2n]¢ |2, V¢ € Hy,. The stiffness matrix in
the matricial system (33), when using the 2n-order approximation, is simply defined as

(Kn)o™ = kP (0, xi) = (0 xq, 07 x) -

4.2.3 The classical schemes

a - Description

With the above definitions, we now define the 2n-order classical scheme as follows

dwy,
dz

- inh(I)h =0 (a)
(38) :
(w2 My = aKP™) @ = bEWh (1)

In practice, the auxiliary unknown is eliminated in order to get an evolution system on W; (this is possible if

2
w _
we assume that ” is not an eigenvalue of the matrix (M) ' K ,[fn]) and it gives

—1 dWy

(39) (w2Mh - aK,[f’”l) (Mp) = iwbK "W, .

The left hand side matrix necessitates to invert M} which is easy since My, is a diagonal matrix. This property
is important to keep in mind when constructing the new modified schemes.

b - Order of the classical schemes in a homogeneous medium

As mentioned previously, the scheme (38) can be interpreted in terms of a finite difference scheme. We
analyze its order in the case of a homogeneous medium. In this case, we rewrite (38) as follows

dw w )
- (@5,2) = —n(j,2) =0, Vj (a)
(40) 2

?Wh(mjaz) - Z(K;[fn])jz’ (apn(zi, 2) + bwp(xi, 2)) =0 (b) .

k3

To analyze the “quality” of this approximation, we choose as a criterion of quality the truncation error which
quantifies at which order the exact solution (w,p) of (20) satisfies the scheme. The first equation is trivially
exactly satisfied by the exact solution. The error comes thus from the second equation and is defined as

(41) Bf = (@, 2) = Y(KE™)ilap(@s, 2) + bu(ai, 2)

i
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Lemma 4.2 The scheme (38) is of order 2n. The first term of the truncation error can be explicited

62"+2¢

E}cllass — QCRgn]th T

(mja Z) + 0(h2n+2) )

where Rg has been defined in (37) and ¥ = ap + bw.
Proof : see appendix A. H

4.2.4 The modified schemes

a - Description

The left hand side matrix of the classical scheme (39), w?M}, — aK ’[LG]’ has the same bandwidth as K ,[f"].
Could we modify this matrix in such a way that the bandwidth remains the same and that we gain some orders
of accuracy ? The answer is yes and is given by what we call the modified schemes. The idea is to introduce
a new mass matrix, that we already denote by Mg"] (see below), instead of M}, which has the same bandwidth
as K ,[f"], so that the global bandwidth of w?ME™ — oK E"] does not change. The new system to solve would

then be
dWy,

(42) (w2paf2 — a2 (M) 2 = KL W

This corresponds to modify the mass matrix only in the second equation (b) of (38) and to solve
dw,
d—zh —wMp®, =0 (a)

(43) :
(«MEY — akP™) 0 = bE WL ()

As explained below, this process can be seen as an extension of Claerbout’s scheme (1983) [11] to higher orders.

b - Construction of M,Ef”]
Recall the definition of the mass matrix
1
(Mp)ij = (EXi,Xj)o .

A natural way to construct an approximation of M}, is to approximate the operator identity I in an analogous
way than we have approximated d/90z. We follow the same kind of procedure as for the construction of the
stiffness matrix. We set I the finite difference operator approximating the identity

Lo(@) = 5(8(z +) +9(z = <))

which is self adjoint, I* = I.. Again for a function ¢ € Hy, and for € = (2p — 1)h/2 the resulting function I, ¢
belongs to H;/ %. We introduce a higher order approximation of I, 0y, as a linear combination

(44) op = Z,u'pI(Qp—l)h/Q .

p=1

Lemma 4.3 The approzimation given by (44) is of order 2n -i.e., §pp(x) = p(x) + O(h*") Vz, for any regular
function p- provided that the coefficients u, satisfy the Vandermonde system

(45) Zup(2p — 126D =6 for1<k<n.

p=1

]

In this case, it is denoted 6}12" and for any regular function p we have

(46) 8 "p(@) = pla) + h*"Ryp (@) + O(h*™)
where
2n 1 - n
p=1
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Proof : see appendix B. H
We are now able to construct an approximate mass matrix

1
(48) (U;[LG])ij = (26}[12H]Xi36}[12n]Xj)0 )

1 > .
which is clearly symmetric and positive (U”™V;, .V, = (5622"]%, 82,0 > vl 2oy |12).

Remark 4.2 For the same value of n, the approximations 6;12"] x; and 8,[12"] x; use the values of the function
at the same points. Therefore the matrices U, ,[12"] and K ,[12"] have the same bandwidth.

¢ - Order of the modified schemes in a homogeneous medium
Using U, ,[12"] instead of M}, has no interest ! However, we can use both by introducing a convex combination
(49) MEY = oM, +(1-a)UP™,  0<a<1,

and we can show that a proper choice of the parameter « allows us to gain two orders of accuracy when compared
to the classical discretization, which corresponds to the particular choice & = 1. Moreover, remark 4.2 shows

that the matrix w2 MZ™ — oK ,[L2"] keeps the same bandwidth as in the classical scheme.
In a homogeneous medium the modified scheme can be rewritten as

dw w
o (@5,2) = —on(zj,2) = 0 (a)

W (MEM)jion(wi, 2) — Z(Kf[fn])ji (apn +bwp) (zi,2) =0 (V')

i

(50)

and the truncation error still comes from the second equation and is defined as
(51) Ered = w3 (ME)jup(wi, 2) = D (K™ i (ap + bw) (24, 2) |
i i

where (w, @) is the exact solution of (20), assumed regular enough.

Proposition 4.1 The modified scheme (43), with the matriz M defined in (49) is of order 2n + 2 in a
homogeneous medium with the choice

2n
2 — [2n] — )
(52) a=a« 1

Proof : we only mention here a lemma used in this proof, since it is useful, and refer to appendix C for the
whole proof of this proposition. H

Lemma 4.4 The coefficients v, and pip, satisfy the relation
(53) pp=02p—1),, 1<p<n.

Proof : It is straightforward to check that the coefficients (2p — 1)v, are solutions of system (45) and hence
coincide with the p, W

Remark 4.3 From a practical point of view, relation (53) is very useful, since it is sufficient to compute a
2n-order approximation of d/dx to get at the same time the 2n-order approximation of the identity. Moreover,
since coefficients u, satisfy a Vandermonde system, they are known explicitely, for all 1 < p <,

II @m -1’

(54) = mEp _ (2n!)*(=1)P~!
T (em1 = @porp)  ZETHEp D= p) (e p - D ()
m#p

and the expression for v, follows from (53).
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Remark 4.4 - Interpretation of the modified schemes as an extension of the Claerbout’s scheme.
The classical Claerbout’s scheme [11] is usually seen as a modification of the stiffness matrix K ,[12] in (33). The
second-order approximation K ,[12] is replaced by (I —vh2K ,[12])_11{ ,[f] which is still a 2nd-order approximation
and becomes of fourth-order with the value v =1/12. With n = 1, the modified scheme corresponds to the
classical Claerbout’s scheme [11], with the relation v = (1 — @)/4. The modification presented here plays on the
mass matrix, but it can be interpreted as a modification on the stiffness matrix as in the Claerbout’s scheme,
by rewriting the modified mass matrix as

ME = (T4 (1= a)(UP™ - MM ) My

A —1
and multiplying the second equation in the approximate system by (I +(1- a)(U,[f"] — Mp)M, 1) (assuming

this is valid, which is true if (1 — ) || (U,[LZ"] — My)M; ! ||< 1), in order to reobtain My, for the mass term. The
stiffness matrix is then modified and becomes

—1
(55) Al2nl — (I +(1—a)UP - Mh)M,;l) K2
The modified scheme can then be rewritten as follows

dw,

=k wMp®, =0 (a)

WM&, — AZY (ad) +0W,) =0 (V)

The corresponding value al?l = 2/3 leads then to the well known v =1/12 choice and gives a fourth-order
scheme with a matrix of bandwidth equal to 3 instead of 7 for the classical fourth-order scheme. The fourth-
order modified scheme can thus be interpreted as the Claerbout’s scheme and the higher order modified schemes
as a generalization to higher orders of the Claerbout’s scheme. For n = 2 and o4l = 4/5, we get a sixth-order
scheme with a bandwidth equal to 7 instead of 11 for the classical sixth-order scheme.

The hypothesis to prove the equivalence between (56) and (43) that the matrix

-1
(I +(1- a)(U’[f"] — Mpy) Mh—l) is invertible, is quite reasonable : it expresses that the mass matrix ap-

proximation that we use is not too far from the mass matrix!

4.2.5 Stability analysis

It is convenient to analyze the well-posedness of the schemes written in the form (56) which is very closed
to the continuous equations so we have a guide for the proof of stability.

Proposition 4.2
o If the matrix AE”] defined in (55) satisfies the following condition

(57) AlPnly, Ve R, YW,

then the approximate problem (56) (or equivalently (43)) has a unique solution (W, ®y) that satisfies the energy
conservation
| Wa(2) =1l Wh(0) | Ve

e The classical schemes (a = 1) satisfy condition (57).
e The modified schemes satisfy condition (57) in the case of a homogeneous medium.

Proof : see appendix D. W
1
In the proof of proposition 4.2, we end up with a quantity on the form (cdpcép, —Onth, Ontn)o which has to be
¢

real. The key point in the homogeneous case is that ¢ is constant and commutes with the other operators, so
that this quantity is equal to c(ahéfbth, Ontr)o and since operators &y, and dy, also commute, there is no difficulty
to conclude. In the heterogeneous case, the velocity does not commute any more with the other operators. The
main drawback of the modified scheme is therefore that the stability analysis through a priory energy estimates,
that can be made for the classical schemes to show their well-posedness, fails in heterogeneous media, although
it still applies in homogeneous media. However, from a numerical point of view, they seem to behave even
better than the same order classical ones and this is also confirmed by the dispersion analysis.

In the following, for the dispersion analysis as well as for the numerical results, we only consider the 2n+2
order modified schemes obtained with the particular choice of o = al?7].
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4.3 Total discretization

Before closing this section, let us write the total discretization. System (43) can be rewritten after elimination

w

of the auxiliary function as (when it is possible, i.e., if w?/a is such that the matrix — M[2"] — K,[fn] can be
a

inverted)

d . .
(58) % = iCL,Wh, Ch = wMp(w M2 — aK,[f ])_le,[f I

The discretization in depth is introduced as in section 4.1, thus if W] denotes the approximation of Wj(2™),
W,;"‘H is obtained from (30), substituting C' with C}y. The algorithm for one iteration (W* — Wf:”"'l) is
e Compute the matrices at step 2™,

M™=My(z™) , ME=MPUGEM) K™= KRG

¢ Introduce K + 1 intermediary unknown vectors (W,:")k:o,,,,, K
* Wt = wir
* For k=1,...,K, solve

2 wAzb

spww%=5$Wﬁ4,wuh$?:0%w@«_Kmemy4+fk K™

m+1 __ m
* W = Wg.

Notation - We will need a denomination to characterize the schemes we have presented. A scheme obtained
using a 2n-order discretization in z and a 2K-order discretization in z will be called (2nz — 2K z)-scheme. We
also introduce the notation (2nz.y4ss — 2K z)-scheme and (2nz,,,q — 2K z)-scheme to distinguish between the
classical and the modified (2nz — 2K z)-order schemes.

5 Dispersion analysis in 2D

In this section we present the dispersion analysis of several numerical schemes presented in the previous
section, i.e., the analysis of the quality of the schemes on the propagation of plane waves in homogeneous
media. Since the application we have in mind for these equations concerns the migration in geophysics, we
introduce here specific quantities commonly used in the geophysics community. So the dispersion analysis is
done through the evaluation of what geophysicists call as “dip”, a quantity defined below. The error on the dip
(called the “dip error”) is our criterion to quantify the accuracy of the schemes. This error depends on several
parameters : two parameters related to the discretization (the number of discretization points per wavelength
and Az/Az, the ratio between the step-sizes) ; one parameter related to the plane wave we modelize (the
“apparent dip”). We will explain how to compute the numerical dip for the schemes presented in the previous
section and give explicit expressions for several schemes that we study in more details. We then show the
influence of these parameters on the dispersion error.

5.1 Some preliminaries

The dispersion analysis consists in analyzing the propagation of plane waves in a homogeneous medium, i.e.,
of waves on the form
(59) v(z,2) = exp —i(kyx + k., 2),

where k, and k, are the components of the wave number. This solution corresponds in the time domain to an
harmonic plane wave V(z,z,t) = exp —i(k,z + k.2 — “t) where w is the angular frequency. The slope of the

k
equiphase lines in the (x,t) plane (time section) is called the “apparent dip”, p, = Bz _ tan 6., and the slope
w

k

of the equiphase lines in the (x,z) plane (depth section) is called the “effective dip”, p, = k—w = tan§,. Func-
z

tions (59) are solutions of the harmonic wave equation provided that k, and k, satisfy the classical dispersion

relation
(60) B2k =2

2’

2
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From relation (60), one deduces a very simple relation between the apparent dip and the effective one for the
wave equation, which is independent on the frequency
2
2\wave __ P,
(pe) - 1 _ pz -

This analysis can also be applied to the paraxial equations. For the forty-five degree paraxial equation, v is
governed by (20) and (21) which leads to a dispersion relation that can again be written as a relation between
the apparent and the effective dips (still independent on the frequency)

kz cont b 2 .
(61) (£) =1y o e T
w 1—ap, __ bp;
1—ap]

We make a similar plane wave analysis for the schemes by looking for solutions on the form

(62) v = exp —i(k,jAz + k.mAz),

but this time the relation depends on the frequency, i.e., the numerical effective dip, p}“™, given by this
relation not only depends on p, but also on w. This is called the numerical dispersion. Of course, the weaker
this dependence on the frequency is, the better the scheme is. We thus define a criterion that evaluates the
quality of the scheme through its dispersion relation. The criterion we chose, called the dip error E, is the

difference between the migrated plane wave given by the continuous paraxial equation and the migrated plane

wave given by the scheme
k cont k num
arctan [ [ =2 —arctan { | =
k. k.,

Da Da
arctan | ———— = | — arctan

= Ckz cont (%)num )
\ W w
k.

c
The error clearly depends on the apparent dip and also on the discretization through the expression (—
w

;
E = |0§ont _ 0gum| —

num

Actually, it depends only on two parameters related to the discretization (see below) which are the dimensionless
angular frequencies ¢ and (, relative to the z and z discretizations. It will also be useful to define the number
of discretization points per wavelength in z, G, its inverse, H = 1/G, and the ratio between the step-sizes, r,.
All these quantities are defined as follows
wAzx Az 27e wAz
(=22 pa=2 5 =22

Tzz = =
c Az '’ wAz c

One has the following relations :

C(=2rH ; (=Cre ; Axk,=(p,-

5.2 Dispersion relations of the numerical schemes

As explained above, the dispersion relation of the schemes is obtained by substituting solutions on the form
(62) in the scheme. Practically, the dispersion analysis rests on the following remark. If @ is one of the matrices

occurring in the scheme, () acts as a diagonal matrix on every vector of plane wave type, i.e., if ¢; = etk AT then

~ ~ i1 — 20, i—
Qé; = Q(kzAx)p;. The scalar Q(k;Ax) is called the symbol of Q. For instance, if Q¢; = Pi+1 A(i]2+ 2 L
its symbol Q(k,Az) is given by —4 sin?(k,Az/2)/Az?. Now, from (30) and (58) and taking into account
the Claerbout change of unknown (W™ = e'2*" V/® V,™ being the approximation of v), the scheme can be
rewritten in the convenient form

wAz

K
(64) Virtt = e 5 T (T + 7k 82Ch) (T + 1k AzCy) V™.
k=1 INRIA
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From the previous remarks, it is straightforward to get the general dispersion relation for the scheme (64)

K ~ ~
(65) (mAz —k.AZ) _ H 1+7,A2C) o NK(AZCh)

1+7A20, Ng(AzCh)

where Nk () is the polynomial numerator, product of the numerators of each fraction (see (29)) and that yields
the numerical dispersion relation

k"2 Sm(Nk(A2Cn))
(66) 1—(w) g e (%e(NK(Az@»)'

Sm(Nk) (resp. Re(Nk)) being the imaginary part (resp. the real part) of Ng. This relation is valid for all the
schemes introduced in the last section, Nk characterizes the discretization in z and the symbol C}, characterizes
the discretization in the lateral variable. This gives the expression of the numerical dip

(67) 67"™ = arctan Pa —
2 %m(NK(AzCh))

1 — — arctan =
Cz %e(NK(AZCh))

The symbols Cj, for the 2n-order classical (o = 1) and the (2n + 2)-order modified schemes (a = a/2"]) can be
expressed as

N b2 K"
(68) AzC{Z;n] = CZW = CzCh 5 AzCthT:fg CZ 71 ’
aK

b = (.0,
1— MEM — ok

where the quantities K E"] and ME™ depend only on ¢ and p, so that Cj, = Ch(C,pe ; a,b). Explicit expressions
to compute 7™ from (67) and (68) for K = 1,2 and n = 1,2,3 can be found in appendix E.

Remark 5.1 There is no difficulty to check, using Taylor expansions, that with a (2nz — 2K z)-order scheme,

one gets
Ckz num Ckz cont - o
= + O(Az*"*) + O(h*") ,
w w

i.e., as we expected, the dispersion error is of order 2K in z and 2n in x.

5.3 Comparison between several schemes

The dip error, computed from (61) and (66) (or equivalently (67)), depends on several parameters, E =
E(¢,722,Pa;a,b). The two first parameters, ¢ and r,, are parameters of the scheme, they are directly related
to the number of discretization points per wavelength for the discretization in x and for the discretization in
z. The apparent dip p, (p, < 1) characterizes the propagating angle with the depth direction. One has to
remember that the paraxial approximations are valid as long as the wave propagates in a direction close to the
z direction, i.e., as long as p, is small enough. For instance, for the forty-five degree approximation, the error
between the paraxial approximation and the wave equation behaves as O(p%). The last parameters, a and b,
are the coefficients of the rational fraction that defines the paraxial approximation. Here, we study only the
approximations obtained with one fraction but the error for an approximation involving several fractions would
be simply obtained as a sum of the errors for each fraction. This remark will be used to study the dispersion
for the 3D paraxial equations with splitting. For the 2D case, taking one fraction means that we consider the
forty-five degree approximation and thus make the analysis for a = 1/4 and b= 1/2.

For the sake of simplicity, we assume in the following that the step-sizes are the same in = and in z (Az = Az),
i.e. 7,z =1, so that the error becomes only a function of (¢,p,). We now compare the (2nx — 2K z) classical
and modified schemes for K = 1,2 and n = 1,2,3. One could think that with a sixth-order discretization
in x it would be better to use also a sixth-order discretization in z. However the results obtained with the
sixth-order discretization in z did not show any improvement compared with the fourth-order, that is why it is
not presented.
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5.3.1 Comparison between classical and modified schemes

Fig. 9 (a) and (b) represent the dip error E(¢ = 2 H, p,) for several discretizations in z and a fixed discre-
tization in z (2nd-order in (a), 4th-order in (b)). The value of the apparent dip is fixed to p, = tan(32°) ~ 0.6
(but the conclusions remain valid for p, describing the interval [0,1]). For the second-order as well as for the

dip error for several schemes of order 2 in z with dz=dx, p=32d dip error for several schemes of order 4 in z with dz=dx, p=32d
5 T T T T T T T T T 25 T T T T T T T T T
4x_{class}-2z 4x_{class}-4z -
2 4x_{mod}-2z 1 2 | 4x_{mod}-4z
6x_{class}-2z 6x_{class}-4z

(%] 1%}
[ <]
L L
= 1.5 - 9 2 15+
kel =]
£ £
2 1t 18 1}
[} (0]
o o
5 ey =

05 | e 05

ol e . . . . o e — ey ) .
0 0.05 01 015 0.2 0.25 0.3 0.35 0.4 045 05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 04 045 05
H H
(a) Second-order schemes in z (b) Fourth-order schemes in 2

Figure 9: Comparison between classical and modified schemes
fourth-order z-discretization, Figures 9(a) and (b) show the same classification for the schemes :

2mclass < 4mclass < 4wmod < Bmcla.s.s < 6mmod
bw =3 bw =7 bw =3 bw =11 bw =7,

where S7 < S2 means that the scheme S5 is better than the scheme S from the dispersion point of view. Under
each scheme, we have indicated the bandwidth bw of the linear system to be solved. Consequently, for the same
order of accuracy the modified schemes give better results than the classical ones. This was not predictable
and is all the more interesting because the modified schemes have been designed in such a way that they also
consume less computational time (see the bandwidths).

5.3.2 Comparison between second and fourth-order discretizations in z

When comparing Figures 9 (a) and (b), it can be seen that there is almost no improvement by increasing
the order of discretization in z with the classical second-order scheme in z. On the other hand, for the other
discretizations in z (i.e., of order greater than 4) the gain is important especially for small values of H, i.e. for a
large number of points per wavelength (see Fig 10). In any case, one should remember that the cost of the 4th-
order scheme is around twice the cost of the 2nd-order one. Concerning the price we should pay, we address the
following question: is it worth using a fourth-order depth discretization rather than using the second-order one
with a step divided by two and the double of iterations ? (since the price should be the same). To answer this
question, we have compared the dip errors obtained with the 2nd-order z-discretization for the ratio r,, = 1/2
and with the 4th-order z-discretization for the ratio r,, = 1, and this for three different discretizations in the
lateral variable (2%c14ss, 4Tmod and 6Zy,04). The conclusion is always the same, for the same computational
cost, the 4th-order z-discretization is always more accurate than the 2nd-order one. Actually, to get a better
accuracy with the 2nd-order z-discretization compared to the 4th-order one, one should divide the step-size in
z by 12! it would thus be 6 times more expensive. In conclusion, for a better accuracy, we should better use
the fourth-order z-discretization than decrease the step-size.

5.3.3 Comparison between the modified schemes 4x,,,q — 4z and 6z, — 42

In the last two sections, the comparison was done for a fixed discretization either in z or in z. We now
wonder if to get a better accuracy it is worth using a higher-order discretization in x, say the 6th-order modified
scheme, with the 2nd-order z-discretization or rather the 4th-order discretization in both variables ? The dip
error for these two schemes is plotted in Fig 10, for the value p, = tan(32°). The two curves cross each other at
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dip error for several modified schemes with dz=dx, p=32d
8 T T T T T T T T T

0.7 r 4x_{mod}-4z 4
6x_{mod}-2z

0.6 - 6x_{mod}-4z

0.5 |
0.4

0.3

dip error in degrees

0.2

0.1

Figure 10: Comparison between several modified schemes, p, = tan(32°)

H = 0.38 which corresponds to about 2.6 points per wavelength. This conclusion is still valid for other values of
the dip, except that the value of the cross point is not the same anymore, and varies from H = 0.38 to H = 0.42,
see Figure 11. This corresponds to a value of G between 2.3 and 2.6 points per wavelength. Therefore it appears
that when we have a large enough number of points per wavelength (larger than 2.5, which is not so large...), it
is better to use the 4th-order scheme 4x,,,4 — 42, whereas for a poor mesh (less than 2.5 points per wavelength)
the scheme 6,04 — 2z is better. However, even if one of the main advantage of paraxial equations, compared
to the wave equation, is to need a lower number of points per wavelength, it is certainly not realistic to use less
than 2.5 points per wavelength with the hope of getting an accurate solution!

dip error (p<D). DE 5x- 2z- DE_3x- 42

Figure 11: Comparison between schemes 62,04 — 22 and 4x,,0q — 42 for several values of the dip

6 Application to the 3D solution
6.1 Algorithm

We come back to the approximation of the 3D field u solution of (15) (or equivalently to the related seismic
field v). For the sake of simplicity, we assume here that the paraxial approximation uses only one fraction per
direction of splitting. Assume the approximate solution V;™ (here the subscript h only means that it is the
approximate solution), at step 2, is known, the algorithm to compute the solution th"'l is summarized as
follows: introduce Np + 1 intermediate unknowns, (W™%);-o . ny,

1. transport term

2. Splitting in the Np directions
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\\

/

2R

Az, = Az Azy = V2Az Azz = Az Az, = V2Az
L4 lines Lo lines L3 lines L4 lines

Figure 12: Computational grid for the 45 degree approximation using 4 directions of splitting

For each direction 1 < j < Np, on each mesh-line in this direction, 1 < I; < Lj, W™ is determined
through the solution of the 2D paraxial equation (19) on this line, whose semi-discretization (using the
modified schemes) is

dem - I Myrrm
ds = ZCh WJ ) 0 S S S Az
(69) Wm(0) = Wit ;

Wi = Win(Az)

with CJ™ = wMp (w2 ME™ — JK[zn]) 1b; K[Q"]. The matrices depend on the depth index m, on the
direction j and on the considered line ;. When using 4 directions, as illustrated in figure 2, all the systems
to solve do not have the same size. The step-size also depends on the direction: it is larger in the diagonal
directions. To avoid too much dispersion coming from these directions, it is thus important to choose the
number of discretization points with respect to the largest step-size. The total discretization of (69) follows
the algorithm described in section 4.3: introduce K + 1 intermediary unknown vectors (W]m)k k=0,... K
(o = Wi

xFork=1,...,K, (ij)k is solution of the linear system

w2

. Azb
M2 — Py 4 S P,

SP I (WM = 89 (W1, with Sp7 = (
aj a;
* Wmid = (Wm)g

3. Update of the solution
vt = he

For the practical implementation, we introduced a local numerotation for the nodes on each line in each direction,
and a correspondance between the local numerotation and the global numerotation in the mesh.

6.2 Optimal choice for the coefficients of the 3D splitted forty-five degree paraxial
equation from the dispersion point of view

In this section, we extend the dispersion analysis done in 2D to 3D paraxial equations. We introduce the
quantities

i ck, ck . . o
W= (=, —2) = pa(cos B,sinB)  with  p, =|| Py ||
w w
. ks k p
DPe = Y

(Ea k_z) ;i pe =| Pe [|=tanfe = cki
w

The dispersion relation of the 3D paraxial equations takes into account each fraction
ck cont Np L bé pa n]

70 vz —1_

(1) () —r-ryrets

J=1¢=1 pan]) INRIA



Higher-order numerical schemes and operator splitting for solving 3D paraxial wave equations

In the following, we restrict ourselves to the family of forty-five degree approximations using 4 directions
for the splitting and 1 fraction per direction, that has been described in section 3 (see relations (12)). Similar
analysis could be applied for other approximations, involving either other directions for the splitting or more
fractions.

Concerning the scheme, the difference with the 2D case results of course from this sum. At each step, we
thus have to solve in each direction a 2D problem which corresponds to the following scheme :

Np K
=TI T[]+ 722Cl) (T + redzChvir

j=1k=1

(71) Vit =

where C’,Jl' represents the operator in the j-th direction (since we consider here a homogeneous medium, the
operators do not depend on m). The corresponding dispersion relation can be written as

NEAREE SV(ECY)
(72) 1 ( - ) = ;arctan <§R(N(Cz5,]z))) .

In (72), the symbol 5,’1 is related to function 5’h(§,pa ; a,b) defined in section 5.2, by Ci = 5’h(Cj,ﬁa n;; aj,bj)
where (; denotes the dimensionless angular frequency in the j-th direction. From now on we assume that the

A
spatial mesh is composed with squared elements (Az; = Az) thus we have (G = (4 = YoT

= ( in the axis

directions and (> = (3 = v/2( in the diagonal directions. The dip error is still defined by (63) and depends here
on E = E((,720 = 1,pa,3 ; b1) since the other coefficients a; and b; are related to by through relations (12).
As recalled in section 3, the values of parameter b; proposed in [14] were chosen according to criteria based on
the error e(k1, k2), i.€., the error between the wave equation symbol and the paraxial equation one. Since the
dip error also depends on this parameter by, we determine here the value that minimizes this error.

p Error 3D - schene 4xnod-2z (average in pa and phi)

ABOVE 0.100
0.010-  0.100
0.001-  0.010

BELOW 0.001

[

-1.0 -0.5 0.0 0.5 1.0

(a) Optimal choice for the parameter b1y and (b) Error for the optimal value b; = 0.3 (Axs = Az;)
for the scheme 4@,,,4 — 2z (average with res-
pect to pa and @, 7z = 1)

Figure 13: Optimal value for b; and corresponding error

In figure 13-(a), we represent the L' norm of the error, with respect to 3 € [0,2x] and p, € [0,0.9] (i.e.,
Do < tan42°),

27 0.9
/ E(C717pa76; bl)dpadlg )
0 0

for ¢ varying in [27/30,27/3] (i.e., from 30 to 3 points per wavelength in the axis directions) and b; varying
in [1/12,5/12] and for the scheme 4%,,0q4 — 22. The optimal choice for b; is b; = 0.3, which is not far from
the maxi isotropic corresponding to b; = 0.25). For the other schemes, and for a ratio r,, between 0.5 and 2,
the optimal value remains around 0.3. The criterium used to determine this value is based on the difference
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between the scheme and the continuous paraxial equation but it does not guaranty any more that the paraxial
approximation approximates well the wave equation. In figure 13-(b), we represent the error e(k1, k) for this
optimal value and we check that the approximation is quite good and seems even better than the maxi isotropic
one (see figure 3-(a)), especially in the diagonal directions k1 = ka.

7 Numerical experiments

We now illustrate the method with several numerical experiments done in the time domain. In each case, we
specify the surface data R(z,t) in the time domain. Since in practice we solve the problem for each frequency
and recover the transient result through a Fourier transform, we also indicate the value of the cutoff frequency,
F.. The computational domain is 1250 m in each of the horizontal directions, and 625 m in the vertical direction.
The grid sizes are h = Az = 12.5 m. We handle 120 equidistributed frequencies.

7.1 Migration of a straight-line reflector in a 2D homogeneous medium

The surface data is given by R(x,t) = f(t — 7(z)) where 7(z) = Pa and f is the derivative of a Gaussian

c
function f(t) = % (9us(t)) = % (exp(—w%t?/4)). The source frequency is taken to be Fs = 30 Hz and the cutoff

frequency to Fo = 78 Hz. Theoretically, i.e. with the exact wave equation, we should observe a migrated image
located around the straight line of equation z = p.z with p, = p,/+/1 — p2. The dispersion analysis showed
that the error increases with the apparent dip and also with the inverse of the number of points per wavelength.
We consider here a quite severe test with a high value of the dip: p, = 0.8 (which corresponds to a reflector
located on a straight line of slope & 53°) and a very small number of points (less than 3 for the source frequency
and less than 2 for the cutoff frequency). Figure 14(a) represents the solution obtained with the classical

‘Scheme 2x_{class}-2z; 3pts/lambda
KS=15; 120 frequences; DX=DZ=12,5; NX=100; NZ=49

‘Scheme 4x_{class}-4z; 3ptsflambda
KS=15; 120 frequences; DX=DZ=12.5; NX=98; NZ=49

NCOEERE 0

(a) scheme 2@®¢1q55s — 22 (b) scheme 4@ ciass — 42

scheme 4x_{mod-4z; 3ptslambda
KS=15; 120 frequences; DX=DZ=12.5; NX=99; NZ=49

Scheme 6x_{mod}-42; 3pislambda
KS=15; 120 fequences; DX=DZ=125; NX=09; NZ=49

(c) scheme 4@mod — 42 (d) scheme 6@mod — 42

Figure 14: Migration of a straight line reflector

2nd-order scheme, 2%c1ass — 2z and we observe an important dispersion. We then represent in Figures 14 (b)
and (c) the classical and modified fourth-order schemes ( 4Tcrass — 42 and 4Tmmod — 42). The dispersion is
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already attenuated specially with the modified scheme. This confirms the conclusions of the dispersion analysis.
Finally, with the use of the modified sixth-order scheme in z and 4th-order in 2, 6&,,04 — 42, the numerical
dispersion has almost disappeared (see Figure 14(d)). We do not show the results with 6th-order schemes in z
as there is no significant further improvement.

7.2 Migration of a filtered point source in a 2D heterogeneous medium
The initial condition at z = 0 is a filtered point source given as

d? .
(73 R(@,t) = 2 (0us(t = T6) 8@ = 26) % Fo t (ks <o)
where g, is the Gaussian function defined as in section 7.1. This corresponds to the second time derivative
of a Gaussian function in time multiplied by a filtered point source function, which means that the waves
corresponding to evanescent modes for the wave equation have been eliminated. The inverse Fourier transform
with respect to = can be explicited as

- 2 | wlex
le(llckm|<\w\)(x)=m51n( 2]

c )

The point source is located at the surface, in the center of the computational domain. This source thus contains
all the values of the dip and therefore is more delicate from the dispersion point of view. The simulation is done
in a smoothly varying velocity medium (see Figure 15). The central frequency of the source is Fs = 28 Hz and
the cutoff frequency Fo = 76 Hz. For heterogeneous media the stability of the modified schemes has not been

2D smooth heterogeneous medium

[ NN

Figure 15: 2D smooth heterogeneous medium

proved yet. However, the numerical experiments show that they still give good results and we observe again
a very good improvement from the dispersion point of view compared to the classical 2nd-order scheme (see
Figure 16).

In a second experiment, we shift the location of the source close to the left boundary of the domain. If we use
Dirichlet boundary conditions at the lateral boundary, the migrated image shows a strong reflexion (see Figure
17(a)). In order to remove this spurious reflexion, we have adapted the PML technique proposed by Collino
(1995) to our higher order schemes. The method has been described in section 3.2. In this example o is zero in
the domain of interest and piecewise constant in a vertical layer of five step size. The result obtained with the
scheme 4,04 — 4z is depicted in Figure 17. It can be seen that the spurious reflection has disappeared. The
extra cost due to the PML is negligible as only five extra nodes have been added to the computational domain.
As a result, the PML technique can be extended to heterogeneous media and higher order schemes.

7.3 Migration of a filtered point source in a 3D homogeneous medium

This simulation is done in a 3D homogeneous medium with velocity equal to 1000m/s. We use a forty-five
degree paraxial equation with 4 directions and 1 fraction per direction. The degree of freedom b; has been chosen

RR n° 3497



E. Bécache, F. Collino and P. Joly

MODEL 6 : scheme 2x_{class}-2z MODEL 6 : scheme 6x_{mod}-4z

(vitpars) (vitpars)

(a) scheme 2@ ;1055 — 22 (b) scheme 6&mod — 42

Figure 16: Migration of a filtered point source in a 2D smooth heterogeneous medium

MODEL 6 : scheme 3x4z MODEL 6 : scheme 3x4z

with Dirichlet BC (vitpar6) with 5 Perfectly Matched Layers (vitpar6)

(a) Dirichlet BC (b) 5 PMLs

Figure 17: Migration of a filtered point source in a 2D smooth heterogeneous medium.
Scheme 4x,,0q4 — 42

following the dispersion analysis of section 6.2 and taken equal to by = 0.3. The equation is finally characterized
by the coefficients a; = a4 = 0.27, by = by = 0.3 in the directions z; and z2 and as = a3 = 0.41, by = b3 = 0.2
in the diagonal directions. Again we consider a filtered point source, the only difference with the 2D case comes
from the inverse Fourier transform which becomes in 3D

_ 1w |we|
1 —
fwl,w2(1|0k|<|w|)(mlam2) - % ‘a J1 ( c ) )

where J; denotes the Bessel function. The central frequency of the source is F's = 20 Hz and the cutoff frequency
F¢ = 50 Hz. The number of points per wavelength is around 4 for the central frequency along the x; direction,
but only = 3 along the diagonal, and less than 2 for the cutoff frequency. Except for the 2nd-order, we only
present here the results obtained with modified schemes since it is now clear from the dispersion analysis as well
as from the previous results, that for the same accuracy, they are better and less expensive than the classical
ones. We represent in Figures 18 the sections at a fixed depth. Also one should notice in the homogeneous case
the quite good isotropy obtained with these new paraxial equations despite of the introduction of particular
directions used for the splitting.
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2x_{class}-2z

I

(a) Classical 2nd-order in z and 2nd-
order in z

6x_{mod}-2z

(¢) Modified 6th-order in z and 2nd-
order in z

4x_{mod} - 2z (Claerbout)

(b) Modified 4th-order in z and 2nd-
order in z (Claerbout)

6x_{mod}-4z

(d) Modified 6th-order scheme (4th-
order in z)

Figure 18: Filtered point source in a 3D homogeneous medium

7.4 Migration of a filtered point source in a 3D heterogeneous medium

The last simulation is done in a smooth varying velocity medium. This medium has been obtained by
applying an operation (rotation with respect to the origin + homothetie) to the 2D model represented in figure
19. In figure 20 we represent again the sections for two fixed depth (z =20 in (a), (b) and (c) and z = 30
in (d) and (e)). The improvement on the dispersion using a higher order scheme is still quite good in this
heterogeneous medium (compare figures (a) and (c)).
extra cost is a bit higher and the absorption with only 6 layers is not so perfect than in the 2D case, the results
compared to the Dirichlet Boundary Conditions are still quite good (compare figures (a) and (b) at depth z = 20

and figures (d) and (e) at depth z = 30).

8 Comparisons of the costs

We now compare the schemes from their computational cost. The systems have been with a LU factorization.

The PML technique is also used here. Although the

The computations are done on a DEC Alpha work station with a 275 MHz cpu.

8.1 C(pu times of the experiments done in 2D

In order to compare several schemes, we take as a reference cpu time the one obtained for the classical second
order scheme 2x.1qss — 22, and we call it cpug. The indicated values in table 1 are averages obtained from
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MODEL 11

(vitparl1)
L

ABOVE 3150
000~ 350
2850 3000
2700- 2850
2550 2700
2400 2550
2250 2400
2100~ 2250
1950- 2100
1.800- 1050
1650- 1800
BELOW 1650

NN ]

Figure 19: (z, z) slice of a 3D smooth heterogeneous medium

2=206 PML 2t=20;0 PMIL 2f=206 PML
o 11 - achne o2z o 11 -scher. oo

(a) z = 20, Scheme (b) 2z = 20, Scheme (¢) z = 20, Scheme
4®mod — 22z (Claerbout) 4®mod — 22z with Diri- 6Lmoqd — 4z with 6 PML
with 6 PML chlet BC

21=30;6PML 2=30;0 PML
model 1t 22 o 11 e 22

(d) z = 30, Scheme (e) z = 30, Scheme
4T mod — 2z with 6 PML ATmod — 2z with Diri-
chlet BC

Figure 20: Filtered point source in a 3D heterogeneous medium

a significant number of experiments. For each scheme, we indicate two values : the first one is the average of
the cpu time “per node” , i.e., the cpu time divided by the number of points ( Ny N.) and by the number of
frequencies (Ny) and the second one represents the ratio between the cpu time and the reference cpuy.

As announced, the modified schemes are much less expensive than the classical ones. It can be noticed
that the cost of the fourth-order schemes in z is less than twice the cost of the second-order ones, as we expected
(cpu(4Tmod — 42)/cpu(4Tmod — 22) ~ 1.3 and cpu(6Tmod — 42)/cpu(6Tmod — 22) ~ 1.6).
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2D 3D
cpu cpufepug cpu cpufepug | 3D/2D
2% class — 22 | 5.52e-06 1. 2% class — 2z | 1.5e-05 1. 2.71
AT class — 22 | 9.89e-06 1.79 AT class — 22 | 2.8e-5 1.86 2.83
AT mod — 22 5.7e-06 1.03 AT mod — 22 1.7e-5 1.1 2.98
4% mod — 42 8.8e-06 1.6 4% mod — 42 2.5e-5 1.66 2.84
6xclass — 22 | 1.48e-05 2.68 6xc1ass — 22 | 4.3e-5 2.86 2.9
6Lnoda — 2z | 1.05e-05 1.9 6L nod — 22 3.e-5 2. 2.85
6L,0q0 — 42 1.63e-5 2.95 6L,0q0 — 42 5.3e-5 3.53 3.25

Table 1: Comparison of cpu times. Left: 2D - Right: 3D

8.2 (pu times of the experiments done in 3D

The comparison for the 3D case is presented in 1-right. This time, the cost per node is around 2.9 times
the one in the 2D case. The other conclusions concerning the comparisons between the schemes are about the
same than in 2D, and we summarize it in the next section.

8.3 Conclusions on the cpu time

In the dispersion analysis, we have seen that the modified schemes have a better behavior than the classical
ones. Their price, for a same accuracy, is also much less expensive. In the following, we thus focus on these
modified schemes. These four schemes ( 4Tmod — 22, 4Tmod — 42, 6Tmod — 22 and 6x,,0q4 — 42) have
been compared in section 5.3.3 from the dispersion point of view and we now indicate the ratios of their
respective costs in order to precise what is “more expensive”...

We summarize the results of the 2D and the 3D cases. In table 2, we represent the cost ratios of these
schemes, more precisely, the value indicated in the table represents the cost of the scheme of the corresponding
column divided by the cost of the scheme of the corresponding line (the upper value is for the 2D case and
the lower for the 3D case). If we want a better accuracy than the 4,04 — 22 scheme, we recall from the
dispersion analysis that for a large enough number of discretization points per wavelength, the 4x,,0q — 42
scheme behaves better than the 6x.,,04 — 2z one, and we now see that it is also cheaper. On the contrary, for a
small number of discretization points per wavelength, the 6x.,,04 — 2z scheme gives better results and is only
around 1.2 times more expensive than the 4,,,q4 — 4z one. Finally, the most accurate scheme, 6x,04 — 42,
which is also the most expensive one, is around 1.5 times more expensive than the previous, 6&,m0d — 22.

AT mod — 22 | 4Tmod — 42 6Lmo0d — 22 | 6Xmod — 42
ALprog — 22 3D 1. 1.5 1.8 2.8
me 2D 1. 1.5 1.8 3.2
Ayog — 42 3D 0.64 1. 1.1 1.8
moe 2D 0.66 1. 1.2 2.1
62,0q — 22 3D 0.54 0.84 1. 1.5
mo 2D 0.55 0.83 1. 1.7
6,0q — 42 3D 0.34 0.54 0.64 1.
mo 2D 0.31 0.47 0.56 1.

Table 2: Ratio of the costs

9 Conclusion

We have presented new higher-order numerical schemes to approximate either the 2D paraxial equations or
the splitted 3D paraxial equations. These schemes have been designed to fulfill two main requirements : the
extension to heterogeneous media and the treatment of the lateral boundaries. The dispersion analysis as well
as the numerical results show that the numerical dispersion occurring with the classical second-order schemes
can be considerably attenuated with these schemes, particularly with the modified higher-order schemes, even
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with coarse discretization grids. Thanks to the dispersion analysis for the 3D forty-five degree approximations,
we have been able to determine the optimal equation from the dispersion point of view.

Furthermore the dispersion analysis gives a better idea of the behavior of each scheme from the dispersion
point of view. In particular, for given parameters (apparent dip and number of points per wavelength) it gives
a classification between the schemes and thus helps for choosing the “best” one. In practice, the time domain
solution comes from a numerical Fourier transform of the frequency domain solution, which means that we deal
with a more or less large number of frequencies. A possible strategy, that takes into account the informations
given by the dispersion analysis, could be to adapt the choice of the scheme to the handled frequency. In order
to really compare the different schemes, it remains to make the analysis of their cost, including the cost of
construction of the matrices in heterogeneous media, since this cost seems to be not negligible at all.

One should also compare the efficiency of these equations with the full paraxial equation. This is work in
progress and will be the subject of a forthcoming paper.

APPENDIX

A Proof of Lemma 4.2

We assume the exact solution (w, ) to be very regular, and we use again the auxiliary function ¥ = ap + bw.
The truncation error (41) can be rewritten, using equation (20)-(b) as

0% 2
Bl = —cog(2,2) = D (Kp™)(wi, 2)
i
The matrix K ,[12"] in the homogeneous case is (we omit the index [2n] in the following)

(Kn)ij = ¢(Onxi» Onx;) = c(O5Onxi> X;) = —c(Bixir X;5)
= Y (Kn)jitb(wi, 2) —CZ Onxis X3 (i, 2) .
Since x; is in Hp, Opx; is “shifted” in H i/ ? and 92 is back in Hp, and can then be decomposed on the basis
Opxi() = Vh Y Gixi(@m)xm(®) = (Ohxirx5) = VhOrxi(x;) -

Finally, we get
Y (Kn)jith(ei, 2) = —eVh Yy Gaxile) (i, z) = =B () (25, 2) |
i i
the second equality coming from the definition of 7y, (32). The error becomes therefore
62

a_;f(w,., 2) + e} (mp ) (w5, 2)

class _
E} = —c

2
= c[ O lﬁ(mw )+8,21¢(!L'j,z)—5§¢(xj,z)+8’21(7rh¢)(mj7z)

For any function p, the function 82p evaluated at nodes z; of the grid is obtained as a linear combination of
values of p also evaluated at the nodes of the grid:
1 n n
Ohp(z)) = 75 Vpi [p(Zj4p+k—1) = P(Tjtp—k) = P(Tj—ptr) + P(Tj—p—k+1)] -
h p=1k=1

Since 9 and its interpolate 7,9 coincide at this nodes, the difference 02 (m,¥) (25, 2) — 7¢(z;, z) vanishes and

we get
2

0
E’czlass =c [ oz ’lé}(m” ) =+ 6i2Lw(.’L'j,Z)
Applying lemma 4.1 to the regular function 1, we know that

2 " a2n+2
6}2l¢($j; z) = oz ’f(mJ’ z) + ZRES? ]h2n 6.7:2"‘:5

(xj ) Z) + O(h2n+2) )
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thus
62"+2’I/J

E}cblass 2 R[Qn h2n8 ST

(zj,2) + O(h*"*?) . [ ]

B Proof of Lemma 4.3

For a regular function p, the Taylor expansion of I p is

no 2k
me=mm+§:ém¢%Mw+m¥M%
k=1

n

— 6hp Zﬂpp + Z 22L 2k 'p(Qk) Z 2k + O(h2n+2) .

Under the conditions (45), it remains

h2n n
_ o (2n) _1)\2n 2n+2

C  Proof of proposition 4.1

Using equation (20)-(b) we rewrite the truncation error as

Erod = 2 (—%90(331; z) + Z(M([l?"])jiso(wi,Z))
_c% (a + bw) (x5, 2) = (K3 (g + bw) (s, 2)

i

In the homogeneous case, we can evaluate the matrix U, ,[12"] in the same way as we have evaluated K ,[12"] in the
proof of lemma 4.2 (we omit in the following the index [2n])

n 1 1 1 .
(U™ )it = - (Bnxar 00X3) = - (01003 05) = 5 (Ghxin Xs) -

Since 82 x; € Hp, it can be decomposed on the basis, thus

o 1
§ixi = VR Y 8xi(@m)Xm => (UF™);i = E\/ﬁéﬁxi(xj)

n 1
— Z U[2 ] ]Z(p Ti, 2) = hzéth .Z‘J .Z‘“ )— Z&i(ﬂ'h(p)(xj,z) .
From this expression, we deduce
1
> (MEN)ji(xi, 2) = - (ap(s, 2) + (1 — )& (mnep) (25, 2))

which leads to

2

W
Eped = —(1-a) (6 (mhp) (25, 2) — (x5, 2)) + B>

2
w .
= — (=) (R (mp) (@), 2) = Gl 2) + Gppl(s, 2) =l 2)) + Bl

Here again, for any function p, the values §2p(x;) result from a linear combination of values of p at the grid
points. Since ¢ and 7, coincide at these grid points, the first difference in E*°? vanishes ant it remains

2
w
Epot = — (1 =) (el 2) — )5, 2)) + Ejlee
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which is at least of order 2n. The aim now is to determine « € [0, 1] such that the 2n-order term also vanishes.

Recall that
82n+2¢

6$2n+2

Eglass = 2¢REM A (@), 2) + O(h2"+2) .

On the other hand, we apply lemma 4.3 to the regular function ¢

" n82n n
82(x5,2) — p(wj,2) = 2REN2 2L (5, ) + O(h2"H2) .

aZ.Zn
These two results together give
w2 n n a2n<p n " 82n+2'¢ on
Bpet = (1= a)2Ry W o (@5, 2) + 2R W S (25, 2) + O(hF?)
n 82n 2n w2 2n 62¢ n
= 2" ((1 —a)REVI]7<p+cREg ]W) (zj,2) + O(h?"F?)

One recognizes, between the brackets, equation (20)-(b) for an appropriate choice of «

. . R R[Qn]
(1-a)Ry! =R = a:a[”:l——Rgn] ;
M

thus for this value the truncation error becomes of order 2n + 2. We explicite the ratio by means of relation
(53)

[2n] >_vpl(2p— 1)
RS 1 p=1 2n] _ 2n

B2 241 & T2+l M+ 1
M Zﬂp@p - 1)
p=1

€ [0,1] |

D  Proof of proposition 4.2

e The first point is copied from the proof in the continuous case. Again, the uniqueness of the solution follows
from the energy conservation, hence the problem is well-posed (existence and uniqueness are equivalent in a
finite dimensional space).

e Tor the classical schemes, AZ™ = K ,[12"] and the condition (57) is obviously satisfied (K ,[12"]Vh Vi = / c|Opvp|?dz).
Q

e For the third point, we have to prove condition (57) for 0 < @ < 1 in a homogeneous medium. We rewrite the
stiffness matrix as
—1 7[2
AR = (T+ (1 - )Ry) K

with Ry, = (U,[f"] — M;L)M,;1 and consider the quantity
Y = ARV, .V, = (T + (1 — a)Ry) ™ K2 .V = K2 ((I +(1- a)Rh)_l) Vi .
We set T}, = ((I+ (1- a)Rh)fl) Vs

Y= KPP (I + (1= a)Rp)* TheTh = K2, o T + (1 — )K" RET, o T,

The first term is a positive real number, it remains to examine the second term

1
T=K LQ"]R;‘LTh.Th. In the homeogeneous case, one can identify MyT, with the function Zth’ UyTy, with

1
—6pth, KnTy with —cO2t), and thus rewrite
¢

T = c(Onbitn, Ontn)o — c(Ontn, Ontn)o -
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The main point now to conclude is to notice that operators ;, and 8, commute, we thus have 8,62ty = 6304ts,
which yields

T =c || n0ntn I —c || Ontn I = Y =c(a || Ontn [I§ +(1 = a) || 6x0ntn II) -

The quantity Y is therefore a positive real number. In the heterogeneous case, the difficulty comes from the
1

fact that instead of c(On62th, Ortn)o we end up with a quantity on the form (cdpcp—8ntn, Ontn)o and nothing
c

commute anymore! H

E  Numerical dispersion relation

We first rewrite (67) in the more convenient form :

(74) 607%™ = arctan Pa with XYg =
1— — arctan(Zg)

G

E.1 second and fourth-order discretization in z

This corresponds to K =1 and K = 2, for which we have the following Padé approximations :

(75) Ni(z) =1+iz/2 ; No(z) =1+iz/2 —22/12,
which give )

1 N —Azah
(76) ¥ = EAzCh and ¥y = 2

——
Remark E.1 We can check, using Taylor expansions, that

1— (i) = Ch + 0(A2*K)

w

E.2 Discretization in the lateral variable

For the classical as well as for the modified discretizations, so long as « is not fixed, (Ai’h can be expressed

T 1 — n >[2n/
with respect to the symbols My = - ME ], and K,[f ], as

~ ~[2n]
Y .. bSKL

= Zwu’w\,?"] _ af{’[lzn] - EC]/\J\E”] _ aéfel[fn] .

Actually, it is more convenient to work with the quantities i 7 [2”], ME"] = CM\E”] which can be
Y, h w2 h
expressed in terms of ¢ and p,, so we get
7 [2n]
Alen+2] bK;, =
Azch; mod — CZ Mc[?n] — ak}?n] = CZCh ’

which gives (68) for respectively a = 1 and o = ol*".

Remark E.2 e It can be easily proved, applying the stiffness matrix to a plane wave and using the analysis
of the order of the scheme (see proof of lemma 4.2) that

R = p2(1+2(=1)"k2 R R + O(h27+2))
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which yields for the classical scheme

~[2n] bp2 ck cont
Ch; class — 1— ;pg + O(hQn) =1- (7) + O(h2n) )

e In the same way, one gets for the modified mass matrix (see proof of proposition 4.1):
ME™ =1+ 2(1 - a)(=1)"k2" Ry TR*™ + O(h2"+?)

thus
M(E?"] - aIN(,[fn] =1—ap? +2(-1)"k>"r?>"((1 - a)RE?,[n] — aszg"]) + O(h?"*2) |

The optimal value & = al2"] has been chosen such that (1 — a2")R2" = RE™ 5o that
ME™ — aKP™ = (1 - ap?)(1+ 2(=1)"k2"h*"RE™ + O(h2"+?)) .
As could be expected, this naturally leads to a symbol of order 2n + 2

~ron b 2 kz cont
Gt = 12 + ot =1 () o).

We now present the expressions necessary for the classical and the modified schemes up to the order 6. From
(68), we see that the classical schemes of order 2, 4 and 6 require the expressions of K ,[12], K ,[:1] and K ,[16] while
t,}},‘f ]modiﬁed scheme of order 4 (respectively 6) requires the expressions of K ,[12] and Mo[?] (respectively K ,[14] and
ME).

e Symbol for the stiffness matrix

f

2

~ 1 /9 N 1 . 3Cpa 2
(77) ¢ Kf[;i](Cvpa) = 2 (Z sin(%) _ Esm( CZP ))

1 (75 . CPay 25 . 3CPay . 3 . 5(pa.)\’
e (325”1( 3 ) T 192 () gy sin(=0)

RIA(¢,py) = C%sin%cp“)

K¢, pa)

\

e Symbol for the mass matrix

MLZ](CaPa) = ; + %cosZ(Cga) (a[2] =2/3)
(79 , |

ME(¢,pa) = % + % (g COS(%) — %cos(:}gp“)) (ol = 4/5)
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