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Une notion effective d’équivalence pour des familles de
scénarios représentés par des HMSC

Résumé : Nous définissons une sémantique d’ordre partiel pour des familles de scéna-
rios représentées par des High-Level Message Sequence Charts (HMSC). Celle-ci permet
d’associer & chaque HMSC une structure d’événements engendrable par une grammaire de
graphes finie. On peut alors décider effectivement I’équivalence de deux HMSC, ce qui ouvre
la voie & la manipulation formelle de scénarios.

Mots-clé : MSC, équivalence, structure d’événements, ordre partiel, grammaire de
graphes.
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4 Loic Hélouét, Claude Jard, Benoit Cailloud

1 Introduction

System modeling by means of scenari is a common practice. Several formal notations such
as “Message Sequence Charts” (MSC) have been proposed. MSCs are mostly used for des-
cribing the activities of communicating entities in distributed systems. They can be found
in a closely related formalism, called Sequence Diagrams, one of the UML (Unified Modeling
Language) views [21]. A MSC graphically describes communications between processes (cal-
led Instances). MSCs give a very intuitive and visual representation of systems behaviours.

The major drawback of this kind of notation is the number of scenari you have to combine
to get a complete system specification. A simple idea is to build families of scenari, using a
kind of “scenario automaton”. The most elaborate proposal for MSCs is being normalized,
and is called “High level MSC” or HMSC [19]. HMSCs define MSC compositions with
operators such as sequencing, choice, environmental composition, hierarchical composition.
A HMSC is a graph, which nodes can be starting nodes, end nodes, choices, MSCs, or
references to other HMSCs. In order to keep the essential, we will only deal in this paper
with a subset of HMSCs, limited to choice and sequencing operators.

We aim to provide such a powerful notation with a formal background, allowing :

e property checking : For example, is there a possible process divergence (possibly lea-
ding to unbounded message accumulation in a communication medium) in a speci-
fication? If we want to make a distributed implementation, are there any non local
choices that will require distributed consensus? A first step towards property checking
was proposed in [16]. The algorithms defined in this article allow to decide whether a
HMSC describing a property “match” another HMSC describing a system or not.

e Automatic program skeleton generation, which will ensure that any execution will
respect the order defined in the scenari.

This paper makes a first contribution within this context: the decision of HMSC equiva-
lence.

The question of MSC semantics has been treated in many papers ([3, 13, 14, 10, 11, 12, 9]),
but the semantics for HMSCs is still in its infancy. A first interleaving semantics for HMSCs
was proposed in [15]. More recently, [8, 6] defined partial-order semantics. Another vision of
HMSCs was proposed in [5], where some scenari are “mandatory”, and some are “optional”.

We consider that a MSC defines a partial order between events, and that a HMSC
describes a (possibly infinite) family of partially ordered sets. This family is built from basic
MSCs (the HMSC nodes), using composition operators : sequencing (order concatenation)
and choice (set theoretic union).

A family of partial orders can be represented by a prime event structure [17]. Within
an event structure, orders are represented together, and separated by a conflict relation.
This property suggests us that prime event structures are a good model for a canonical
representation of HMSCs.

We define HMSC equivalence as the isomorphism of their event structure representations.
Therefore, the point is to give a decision procedure for this isomorphism. The potentially
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An effective equivalence for sets of scenarios represented by HMSC's 5

infinite size of prime event structures leads us to consider finite objects representing them.
We choose graph grammars, as event structures can be represented by their covering graphs.

The decision procedure relies on existing results, allowing to decide in polynomial time
whether two graphs are isomorphic or not in the case of deterministic graph grammars
generating finite branching connected graphs [2]. The hard technical point is to ensure the
finite branching type of our graphs. This is made through a grammar transformation that
eliminates infinite branching in graph grammars obtained from HMSCs, while preserving
equivalence properties.

Our partial order representation of HMSCs allows for an equivalence decision. This is a
starting point of formal reasoning about MSCs.

The paper is organized as follows: Section 2 introduces the MSC and HMSC formalism.
Section 3 defines a partial order semantics for MSC and HMSC. Section 4 recalls basic
notions about event structures. Section 5 introduces graph grammars, and Section 6 gives
a set of rules for the generation of grammars from a HMSCs. Section 7 is the correctness
proof for the rules. Section 8 defines the equivalence between two HMSCs. Section 9 gives an
equivalence decision algorithm from graph grammars, based on a normal form computation.
Section 10 shows a simple property detection from our representation.

2 bMSCs and HMSCs

Message Sequence Charts (MSCs for short) graphically define distributed systems and com-
munications between the components of this system. The purpose of this section is to provide
the reader with the features and vocabulary we will use in the rest of the article rather than
providing a complete description of MSCs (which can be found in the ITU norm Z.120 [7]).

2.1 bMSCs

A bMSC ( standing for basic MSC ) defines a simple scenario, ie an abstraction of a system
behaviour. Within bMSCs, processes are called instances, and are represented by a vertical
axis, along which events are put in a top down order. Message exchanges are represented by
arrows labeled by message names from the emitting to the receiving instance. No assumption
whatsoever is made about the communication medium. Figure 1 summarizes the different
kind of events that can be found within a bMSC.

A bMSC defines a precedence relation between events :

e the emission of a message precedes its reception.

e for any event e, all events situated upper than e on the same instance axis are pre-
decessors of e. The order on the axis can be relaxed in some parts of the instance
called co-regions. These co-regions are represented by dashed parts of the instance
axis. Events situated in a co-region are not necessarily concurrent : their order is not
specified yet, or is not important for the specification.

The set of finite bMSCs is denoted by M.

RR n3499
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m
Receiving V
Message events S
Sending ’\
Set % Timer 1
Timer Events
Reset %< Timer 1
Timeout % Timer 1
Creation H
Instance events ?
Stop >Q
Internal action #‘ﬂ

Figure 1: Features of bMSCs

A ] [ B ]
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m1 &2 ﬁX
timerl
a3
y i
ab ab
timerl
I I

Figure 2: An example bMSC.
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An effective equivalence for sets of scenarios represented by HMSC's 7

2.2 HMSCs

A bMSC defines only one scenario. Extending bMSCs requires a higher-level notation, and
allowing for the specification of a sets of scenari, made of combinations of bMSCs. HMSC
stands for High-level MSC. A HMSC can be seen as a graph, the nodes of which are start
nodes, end nodes, bMSCs, connection symbols, conditions, or references to other HMSCs.

HMSCs allows for the use of alternatives, and therefore define sets of scenari. HMSC P,
in Figure 3 defines two possible scenari, represented in Figure 4.

\/

M1

ml

S

Figure 3: HMSC Py (with non-local choice)

H

Figure 4: Scenari defined by the HMSC in Figure 3

A HMSC can also describe an infinite behaviour, as in Figure 5.
The representation of system behaviours with MSCs allows for the introduction of un-
desirable features. For example, HMSC P, presented in Figure 3 includes an exclusive
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M1 | M2 |
[ B ]
b2 ©

Figure 5: HMSC P,

distributed choice between two scenari Ms and M3. Consequently, the two possible scenari
described by Py are M;; My and M1; M 3. To be consistant with the specification, an imple-
mentation will have to ensure that only these two scenari can be performed. As the decision
to perform M, or M3 is distributed, this can’t be done without a synchronization between A
and B. This situation will be called a non-local choice. Section 10 describes another problem,
called process divergence. Such bad properties of a system description reinforces the need
for formal manipulation of MSCs.

2.3 Regular expressions on MSCs

We now define a convenient notation for manipulating HMSCs. HMSCs define set of scenari
that can be defined by regular expressions over bMSCs. To each HMSC, we associate an
expression : P u=¢€| M;P| > My;Py|recX.(P)|X, where M € M is a bMSC, ; is a
k€L K
sequence operator, € denotes the end of a HMSC, X is a bound variable, Y My; P isa
kel K
choice on a finite number of expressions of the kind M; P, and rec denotes recursion. For

a given k, My; Py, will be called a branch of the choice. An instance is said to be active in
a branch if it performs at least an action in this branch. The expression associated to the
HMSC in Figure 5 is P, ::= recX.(M1; X + M2; M3; X).

3 Partial order semantics for MSCs

3.1 bMSCs and Partial Orders

Let us consider a bMSC M describing the behaviour of a finite set of instances, called
I hereafter. Two events performed by the same instance are ordered according to their

INRIA



An effective equivalence for sets of scenarios represented by HMSC's 9

coordinates on the instance axis, provided they are not in a coregion. If they are performed
by different instances, they are ordered if and only if they are separated by at least one
message exchange. So, a MSC defines a partial order between events. In Figure 2, a; and
a4 are ordered, but a; and ay are not. The semantics of a bMSC can be formalized by a
poset < E,<,a,A,I > where E is a set of events, < is a partial order relation (reflexive,
transitive and antisymmetric binary relation) on E called causal dependence relation, A is
a set of atomic actions names, and « is a labeling function from F to A x 1.

Given an event e € E, we write ¢(e) = 7 when event e is performed by instance ¢ € I
(Ja € A ale) = (a,1)).

Let M; =< El,él,al,Al,Il > and My =< EQ,SQ,OQ,AQ,IQ > be two MSCs. The
concatenation of M1 and Ms, written My o Ms is defined by :

My o My =< Ey; UE,, <MioMy, 01 U as, A1 U Ay, I Uy >, where:

<yor, = <1U<sU{(e1,e2) € Ey x By |
(e}, eh) € E1 X Ea A ¢1(e]) = da(ey) Nep <1 €] Aeh <5 ez}

More intuitively, a concatenation “glues” together two MSCs along their common instance

axis.

3.2 HMSCS and partial order families

Clearly, HMSCs define sets of scenari, that will be called partial order families (POF for
short) hereafter. We can define inductively a POF of index k, noted Fy, associated to any
HMSC P € (M,;, X, rec,e) :

e VP, Fo(P) = {0}
o Fi(e) = {0}
o F(M;P)={Mo f|f€ Fr1(P)}

. ]:k(ieg_]_KMiQR') = iey.K({Mi ofil fi € Fr—1(Pi)})

o Fr(recX(P)) = Fr-1(Px:=recx.(P)])

Let W denote the set of well founded partial order families. Let F € W be a partial
order family and f be an order of F. The rank of an event e of f is the upper bound of the
length of every strictly decreasing sequence starting from e.

We note R;(f), for I > 0 the subset of f made of events of rank less or equal than 1.

Let f and g be to well-founded posets. We define the distance between f and g as :

d(f, g) = 2-min{llRi(DER(9)}
Let F € W and J € W be two POF. The distance between F and J is debined by :

A7, J)= min (maz(d(f,9)|(f9) € p))

pC
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As d(F,J)+d(T,H) > d(F,H), d(F,T)=d(T,F),and d(F,J) =0 <= F=J,d
is a distance and (W, d) is a complete metric space.

VP € (M,;,X,rec,€), (Fr(P))k>o is a Cauchy sequence :

(Ve>0,3N > 0| Vn,m > N,d(Fp(P), Fn(P)) < €).

Therefore, (Fi(P))r>o0 converges, and its limit is noted F,,(P). The partial order family
associated to a HMSC P is F,, (P).

4 Event Structures

A prime event structure (ES for short) is a 6-tuple < E,<,#,a,A,I > where E, A | I, <
and a have the same meaning than in section 3.1, and { is a symmetric anti-reflexive binary
relation called conflict relation, such that :

Ve € E,Ve' € E,efe’ & Ve" € E,(e/ <€ = efle’’) ( the conflicts are inherited
through causality relation).

An event structure defines a domain of configurations, that can be seen as possible states
of the system. A configuration is a subset C of E that is conflict-free ( Ve € C, e’ € C | efe’),
and downward-closed (Ve € C,e’ < e = € € C). For further reading on event structures,
consult [17].

The conflict operation between two ESs is noted S14S2 and is the ES :

S11S2 =< E1 U Es, <1 U <9, #, @1 Uag >, such that § = (E1 X Ez) U (E2 X El) U1 Uta.

We generalize the notation to an arbitrary number of ES with £ (S;).
i€l..n
An event structure can be represented by a graph which associates a vertex to each event,

and a typed edge to each conflict and each pair in the order relation. Infinite behaviours
lead to infinite graphs. Unfortunately, the resulting graph is not necessarily a regular graph,
which means that it can not always be generated by a graph grammar.

A first intuitive solution is to represent only minimal conflicts, and the covering of the
causality order. The other conflict and causality edges can be deducted from the graph
representation, using the conflict inheritance property and the transitivity of the order re-
lation. Unfortunately, an event can remain connected to an infinite number of events via a
conflict, and our graph may still not be regular : if we try generating a graph for the event
structure representation of the HMSC in Figure 6, we obtain the graph in Figure 7. By
restricting this graph to events labeled by a and conflict edges, we can extract the graph in
Figure 8, which is a well known irregular graph.

In order to solve the problem of regularity caused by conflict edges in the graph represen-
tation of an event structure, we define a new type of edge, called conflict inheritance edge.
This relation will allow an event €’ to inherit all conflicts from an event e, without being
causally dependant on e.

An ES can be represented by a covering graph : < E,—,~>,f.,a, A,I >, such that :

o —={(e,e/) e<|e# €N Ae” € E—{e,e'},e < e’ < €'} is the covering of <,

INRIA
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Figure 6: HMSC with an irregular SE representation

Figure 7: Irregular SE graph for HMSC of Figure 6

Figure 8: An irregular subgraph extracted from the graph in Figure 7
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12 Loic Hélouét, Claude Jard, Benoit Cailloud

e ~~ ig an conflict inheritance relation (e; ~ e3 = Ve' € E | e'fleq, e'fea),
o . is the set of minimal conflicts, i.e. {(e,e') |Ae’ A (e < e Ve ~€)Aete}.

The conflict inheritance relation allows us to generate covering graphs such that a finite
set of conflict edges starts from any event e € E ({e | 3¢/, e e’} is finite).

A covering graph of the event structure of Figure 7 is represented in Figure 9. —» is
represented by simple arrows, ~ is represented by dotted arrows, and § is represented by
an edge labelled by §.

Figure 9: Regular covering graph for HMSC Figure 6

5 Graph grammars

Ounly a short introduction to graph grammars is given. For further reading, [4] may be
consulted.

5.1 Hypergraphs

An hypergraph G is a pair (T'(G), H(G)), where T'(G) is a finite graph, and H(G) is a set of
hyperarcs. An hyperarc is a word ls;..s,, which label I belongs to an alphabet L, and where
{s;} are vertices of T(G). On the hypergraph represented in Figure 10, the vertices s4, s5, Sg
are linked by an hyperarc labeled by A. Such an hyperarc will then be noted Asssgsa.

5.2 Graph grammars

A graph grammar consists in an hypergraph G called the aziom of the grammar, and of a
set R of rewriting rules. A rewriting rule is a pair (X, H), where X is an hyperarc, and H
is the hypergraph rewritten from X’s vertices. We will often write this rule X > H. For an
hypergraph M, we note M g—X> N if M can be rewritten into N by replacing X by H in M.

INRIA
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®s3

VAN
!

A @< - _ ® 5
\ 1
1 1

1
@<= _ A

Figure 10: Hypergraph

A direct derivation of an hypergraph H by a rule (X, R) € R is an hypergraph H’ such

that H" = Hix.—p- We write H — H'. A sequence of direct derivations H —
G,(X,R) G,(X1,R1)

H — ... — H,iscalled a derivation of length n.
G,(X2,R2)  G,(Xn,Rn)
Parallel derivation generalizes direct derivation, by enabling simultaneous hyperarcs re-

placements. We write M :g> N (N is a parallel derivation of M by G) iff there exists a

set of rules P = (X3, Ry)...(Xn, Rn) of G, M comprises exactly n hyperarcs, and for any

permutation 7 on {l..n}, M — —
G,(Xx1)RBr1))  9:(Xn(n)>Br(n))

We note [M] the projection of an hypergraph M on its terminal edges. We note G* (M)
the possibly infinite graph generated form M, defined by G¥ (M) = |J,[G"(M)], where
G°(M) = M and G™(M) :g> Gty (M).

6 Graph grammar generation from an HMSC

6.1 Operations on covering graphs

Let I be a set of instances, M € M a MSC, and Gr(M) =< S,—,~,8,a, A, > its
covering graph. We define the following operations :

e S;={seS|¢(s) =i} (i €.
o Inf(Gr(M))={se€ S|Vs €S, (s,s) #—} : minimal events of Gr(M) w.r.t —.
o Sup(Gr(M))={se S|Vs' €8,(s,s') ¢—} : maximal events of Gr(M) w.r.t —.

o Infi(Gr(M))={se€ S;|Vs' € S;,(s',s) ¢—} (i € I) : minimal event on instance i
(if this event exists).

o Sup;(Gr(M)) ={s € S;|Vs €Si,(s,8) g—} (i € I): maximal event on instance i
(if this event exists).

RR n3499
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o Act(Gr(M))={i€I]|3s € SAP(s) =i} : set of instances that perform at least an
event within M.

Graph Gr(M;) in Figure 11 is the covering graph of the bMSC defined in Figure 2. We
have the following sets :

o Sa(Gr(My)) = {s1,85},5(Gr(M1)) = {s2,53, 54,56},
o Inf(gr(My)) = {s1,s2},

e Sup(Gr(Mi)) = {ss5,56},

Act(Gr(M,)) = {A, B}

Infa(Gr(My)) = {s1}, Infp(Gr(My)) = {s2}
Supa(Gr(My)) = {ss}, Supp(gr(M1)) = {se}

sl (A,al) 2 (B,a2)
o) O
\ 53(8’33)
4 (B,a4)
O 6 (B,a6)

5 (A,35)

Figure 11: Covering graph Gr(M;)
We will also write Sg.(ar) and gT> for the vertices and causality edges of Gr(M).
T

6.2 Deriving graph grammars from a HMSC

Due to recursive definitions, infinite event structures can be defined. However, the covering
graph of a HMSC can be represented finitely by a graph grammar. We associate a graph
grammar to any HMSC defined by its regular expression P. The axiom of the grammar is
the starting expression P, without vertex. Derivations of rules have to take into account
expressions, but also a context, i.e. the set of active instances, the branch of the choice we
are evaluating, and so on. Therefore, the rule generated from an expression won’t be the
same depending on the history of the system. The alphabet L of non-terminal hyperarcs is
composed of sub-expressions of the axiom and contexts.

INRIA
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Let P € (M,;,3,rec,e) be a HMSC, S be a set of vertices, LE(S) a predicate indicating
if a vertex s corresponds to the last event performed by instance ¢(s), Her a predicate on
S indicating if a vertex can be the origin of an inheritance edge, Var be a set of pairs
(X, Expr) where X is a variable name, and Exzpr a sub-expression of P, and Br be a list of
instances that performed at least an action in the branch of the HMSC currently studied.

We define the function Rules(P,S,LE,Her,Br,Var) = {(H, R)}, that gives the rules
associated to the HMSC P according to a specific context {LE, Her, Br,Var}. Rules are
of the form Pgop.S > (C,{P].S}}), meaning that in the context Con, an hyperarc labelled
by P rewrites into an hypergraph C including hyperarcs of the form P].S]. For the sake of
clarity, we neither define the computation of A, I, or @ nor we indicate the context on the
labels of the rules. The rules associated to an HMSC are computed in the following way :

e Rules(e,S,LE,Her,Br,Var) =e.S> (< S,0,0,0,a,A, 1 >,0)
This rule suppresses hyperarcs labelled by e.

e Rules(M;P,S,LE,Her,Br,Var) = M;P.S > ((SM;p, ,(Z),a,A,I,), P.S’)

M;P’ M;P
U Rules(P,S',LE', Her', Br U Act(Gr(M)), Var) where :
- SM;P: SUSgT(M)
- M—;}D = {(s,Infi(Gr(M))|s € LE(S)A¢(s) =i Ni € Act(Gr(M))}U Qﬁl)
Y {(s,Infi(Gr(M)) | s € SAHer(s) Ni € Act(Gr(M)) Ni &€ Br}
- LE'" = LENS U{Supi(Gr(M))|ie€ Act(gr(M))}
-5 {s € LE(S) | ¢(s) & Act(Gr(M))} U {Supi(Gr(M)) | i € Act(Gr(M))}

G {s€ SUSgr(M) | s € Her'}
- Her' = HerU{Inf;(Gr(M)) |ie€ Act(Gr(M))ANi ¢ Br}

This rule prepares the order concatenation between M and the MSCs contained in P.
You can also note that any first action performed by an instance since the last choice
is added to the origins of inheritance edges.

e Rules( >, My;P,S,LE,Her,Br,Var) =

kLK
Z Mk;Pk-SD(<Sza HEaWZaﬁzaaaAal% U Py .Sy )
kel.K kel. K
U U Rules(Py,S},LE,, Her}, Act(Gr(My)),Var) where :
kel.K
- SE = Su U Sgr(Mk)
kel.K
- —x= U ({6, Infi(Gr(My))) |

kel.K
s € LE(S) A ¢(s) =i Ni € Act(Gr(My))}U . (_M) ))

RR n3499



16 Loic Hélouét, Claude Jard, Benoit Cailloud

- wy = (s, Infi(Gr(My)) | s € SA Her(s) Ai € Act(Gr(My)}
- iy = {(s,8") | s € Inf(Gr(Mp))ANs" € Inf(Gr(M,)) Am #n}
- S, = {s€LE(S)|¢(s) & Act(Gr(My))}

U{Supi(Gr(My)) | i € Act(Gr(Mg))}U  {Inf(Gr(My))}

- Her, = Inf(Gr(My))

- LE, = LENS, U{Sup;(Gr(My))|iel}
This rule produces the conflicts due to a choice in a HMSC. Note that predicate Her
is set to Inf(Gr(My)), i.e. the minimal events of each branch. This ensures that no
infinite branching will be generated by inheritance edges.

e Rules(recX.(P),S,LE,Her,BR,Var) = recX(P).S> ((S,0,0,a, A,I), P.S)

U Rules(P,S,LE, Her, Br,Var U {(X, P)})

e Rules(X,S,LE,Her,Br,Var) = X.S5> ((S,0,0,a,4,I), P.S | (X,P) € Var)
U Rules(P,S,LE,Her, Br,Var)

Let P be a HMSC. The graph grammar generating the covering graph for P is :
Gp = ( P, Rules(P,0,0,0,0,0) ).

The graph grammar generated for HMSC in Figure 5 is represented in Figure 12. Labels
for rules are sub-expressions of recX.(M1; X + M2; M 3; X), but for sake of clarity, we only
indicated different contexts by different indexes.

7 Grammar correctness

The question addressed in this section is whether the set of scenari defined by an HMSC
and by its graph grammars are the same or not. Said in another way, given a HMSC P, can
we show that the graph generated from the graph grammar calculated from P and the event
structure semantics of P define the same set of scenari?

7.1 Properties of the rules

The graph grammar computed from a regular expression on MSCs produces a covering graph
C =< EC7 —C, WCJﬁCC7aC7A67IC >
For a single bMSC, we obtain the graph Gr(M) =< Epr, — a1, ~ M5 Bensr 015 Ang, Ing >,

with f,,, = @ and ~»p= 0. --» denotes conflict inheritance or causal dependency :
e1 --+ ea = (61 —> eaVey ~ e3).
Let C be a covering graph. The event structure associated to C is

ES(C) =< E¢,<,t,ac,Ac,Ic > ,where
= {(61,62) € Eg | e1 i) 62}
= #.U {(e1,e2) € EZ|3e' € Ec,3e’ € Ec Ne —» e A(e' —» ea Aefee}

A
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rec X.(MLX+M2M3;x) [> @ bl
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w

O
e

MIX+M2:M3:X .

1 2 3
Q. 0.0
X,

1 2

P Sy 1, 2, 3 4 1 2 3 4
| b2 Sy T D NP NN
\\; \ 3 MIX+M2M3X ,
Xl cl M3;X1\7<7C2 1 9 3 A 9
1 2 3 o o o 9>
> Q. _0_0 AN N
MIX+M2M3X | MIX+M2M3X
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e L 1 2 3 4 1 2 3 4 NUERWY
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M1X+M2;M3;X 4
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®\\ /Q\\ 3} D Q\\ P --,’/Q\ .7 %
TM3X, N g Conflict inheritance - Casdlity e
2 X, N Hyperac = = Conflict SN =

Figure 12: Graph grammar calculated from HMSC P1 in Figure 5
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Let M € M be a MSC, and Gr(M) be its covering graph. Concatenation between Gr(M)
and any covering graph C is defined by :
Ggr(M)oC= < EpyUEg,
—ru U —c U{(e,e’) | T € Iy N Ic A e € maz;i(Gr(M)) Ae' € min;(C)},
e e, anm Uae, Ay UAe, Ing U e >
Let C; and Cs be two covering graphs. We define the conflict operation between two
covering graphs :
CitCy = < Eg,UEg,,—c, U—0,, 0, U~e,,
min(C1) X min(C2) Umin(Cs) x min(Cy) U foo1 Utco2,
acy UOLCQ,Al UAQ,Il UI2 >
We note that for any covering graph C, M o SE(C) = SE(Gr(M) o C).
We can give some properties of the graph grammars obtained from an expression P. We
will note Gp the graph grammar calculated from P. G&%(P’') is the graph obtained by k
parallel derivations of P’ by the grammar Gp.

e VP, VP, G%P") =<0,0,0,0,0,0,0 >
o Vk,VP,Gk(e) =< 0,0,0,0,0,0,0 >
o VM € M,YPGEL(M; P) = Gr(M) o Gi(P)
According to the rules of Section 6.2,
Rules(M; P,0,0,0,0,0) = (GT(M),P-max(Gr(M)>
U Rules (P, {maz;(Gr(M)) | i € Act(Gr(M))},

{maz;(Gr(M)) | i € Act(gr(M))},@,Act(gr(M),(()).

So, any first event performed by an instance ¢ in P will be attached to the last event
performed by 7 in M. This is exactly what is done by the concatenation. So, we have :

Grip(M; P) = Gr(M) o G5 (P).
o VM; € M,YP;, G5y p, (SMy; Pi) = #(Gr(M;) o G, (Py))

* gf:;ﬁ((P) (TECX(P)) = gf;;.(P[X::p])(TCCX'(P)) = gf)[x:=recx.(P)] (P[XZZTCCX-(P)])

7.2 Event structures and partial order families

An event structure defines a set of possible orders between events. Of course, two conflicting
events can not appear in the same order. This leads to an intuitive definition of a POF
calculus from an event structure.

A mazximal configuration of an ES S =< E, <, #,a, A, I > is a subset C of E such that :

Ve e E— C,3e’ € C | e'te, ie CU{e} is not a configuration.
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The family of maximal orders described by S is noted by Ord(S) and is the set of
projections of S on its maximal configurations.

Ord(S) = {< m(E), 7.(L),me(a), . (A), m.(I) >| ¢ is a maximal configuration
of S }.

The POF for SE of Figure 7 is represented in Figure 13. It is made of a single infinite
partial order.

{

a a a a a oo

b b b b b

Figure 13: Partial order family

Notice that Ord( § (S;)) = U Ord(S;) (two events from conflicting ESs are in
i€l K i€l K

conflict, so § doesn’t create new maximal configurations).

7.3 Rule correctness

Let us show that the event structure generated by the finite grammar encodes the semantics
of the HMSC, i.e. that VP € (M,;,%, rec,€), Foy(P) = Ord(SE(GE(E))). This is shown
by induction on the expression’s structure and on the length of derivations. For any HMSC

P € (M,;,%,rec,€), Yk, Fi(P) = Ord(SE(GE (P))).
o For k=0, VP, Fo(P) = Ord(SE(G%(P))) = {< 0,0,0,0,0 >}

o Let us assume the property is true for any n < k, and let us show it implies it is also
true for k+1.

—if P=¢, Fry1(e) = Ord(SE(GET (e)) = {< 6,0,0,0,0 >}
— if P= M;P’, then

Frpr(M;P') = {Mof|feFu(P)}
{Mof|fe€Ord(SE(GE (P)}
= Ord(SE(Gr(M) oGk (P"))
= Ord(SE(G}) p/(M; P)))

i€l..K
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Fr (z'elz.:.KMi; P)

— if P =recX.(P')
Fr1(recX.(P))

= U Fen(MyFB)

— z:eUZOrd(SE(gJ’:;g}Pi (M;; P)))
= 0rd(_t (SE(Gif!, (M5 P,)))

i€l.. K
- k+1 . P
= Ord(SE(G&H (T, Mi; P)

Tk (‘P[IX::recX.(P’)])
O’I"d(SE(gf:uX (P[IX::recX.(P’)]

i=recX (P')]

Ord(SE(GHH (recX.(P')))

Hence, Fy(P) = Ord(SE(G%(P))) holds true.

8 HMSCs equivalence

)

It is shown in [2] that a normal form of any graph grammar generating a connected and
finite degree graph can be calculated in polynomial space and time. A graph grammar is
said to be in normal form if all the vertices added by a rule are at the same distance of a
starting set of vertices. The distance can be the length of the minimal path, but we can also
associate a weight to each type of edge. When two graph grammars have the same normal

form (modulo a renaming of the rules), the graphs they generate are isomorphic.

We have shown how to express infinite ESs described by HMSCs by the means of deter-
ministic graph grammars. Unfortunately, an event can have an infinite number of successors.
We first characterize the cases when infinite branching is generated. Then we show that the
isomorphism decision procedure can be brought back to isomorphism of connected graphs

of finite degree.

8.1 Infinite branching
The covering graph of an HMSC P contains infinite branching if and only if :

e there exists a loop in P,

e this loop includes at least a choice C' = .712 KMi; P;,

2

e there are two branches M,; P, and My;P, (n,p € 1..K) such that n # p, and an
instance A performing at least an action in Mp; Pp, but not in My; Py,

e it is possible to get back to choice C' by choosing the branch M,; P,.

An example of such a specification is given in Figure 2.

Our grammars are modified in order to obtain finite branching covering graphs.
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For any rule (X, R), we compute Appx = {(rule,red)}, where rule is an applicable rule
from X, and red is the set of vertices of X kept until rule is applied. Rule (X, R) is said to
loop if an hyperarc labeled by X can be found after applying a finite length derivation to R
(3(X,red) € Appx).

8.1.1 Redundancy elimination
Unfolding of loops shall now be eliminated. (X, R) is said redundant with (X', R') € G iff :
Im,n | [G™(R)] = [G"(R")]AX" € G™(R)ANX'loops AX = X' (up to renaming)
We suppress (X, R) redundant with (X', R') by removing (X, R) in the grammar, and

replacing any occurrence of X in the right part of every rule by X'. For instance, rule B of
the grammar in Figure 14-a is redundant with rule C.

A > %/—#\Ob
B

1
Bo1 > .
o # a_ b
a4 b A > & 0
C C
1 1
CO D ao}/A@b C é D aO//A@b
C C
a) Grammar with redundancy b) Equivalent grammar without redundancy

Figure 14: Redundancy elimination

8.1.2 Removing infinite branching

A grammar FBGp generating a graph with finite degree can be computed from a grammar
Gp in the following way :

For any looping rule (X, R) of Gp, if there is a vertex kept all along the successive
rewritings of R (3(X, Red) € Appx | red # (), and a causality edge starts from this vertex,
then there is an infinite branching, and the causality edge is removed from R.

For the example in Figure 15-a, we have :

Appa = {(B,0); (C,0)} Apps = {(C,{1})} Appc = {(C,{2})}

RR n3499
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a) Grammar with infinite branching b) Grammar without infinite branching
Figure 15: Removing infinite branching

As a causality edge starts from vertex 2 of rule C, there is an infinite branching, and the
grammar of Figure 15-b is obtained.

This modification suppresses all infinite branchings. From the definitions of Section 8.1,
we know that infinite branching appears in the graph if there is a loop (X € Appx), and
if an instance can be either active or not in different branches of the choice. As long as an
instance performs no action, the vertex corresponding to the last action is kept by rewritings,
and so 3(X,red) € Appx | red # 0.

8.2 Connections preservation

Removing infinite branching doesn’t create new connected components in the graph. Infinite
branching takes place between an origin vertex s,, and an infinite set of successors, {s, },i €
IN, located on the same instance.

Vi € IV, 6(s,) = 9(sh,)

The causality relation between s, and one of its successors sﬁ,i can’t be due to a message.
Effectively, standard Z.120 specifies that a message must be sent and received within the
same bMSC. Consequently, we can’t have a message sent only once with multiple receptions.

Any vertex s; involved in an infinite branching is in conflict with another vertex, say b;,
or is connected by a causality or an inheritance edge to a vertex, say ¢;, in conflict with b;
(See Figure 16 for an illustration). As this infinite branching is caused by an iteration over
a choice, at the occurrence i — 1 of the choice, three cases may happen :

e Event b; is chosen, there is an inheritance edge between b;_; and ¢;, so ¢; and s; are
still connected if we remove edges (¢;—1,¢;) and (s;—1, $;).
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e Event ¢;_; is chosen, and two causality edges, from ¢;_; to ¢;, and from s;_; to s; will
be removed. But since there is an inheritance edge from ¢;_; to b;, and ¢; is connected
to b; via a conflict, events ¢; and s; remain connected.

e Any other action can be chosen, say d;—1, and as there is an inheritance edge from
d;_1 to ¢;, vertices ¢; and s; remain connected.

Thanks to inheritance edges, any successor of a vertex remain connected after the infinite
branching is removed. In Figure 16, it is easy to see that the graph remains connected even
if causality edges originating from infinite branching vertices are discarded.

— _~ Removedcausdlity _ Conflict Inheritance

/#\ Conflict Causality

Figure 16: Connexity preservation

Origin vertices of infinite branchings also remain connected after removing the incrimi-
nated edges. Such a vertex can be :

e a vertex generated inside the loop. In which case, it is also a successor vertex, and is
connected to preceding vertices for the reasons developed above.

e a vertex that appears outside the looping rule. In this case, the first occurrence of
a choice is described by a non-looping set of rules {(X;, R;)}, without inheritance
edges (see for example rule B on Figure 15). The next occurrences of that choice are
expressed by a set of looping rules {(B;,S;)}, that might be modified. As the rules
{(Xi, R;)} don’t loop, they won’t be modified, and any vertex generated by one of
these rules will remain connected to the rest of the graph.
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So, if a covering graph is connected, it remains connected after removing infinite bran-
chings, and a normal form computation can be performed. If a covering graph is not connec-
ted, it means that at least two subsets of instances run concurrently without exchanging a
message. They can be treated separately.

8.3 Equivalence preservation

Let G; and G be two graph grammars without redundancies calculated from HMSCs. We
want to show that G{" = G5’ <= FBGY = FBG;.
o GI' =G = FBGY = FBGY?
We know that infinite branching suppression does not affect vertices, conflicts, nor
inheritance edges on a covering graph. So, if FBGY # FBGY, then there exists a
causality edge within FBGY that does not belong to FBGY (or conversely). Such a
causality edge is generated by a rule (X1, R;) that does not loop in G;, and by a rule
(X2, R2) that loops within G>. As G} = G¥, and as (Xs, Ry) loops, we know that
(X1, R1) and (X3, R3) represent the same part of a recursion in an HMSC. But as
(X1, R1) does not loop, this rule adds a new active instance within the HMSC, or it
is the first occurrence of a choice.

— if (X1, R;) adds a new active instance to the HMSC, then, as (X3, Rz) loops, no
instance is added to the HMSC at this time, so G{* = G¥ cannot hold.

— if (X1, Ry) is the first occurrence of a choice, then the next occurrences of this
choice will have to include inheritance edges. As (X2, R2) loops, it can not re-
present the same pattern than (X1, Ry), and we can not have G = G¥.

Which proves G = G¥ — FBGY = FBGY.
o GI' = GY < FBGY = FBGY?

Let us suppose that FBGY = FBGY AG}’ # G, then there is a edge (v, v,) of G that
is not in G¥. If (vz,v,) is in G’ but not in G¥, then it has been deleted from G} by
the infinite branching elimination, so this edge is not unique, and there is an infinity of
vertices vy, such that Vi, (v, vy;) € G1 (because we have eliminated all redundancies).
Therefore, we have an infinite branching starting from a looping rule X, and Vi, v,, is
in conflict with a set of vertex {b;}, which are the minimal vertices of a branch M; P

of the currently examinated choice, and such that the instance ¢(v,) does not perform
any action on this branch ( ¢(v,) ¢ Act(M; Pix.—q))-

So, as the calculus of a finite branching form does not suppress any vertex or any
conflict, there is also a repetition of a choice between a branch containing a v,,, and
another where ¢(v,) does not perform an action within G¥. Consequently, edges
(vg,vr;) belong to G¥, which leads us to a contradiction.

Consequently, G = G¥ <= FBG}' = FBG; holds.
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9 A decision procedure for HMSC equivalence

We first have seen that it is possible to generate a graph grammar defining an unique
event structure from a HMSC. This graph grammar may comprise infinite branchings. We
have shown that a modification of this grammar allows to eliminate infinite branching while
preserving the decision procedure for isomorphism. This provides us with a decision algo-
rithm for the equivalence of two HMSCs, called P, and P, hereafter :

compute Gp, and Gp,, the graph grammars of P, and P,, using the predicate Rule.

compute Gp and Gp, by replacing the inheritance edges that are not made from choice
to choice by the corresponding conflicts within Gp, and Gp,.

compute G, and Gy, , by eliminating redundancies.
compute FBG, and FBG, by eliminating infinite branchings within g;;l and g;;z.

compute FNGp, and FNGp,, the normal forms of FBGp, and FBGp,, using the
algorithm defined in [2].

If P, and P, have the same normal forms up to a renaming, then they are equivalent.

Let us compare HMSC P, in Figure 17 to HMSC P; in Figure 5. The normal forms of
Gp, and Gp, are the same, and generate the covering graph of Figure 18. We can say that
P, is isomorphic to P;.

Figure 17: HMSC P,
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Figure 18: Covering graph generated by the normal form

10 Process divergence detection

As we already metioned, HMSCs allow for the definition of undesirable features. One of
them is called process divergence. This section describes an adaptation of the algorithm
proposed in [1] for detection of process divergence.

10.1 Process Divergence

A system contains a process divergence when an instance A can send an unbounded number
of messages to an instance B without ever receiving an acknowledgment.

We can now adapt this definition to our graph grammar definition. There will be a
process divergence whenever a rule X loops (this is a consequence of the infinite behaviour
requirement), and when the derived pattern leading from X to X contains a communication
between an instance A and B, and no event of A is causally dependent of an event of B.

10.2 Algorithm

A first step towards process divergence detection is cycle detection. For this purpose, we
introduce a derivation graph, calculated from a graph grammar.

Let G = (Go,R) be a graph grammar. The derivation graph DG(G) of G is a directed
graph indicating for each rule R of G which rules can be applied to the left part of R.

DG(G) =< H(R),T >, where

e H(R) is the set of hyperarcs appearing in the left parts of the rules of R.

e Hy,Hs € T if H; is an hyperarc appearing in the left part of a rule of R,
and H, appears in the right part of the same rule.
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rec X.(M1;X+M2;M3;X)

<

M3X,

|

MIX+M2M3;X, X2

M3;X2 M1X+M2;M3;X2

M3 X

3

I
MIX+M2M3:X C
M3:X 4/ M1X+M2M3;X,

Figure 19: Derivation graph

The derivation graph of grammar in Figure 12 is represented in Figure 19.

A cycle in the derivation graph indicates that all the rules involved in the cycle loop.
Each cycle of the derivation graph represents an infinite behaviour. A cycle basis of the
derivation graph can be detected by a depth first traversal algorithm.

A basic cycle of the derivation graph is a word C' = rirs...r,, € H(R)™ with n < |R|,
such that (rp,r) € T and Vi, j <n |i# j, r; #r;.

For any couple of rules r;,7;11, we define a communication graph CG(r;,r;+1) defining
the communications in the right part of r; leading from vertices of r; to vertices of r;;;.
Vri,riy1 € C,CG(ri,miy1) = {(A,B) € I? | A sends a message to B in the right part of
rule 7; and the sending and receiving events are predecessors of the vertices contained in the
hyperarc r;41}.

CG(T,‘,T‘H_l) = {(A,B) S Iz | 361 € gl(T‘i) A 362 S gl(r,-) A ¢(€1) = A/\ QS(ez) =
BANA#BANey, —seaA(Isa,88 €Erig1 Aer — 54 Aex — sg)}

For a cycle C, we compute the communication graph of C', which is the union of all the
communication graphs.

CG(0) = Uiel__n—l CG(ri,riy1)

If the communication graph of a cycle C contains no communication between strongly
connected components, then there is no process divergence generated within C'. On the
contrary, if there is a communication from a strongly connected component SCy C I to
another strongly connected component SCy C I then it means that the communication
media used for this message could be overloaded.
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A computation of strongly connected components can be performed by Tarjan’s method
[20]. Then, for each couple of communicating instances, we have to check whether the sender
and the receiver are in the same component.

X3.(M1+ M2;M3; X)3.X4.(M1+ M2; M3; X)4.(M3; X), is a basic cycle of the graph
grammar in Figure 12. The communication graph associated to this cycle is the graph in
figure 20.

A B C D

Figure 20: Communication graph for a basic cycle

This communication graph contains 4 strongly connected components { {A}, {B},{C},{D}},
and there are 2 inter-component communications { (A,B), (B,C)}. Though, the HMSC de-
fined Figure 5 contains a process divergence.

11 Conclusion

First, a prime event structure semantics to HMSCs has been given, and then rules for
computing a graph grammar that generates a covering graph of this structure have been
defined. This allows us to decide the equivalence of HMSCs as the isomorphism of their
covering graphs. This first step gives us a background for formal manipulations of HMSCs
that we plan to develop within an UML environment.
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