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Abstract: We propose a BFGS primal-dual interior point method for minimizing a
convex function on a convex set defined by equality and inequality constraints. The
algorithm generates feasible iterates and consists in computing approximate solu-
tions of the optimality conditions perturbed by a sequence of positive parameters p
converging to zero. We prove that it converges g-superlinearly for each fixed p and
that it is globally convergent when y — 0.

Key-words: BFGS quasi-Newton approximations, constrained optimization, con-
vex programming, interior point algorithm, line-search, primal-dual method, super-
linear convergence.

(Résumé : tsup)

Unité de recherche INRIA Rocquencourt
Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex (France)
Téléphone : 01 39 6355 11 - International : +33 139 6355 11
Teélécopie : (33) 01 39 63 53 30 - International ;: +33 1 39 63 53 30



Une méthode de points intérieurs admissibles avec
mises-a-jour de BFGS pour résoudre un probléeme
d’optimisation fortement convexe

Résumé : Nous proposons une méthode de points intérieurs primale-duale pour
minimiser une fonction convexe sur un ensemble convexe défini par des contraintes
d’égalité et d’inégalité. L’algorithme génere des itérés admissibles et consiste a
calculer des solutions approchées des conditions d’optimalité perturbées par une suite
de parametres y tendant vers zéro. Nous montrons la convergence g-superlinéaire
des itérés pour tout p fixé et la convergence globale lorsque p — 0.

Mots-clé :  Algorithmes de points intérieurs, approximation quasi-newtonienne,
convergence superlinéaire, formule de BFGS, méthode primale-duale, optimisation
avec contraintes, programmation convexe, recherche linéaire.



A Feasible BFGS Interior Point Algorithm for
Solving Strongly Convex Minimization Problems

Paul ARMAND', Jean Charles GILBERT!, and Sophie JAN-JEcoUS

September 15, 1998

Abstract: We propose a BFGS primal-dual interior point method for mini-
mizing a convex function on a convex set defined by equality and inequality
constraints. The algorithm generates feasible iterates and consists in compu-
ting approximate solutions of the optimality conditions perturbed by a sequence
of positive parameters p converging to zero. We prove that it converges g-
superlinearly for each fixed p and that it is globally convergent when p — 0.

Key words: BFGS quasi-Newton approximations, constrained optimization,
convex programming, interior point algorithm, line-search, primal-dual method,
superlinear convergence.

1 Introduction

We consider the problem of minimizing a smooth convex function on a convex set
defined by inequality constraints. The problem is written as follows

{ min f(z) (1.1)

c(z) >0,

where f : R* — R is the function to minimize and ¢(z) > 0 means that each
component c;y : R* — R (1 <4 < m) of ¢c must be nonnegative at the solution.
Since we assume that these components are concave, the feasible set of this problem
is convex. The algorithm proposed in this paper and the convergence analysis require
that f and c are differentiable and that at least one of the functions f, —c(, ...,
—C(m) 18 strongly convex. The reason of this latter hypothesis will be discussed
below.

Our motivation is based on practical considerations. During the last 15 years
much progress has been realized on interior point (IP) methods for solving linear or
convex minimization problems (see the monographs [27, 17, 31, 36, 21, 34, 39]). For
nonlinear convex problems, these algorithms assume that the second derivatives of
the functions used to define the problem are available (see [35, 29, 30, 19, 31, 24]).
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In practice, however, it is not uncommon to find situations where this requirement
cannot be satisfied, in particular for large scale engineering problems (see [25] for
an example, which partly motivates this study and deals with the estimation of
parameters in a three phase flow in a porous medium). Despite the possible use
of computational differentiation techniques [8, 15, 3, 26], the computing time and
effort needed to evaluate Hessians or Hessian-vector products may be so important
that TP algorithms using second derivatives may be unattractive.

This situation is familiar in unconstrained optimization. In that case, quasi-
Newton (gqN) techniques, which use first derivatives only, have proved to be efficient,
even when there are millions of variables (see [9] for an example in meteorology).
This fact motivates the present paper, in which we explore the possibility to combine
the IP approach and gN techniques. Our ambition remains modest, however, since
we confine ourselves to the question to know whether the elegant BFGS theory for
unconstrained convex optimization [33, 6] is still valid when inequality constraints
are present. For the applications, it would be desirable to have a gN-IP algorithm in
the case when f and —c are nonlinear and not necessary convex. We postpone this
more difficult subject for a future research (see [16, 40] for possible approaches).

Provided the constraints satisfy some qualification assumptions, the Karush-
Kuhn-Tucker (KKT) optimality conditions of Problem (1.1) can be written (see [14]
for example): there exists a vector of multipliers A € R™ such that

Vi(x)—Ve(z)A =0
C(x)A=0
(c(z), ) 20,

where V f(z) is the gradient of f at x (for the Euclidean scalar product), Ve(z) is a
matrix whose columns are the gradients Ve¢(;)(z), and C = diag(c(y), - - - , ¢(m)) is the
diagonal matrix, whose diagonal elements are the components of ¢. The Lagrangian
function associated with Problem (1.1) is defined on R* x R™ by

Uz, ) = f(z) — X e(x).

Since f is convex and each component c(;) is concave, for any fixed A > 0, £(-,A) is a
convex function from R* to R When f and c are twice differentiable, the gradient
and Hessian of £ with respect to = are given by

Vol(z,A) = Vf(z) = Ve(@)A and Vi, Lz, A) = V> f(z) = Y Ay Vew)(@).
=1

Our primal-dual IP approach is rather standard (see [22, 30, 29, 18, 19, 1, 24, 23,
12, 7, 5]). It computes iteratively approximate solutions of the perturbed optimality
system
Vf(z) = Ve(z)A =0
C(z)\ = pe (1.2)
(c(z),A) >0,



for a sequence of parameters > 0 converging to zero. In (1.2), e = (1 --- 1)
is the vector of all ones whose dimension will be clear from the context. The last
inequality means that all the components of both ¢(z) and A must be positive. By
perturbing the complementarity equation of the KKT conditions with the parameter
1, the combinatorial problem inherent to the determination of the active constraints
or the zero multipliers is avoided. We use the word inner to qualify those iterations
that are used to find an approximate solution of (1.2) for fixed p, while an outer
iteration is the collection of inner iterations corresponding to the same value of u.

The Newton step for solving the first two equations in (1.2) with fixed p is the
solution d = (d*,d*) € R* x R™ of the linear system

M —Ve(z) d*\ _ [ —Vf(z)+ Ve(z)A (13)

AVe(z)T  C(x) ) pe — C(z)A ’ '
in which M = V7,£(z, X) and A = diag(\(1, ..., A(m))- This direction is sometimes
called the primal-dual step, since it is obtained by linearizing the primal-dual system

(1.2), while the primal step is the Newton direction for minimizing in the primal
variable x the barrier function

ou(z) = f(z) — p Y logegp)(z),
i=1

associated with (1.1) (the algorithms in [13, 28, 4] are in this spirit). The two
problems are related since, after elimination of A, (1.2) represents the optimality
conditions of the unconstrained barrier problem

Gy »

c(z) > 0.

As a result, an approximate solution of (1.2) is also an approximate minimizer of
the barrier problem (1.4). However, algorithms using the primal-dual direction have
been shown to present a better numerical efficiency (see for example [38]).

In our algorithm for solving (1.2) or (1.4) approximately, a search direction d is
computed as a solution of (1.3), in which M is now a positive definite symmetric
matrix approximating V2, £(x, ) and updated by the BFGS formula (see [11, 14] for
material on gN techniques). By eliminating d* from (1.3) we obtain

(M 4 Ve(z)C(z) " AVe(z) )d® = =V f(z) + uVe(z)C(z)te = —Vpu(z). (1.5)

Since the iterates will be maintained strictly feasible, i.e., (¢(z), A) > 0, the positive
definiteness of M implies that d* is a descent direction of ¢, at z. Therefore, to
force convergence of the inner iterates, a possibility could be to force the decrease of



¢, at each iteration. However, since the algorithm also generates dual variables A,
we prefer to add to ¢, the function (see [37, 1])

V(z, ) = Ae(z leog Aiyea (@)

=1

to control the change in A\. Even though the map (z,)) — ¢,(z) + V(z, A) is not
necessarily convex, we will show that it has a unique minimizer, which is the solution
of (1.2), and that it decreases along the direction d = (d%, d*). Therefore, this primal-
dual merit function can be used to force the convergence of the pairs (z, A) to the
solution of (1.2), using line-searches. It will be shown that the additional function
V does not prevent unit step-sizes from being accepted asymptotically, which is an
important point for the efficiency of the algorithm.

Let us stress the fact that our algorithm is not a standard BFGS algorithm for
solving the barrier problem (1.4), since it is the Hessian of the Lagrangian that is
approximated by the updated matrix M, not the Hessian of ¢,. This is motivated
by the following arguments. First, the difference between V2 £(z, uC(z)"'e) and

1
C(4) (r)

involves first derivatives only. Since these derivatives are considered to be available,
they need not be approximated. Second, the Hessian ngﬁ, which is approximated
by M, is independent of u and does not become ill-conditioned as p goes to zero.
Third, the approximation of V2,/ obtained at the end of an outer iteration can be
used as starting matrix for the next outer iteration. If this looks attractive, it has
also the inconvenient to restrict the approach to (strongly) convex functions, as we
now explain.

After the computation of the new iterates z, =  + ad® and \; = A\ + ad* («
is the step-size given by the line-search), the matrix M is updated by the BFGS
formula using two vectors ¢ and . Since we want the new matrix M to be an
approximation of V2 _£(z,, ;) and because it satisfies the quasi-Newton equation
M6 = v (a property of the BFGS formula), it makes sense to define § and ~y by

Vzw(a;) = V%f(z)+ “Z (C(Z 5 Ve (2) Ve ()" — vzc(i)(x)> , (1.6)

0:=xzy —xz and y:=Vpl(zy,Ay) — Vpl(z, Ay).

The formula is well defined and generates stable positive definite matrices provided
these vectors satisfy 7'¢ > 0. This inequality, known as the curvature condition,
expresses the strict monotonicity of the gradient of the Lagrangian between two
successive iterates. In unconstrained optimization, it can always be satisfied by using
the Wolfe line-search provided the function to minimize is bounded below. If this is
a reasonable assumption in unconstrained optimization, it is no longer the case when
constraints are present, since the optimization problem may be perfectly well defined



even when /£ is unbounded below. Now assuming this hypothesis on the boundedness
of £ would have been less restrictive than assuming its strong convexity, but it is
not satisfactory. Indeed, with a bounded below Lagrangian, the curvature condition
can be satisfied by the Wolfe line-search as in unconstrained optimization, but near
the solution the information on V2,£ collected in the matrix M could come from a
region far from the optimal point, which would prevent g-superlinear convergence of
the iterates. Because of this observation, we assume that f or one of the functions
—c(;) is strongly convex, so that the Lagrangian becomes a strongly convex function
of z for any fixed A > 0. With this assumption, the curvature condition will be
satisfied independently of the kind of line-search techniques actually used in the
algorithm. The question whether the present theory can be adapted to convex
problems, hence including linear programming, is puzzling. We come back on this
issue in the discussion section.

A large part of the paper is devoted to the analysis of the quasi-Newton algo-
rithm for solving the perturbed KKT conditions (1.2) with fixed . The algorithm
is detailed in the next section, while its convergence speed is analyzed in Sections 3
and 4. In particular, it is shown that, for fixed p > 0, the primal-dual pairs (z, \)
converge g-superlinearly toward a solution of (1.2). The tools used to prove conver-
gence are essentially those of the BFGS theory [6, 10, 32]. In Section 5, the overall
algorithm is presented and it is shown that the sequence of outer iterates is globally
convergent.

2 The algorithm for solving the barrier problem

Our minimal assumptions are the following.

Assumptions 2.1. (i) The functions f and —cg; (1 < 4 < m) are convex and
differentiable from R” to R and at least one of them is strongly convex. (ii) The
set of strictly feasible points for Problem (1.1) is nonempty, i.e., there exists x € R*
such that c¢(z) > 0.

Assumption (i) was motivated in Section 1. Assumption (i7), also called the
(strong) Slater condition, is necessary for the wellposedness of a feasible interior
point method. With the convexity assumption, it is equivalent to the fact that the
set of multipliers associated with a given solution is nonempty and compact (see
[20, Theorem VII.2.3.2] for example). These assumptions have the following clear
consequence.

Lemma 2.2. Suppose that Assumptions 2.1 hold. Then, the solution set of Pro-
blem (1.1) is nonempty and bounded.

By Lemma, 2.2, the level sets of the logarithmic barrier function ¢, are compact,
a fact that will be used frequently. It is a consequence of [13, Lemma 12|, which we
recall for completeness.



Lemma 2.3. Let f: R* — R be a conver continuous function and c: R* — R™ be
a continuous function having concave components. Suppose that the set {x € R :
c(xz) > 0} is nonempty and that the solution set of Problem (1.1) is nonempty and
bounded. Then, for any o € R and p > 0, the set

{z eR": ¢(z) >0, f(z)— ;LZ log c(y(7) < a}
=1

is compact (and possibly empty).

Let z1 be the first iterate of our feasible IP algorithm, hence satisfying ¢(x1) > 0,
and define the level set

1 ={zeR :c(z) >0 and p,(r) < pu(z1)}.

Lemma 2.4. Suppose that Assumptions 2.1 hold. Then, the barrier problem (1.4)
has a unique solution, which is denoted by .

Proof. By Assumptions 2.1, Lemma 2.2 and Lemma 2.3, £ is nonempty and
compact, so that the barrier problem (1.4) has at least one solution. This solution
is also unique, since ¢, is strictly convex on {z € R* : ¢(z) > 0}. Indeed, by
Assumption 2.1 (i), V2, () given by (1.6) is positive definite. O

To simplify the notation we denote by
z = (z,\)
a typical pair of primal-dual variables and by Z the set of strictly feasible z’s:
Z:={z=(z,\) e R* xR" : (c(z),) > 0}.

The algorithm generates a sequence of pairs (z, M), where z € Z and M is a
positive definite symmetric matrix. Given a pair (z, M), the next one (z4, M) is
obtained as follows. First

zZ4 =z + ad,

where @ > 0 is a step-size and d = (d%,d*) is the unique solution of (1.3). The
uniqueness comes from the positivity of ¢(z) and from the positive definiteness of M
(for the unicity of d*, use (1.5)). Next, the matrix M is updated into M, by the
BFGS formula

M6§TM 4T
M, :=M— STMS R (2.1)
where v and 6 are given by
0:=z4 —x and y:=Vpl(zy, A1) — Vl(z, Ap). (2.2)



This formula gives a symmetric positive definite matrix M, provided M is sym-
metric positive definite and "6 > 0 (see [11, 14]). This latter condition is satisfied
because of the strong convexity assumption. Indeed, since at least one of the func-
tions f or —c(;) is strongly convex, for any fixed A > 0, the function z — £(z, }) is
strongly convex, that is, there exists a constant a > 0 such that

al|z — 2'||* < (Vol(z, A) — Veb(a, )\))T(m' —z), forall z and z'.

Since « sizes the displacement in z and )\, the merit function used to estimate
the progress to the solution must depend on both z and A\. We follow an idea
of Anstreicher and Vial [1] and add to ¢, a function forcing A to take the value
pC(z)"te. The merit function is defined for z = (z,\) € Z by

¢u(z) = ‘Pu(m) +V(2),

where m
V(z) = )\Tc(x) — Z log ()\(i)c(i) (a;)) )
i=1
ot that V£ (2) ~ 21 9e(@)0(z) e + Ve()A
_ z) —2uVe(z)C(z) e+ Ve(z
V'l,bp(Z) - ( C(.T) . /,LA_le ) . (23)
Using 1), as a merit function is reasonable provided the problem
min 9, (z)
{ i (2.4)

has for unique solution the solution of (1.2) and the direction d = (d%,d) is a
descent direction of 1),,. This is what we check in Lemmas 2.5 and 2.6 below.

Lemma 2.5. Suppose that Assumptions 2.1 hold. Then, Problem (2.4) has a unique
solution 2, := (iu,j\“), where I, is the unique solution of the barrier problem (1.4)
and /A\H has its ith component defined by (j‘u)(z’) := p/cy(2y). Purthermore, 1, has
no other stationary point than Z,.

Proof. By optimality of the unique solution Z, of the barrier problem (1.4)
0u(y) < @u(z), for any z such that c(z) > 0.

On the other hand, since t — ¢t — plogt is minimized at ¢ = p and since p =

~

c(i)(Zu)(Au) ) for all index i, we have

V(2,) <V(z), foranyze Z.



Adding up the two preceding inequalities gives 1,,(2,) < 1,(z) for all z € Z. Hence
%, is a solution of (2.4).
It remains to show that 2, is the unique stationary point of 9. If z is stationary,

it satisfies
Vf(z) —2uVe(z) C(z)te+ Ve(z) X = 0
{ c(z) — pA~te = 0.

Canceling A from the first equality gives Vf(z) — pVe(z)C(z) te = 0, and thus
z = %, is the unique minimizer of the convex function ¢,. Now, A = X, by the
second equation of the system above. O

Lemma 2.6. Suppose that z € Z and that M is symmetric positive definite. Let
d = (d®,d*) be the solution of (1.3). Then

Vipu(2)'d = =(d*) (M+Ve(@)AC(z) ' Ve(x) )d*—||C(x) A2 (C(a)A—pe)|%,
so that d is a descent direction of 1, at a point z # 2, meaning that Vip,(2)"d < 0.
Proof. We have, V1,(2)'d = Vo, (z)"d* + VV(z)d. Using (1.5),

Vou(z)Td® = —(d®) (M + Ve(z)C(x) ' AVe(x) T)d,

which is nonpositive. On the other hand, when d satisfies the second equation
of (1.3), one has (see [1]):

W()Td = (Vel@)A — uVe(z) C(z) ") d® + (clz) — pA~"e)
= (e~ pC(z) 'A o) (AVe(z)d" + C(x)d*)
= —(pe—C(x)N)'C(z) T A (pe — C(z)N)
= —|C(x)"2PATHC (@) — pe)|I?,

which is also nonpositive. The formula of V4, (2)"d given in the statement of the
lemma follows from this calculation. Furthermore V1, (2)"d < 0, if z # 2. O

We can now state precisely one iteration of the algorithm used to solve the
perturbed KKT system (1.2). The constants w € ]0,1[ and 0 < 7 < 7/ < 1 are given
independently of the iteration index.

ALGORITHM A, for solving (1.2) (one iteration)

0. At the beginning of the iteration, the current iterate z = (z,\) € Z is
supposed available, as well as a positive definite matrix M approximating
the Hessian of the Lagrangian V2 £(z, )).

1. Compute d := (d®, d*), solution of the linear system (1.3).

2. Compute a step-size a by means of a backtracking line search.

2.0. Set = 1.



2.1. Test the sufficient decrease condition:
PYu(z + ad) < Pu(z) + waVy,(2)'d. (2.5)

2.2. If (2.5) is not satisfied, choose a new trial step-size « in [T, '] and
go to Step 2.1. If (2.5) is satisfied, set z; := z + ad.

3. Update M by the BFGS formula (2.1) where v and 6 are given by (2.2).

By Lemma 2.6, d is a descent direction of %, at z, so that a step-size a > 0
satisfying (2.5) can be found. In the line-search, it is implicitly assumed that (2.5)
is not satisfied if z + ad ¢ Z, so that (¢(z+),A+) > 0 holds for the new iterate z,.

We conclude this section with a result that gives the contribution of the line-
search to the convergence of the sequence generated by Algorithm A,. It is in the
spirit of a similar result given by Zoutendijk [41] (for a proof, see [6]). We say that
a function is C1! if it has Lipschitz continuous first derivatives. We denote the level
set of 1, determined by the first iterate 2y = (1, A1) € Z by

L0 = {z € Z: ul2) < (=)}

Lemma 2.7. If ¢, is CH! on an open convexr meighborhood of the level set LT,
there is a positive constant K, such that for any z € LI, if a is determined by the
line-search in Step 2 of algorithm A,, one of the following two inequalities holds:

Yul(z + ad) < Pu(z) — K|Vipy(2) dl,

V9 (2)TdP

Yu(z +ad) <9u(z) - K 1d||?

It is important to mention here that this result holds even though v, may not be
defined for all positive step-sizes along d, so that the line-search may have to reduce
the step-size in a first stage to enforce feasibility.

3 The global and r-linear convergence of Algorithm A,

In the BFGS theory, the track to the g-superlinear convergence traditionally goes
through the 7-linear convergence (see [33, 6]). In this section, we show that the

iterates generated by Algorithm A, converge to z, = (&, A,), the solution of (1.2),
with that convergence speed. We use the notation

éu = diag(C(l)(.’E“), .- -;C(m)(ju)) and Au = diag((j\u)(l), R (;\M)(m))'

Our first result shows that, because the iterates (z,A) remain in the level set
L7P, the sequence {(c(z), )} is bounded and bounded away from zero.



Lemma 3.1. Suppose that Assumptions 2.1 hold. Then, the level set LT® is compact
and there exist positive constants K, and Ky such that

K; < (c(z),A) < Ko, forall z € LT".

Proof. Since A'e(z) — 1Y ;log(Apce)(2)) is bounded below by mpu(1 — log p),
there is a constant K] > 0 such that ¢,(z) < K| for all z = (z,\) € LI®. By
Assumptions 2.1 and Lemma 2.3, the level set L' := {z : ¢(z) > 0, ¢,(z) < K{} is
compact. By continuity, ¢(£') is also compact, so that ¢(z) is bounded and bounded
away from zero for all z € L]P.

What we have just proven implies that {¢,(z) : z = (z,A) € LI} is bounded
below, so that there is a constant K} > 0 such that ATe(z) — p Y, log(Agycey(z)) <
K for all z = (z,\) € L]". Hence the A-components of the z’s in £]" are bounded
and bounded away from zero.

We have shown that £]P is included in a compact set. Now, it is itself compact
by continuity of . O

The next proposition is crucial for the technique we use to prove global conver-
gence (see [6]). It claims that the proximity of a point z to the unique solution
of (2.4) can be measured by the value of 1, (z) or the norm of its gradient Vi, (z).
In unconstrained optimization, the corresponding result is a direct consequence of
strong convexity. Here, 1), is not necessarily convex, but the result can still be
established by using Lemma 2.5 and Lemma 3.1.

Proposition 3.2. Suppose that Assumptions 2.1 hold. Then, there is a constant
a > 0 such that for any z € LTP

allz = 2ul1* < 9u(2) = Pu(u) < %IIV%(Z)IIQ- (3.1)

Proof. Let us show that v, is strongly convex in a neighborhood of Z,. Using (2.3)
and the fact that C, A\, = pe, the Hessian of 9, at 2, can be written:

V2¢ (5,) = vagme(iua;\u) + 2MV0(£N) éﬁzvc(iu)T VC@M)
HH Ve(d,)" LCh )

From Assumptions 2.1, for fixed A > 0, the Lagrangian is a strongly convex function
in the variable z. It follows that its Hessian with respect to z is positive definite at
(:i:u,;\u). Let us show that the above matrix is also positive definite. Multiplying
the matrix on both sides by a vector (u,v) € R* x R™ gives

A o 1 A
W V2 A(Z 0 Ap)u + 200 Ve(2,) C;2Vc(§:“)Tu +2u'Ve(Z,)v + EUTCZU =

w2 (& A+ pu V(@) Cr2Ve(@y) u + |2 C Ve(@,) Tu + p 2G| 12

10



Since V2, 4(%,, j‘u) is positive definite and ¢(Z,) > 0, this quantity is nonnegative. If
it vanishes, one deduces that « = 0 and next that v = 0. Hence Vzwp(éu) is positive
definite.

Let us now prove a local version of the proposition: there exist a constant a’ > 0
and a neighborhood V' of 2, such that

) . 1
d/l|z = 2ul® < u(2) — 9u(2u) < ;IIV%(Z)IIQ; for all z € V. (3.2)

The inequality on the left comes from the fact that Vi,(2,) = 0 and the strong
convexity of 1, near Z,. For the inequality on the right, we first use the local
convexity of 1,: for an arbitrary z near 2, ¥,(2,) > ¥u(2) + Vu(2)" (2, — 2).
With the Cauchy-Schwarz inequality and the inequality on the left of (3.2), one gets

¥u(2) = bu(z) < V(2| (W(z) _a/%(é”)) -

Simplifying and squaring give the inequality on the right of (3.2).
We now extend the validity of (3.2) for all z € L] and start with the left-hand
side inequality: there exists a constant K] > 0, such that

Killz = 2u)1* < 9u(2) — 9u(2), for all z € LTP. (3.3)

If this claim was false, there would exist a sequence {2} C L such that

1 ol ~
%sz — 2ul1? > Pu(ze) — Yu(2,), VE> 1.

Since {z;} is bounded (Lemma 3.1), ¥,(zx) — v¥u(Z,) and, since £, is the unique
minimizer of 1, (Lemma 2.5), 2z — Z,. Since z; € V for k large, the inequality
above would be in contradiction with (3.2) for &k large.

Similarly, let us show that there exists a constant K} > 0, such that

Yu(2) = Yu(Zu) < K3l Vipu(2)|?,  for all 2z € L3P, (3.4)
If this claim was false, there would exist a sequence {z;} C L]P such that

dju(zk) - "/Ju(éu) > k“V’(/J“(Zk)HZ, Vk > 1.

Since {9, (2x)} is bounded, V,(z;) — 0. By the boundedness of {2} and Lem-
ma 2.5, z; — Z, and the inequality above would be in contradiction with (3.2) for
k large.

The conclusion of the proposition now follows from (3.3) and (3.4) by taking
a = min(K7,1/K}). O
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The proof of the r-linear convergence rests on the following lemma, which is part
of the theory of BFGS updates. It can be stated independently of the present context
(see Byrd and Nocedal [6]). We denote by 0 the angle between M6, and 6y:

8T M6y,

cosly = ————
B M6k 16k

and by [-] the roundup operator: [z] =4, wheni—1<z <iandie N

Lemma 3.3. Let {My} be positive definite matrices generated by the BFGS formula
using pairs of vectors {(vk,0x)k>1, satisfying for all k > 1

Yook > a1||6g|*  and v 6 > aawll?, (3.5)

where a; > 0 and ag > 0 are independent of k. Then, for any r € ]0,1[, there exist
positive constants by, by, and bs, such that for any index k > 1,

M6
by <cosf; and by < % < b3, (3.6)
J

for at least [rk] indices j in {1,...,k}.
The assumptions (3.5) made on 7, and d;, in the above lemma are satisfied in our
context. The first one is due to the strong convexity of one of the functions f, —¢(),
-+ —C(m), and the fact that A is bounded away from zero (Lemma 3.1). When f

and ¢ are C1!, the second one can be deduced from the Lipschitz inequality, the
boundedness of A (Lemma 3.1) and the first inequality in (3.5).

Theorem 3.4. Suppose that Assumptions 2.1 hold and that f and ¢ are CY' func-
tions. Then, Algorithm A, generates a sequence {2z} converging to 2, r-linearly,
meaning that lim supy,_, . ||zx — 2,/|'/* < 1. In particular

> Mz = 2ull < co.

k>1

Proof. We denote by K], K}, ... positive constants (independent of the iteration
index). We also use the notation

cj :=c(z;) and Cj:= diag(cq)(z;),-- -, cm)(T)))-

The bounds on (¢(x), A) given by Lemma 3.1 and the fact that f and ¢ are C!
imply that 9, is C1'! on an open convex neighborhood of the level set £, namely

(o (el

12



where O is an open bounded convex set containing £7°.
Therefore, by the line-search and Lemma 2.7, there is a positive constant K]
such that either

Yulzrr1) < Yulzr) — K1 Vipu(zr) dil (3.7)

or

T3 12
bulzrsn) < Yulz) — Ki%_

Let us now apply Lemma 3.3: fix r € ]0,1[ and denote by J the set of indices j
for which (3.6) hold. Using Lemma 2.6 and the bounds from Lemma 3.1, one has
forjedJ

(3.8)

_ —1/2 , —1/2
Vipu(z)Tds| = (&) (M + Ve;0;C Ve ) + | C; AT (C5h; — pe)|?
> (d%) M;dE + K5 2||Cyx; — pel?
b1 _
> S IMEIR + K50 — pel?
> Ky (|MdE | + 1CjAj — pel®) .

Let us denote by K a positive constant such that |Ve(z)| < Kj, for all z € L]P.
By using (2.3), (1.5), and the inequality (a + b + ¢)? < 3(a? + b? + ¢%), we obtain

IVhu(25)|?
IVt (2)I” + 1V ahu (27) I
= | = (Mj + VO AV e))df + Vej(hj — G5 el + llej — whje])”

2
— 2 _ _
< (IMyds ) + KT K 2| + KT KGIC, = pel) + K2y — el

K2K2K!* _ )

< 3 (1 + 1()7%24) I M;d||” + K 2(3K,” + 1)[|CiA; — pel?
< Ki (IM;d3))? + ||CA; — pell?)

and also, by (1.3),

ld;11*

14511 + N1} 1
= |1 + llnC; e — Aj — C7 ' A Ve d||?
14511 + 21|1C; Ay Ve 5|12 + 2| C7H(Csxy — me)ll?

1+ 2K 2K3K}’
P SR Mg+ 2K O — el
2

< K (IM5d5)1* + [1C5 A5 — pel®) -

IA

13



Combining these inequalities with (3.7) or (3.8) gives for some positive constant K
and for any j € J:

bu(zj+1) < Yulz)) — KgllVpu(z)|*.
The end of the proof is standard (see [33, 6]). Using Proposition 3.2, for j € J:
Yu(zit1) = Yu(Zu) < Yulz) — Yu(Zu) — K(’s||v¢u(zj)||2
1 .
< 7 (ulz) — YulZu)),

where 7 := (1 — K{a)™ € [0,1]. On the other hand, by the line-search, 9, (2x+1) —
Yu(Zy) < Yu(zr) — Yu(24), for any k£ > 1. By Lemma 3.3, |[1,k] N J| > [rk] > 7k,
so that the last inequality gives for any £ > 1:

¢u(zk+1) - T/fu(éu) < Kérk,

where K7 is the positive constant (,(z1) — 9,(2,)). Now, using the inequality on
the left in (3.1), one has for all £ > 1:
L
LS AR §
a

from which the r-linear convergence of {zj} follows. O

IA

lowsr — 24l < %wu(zkm — (8}

4 The g-superlinear convergence of Algorithm A,

With the r-linear convergence result of the previous section, we are now ready to
establish the g-superlinear convergence of the sequence {z;} generated by Algo-
rithm A,. By definition, {z;} converges g-superlinearly to 2, if the following esti-
mate holds:

zk+1 — By = o2 — 2,l1),

which means that ||zx1 — 2,//||2x — 24|| — 0 (assuming 2z, # 2,,). To get this result,
f and ¢ have to be a little bit smoother, namely twice continuously differentiable
near £,. We use the notation

M, == V2 0%, M)

We start by showing that the unit step-size is accepted asymptotically by the
line-search condition (2.5), provided the updated matrix My becomes good (or suffi-
ciently large) in a sense specified by inequality (4.1) below and provided the iterate
2y, is sufficiently close to the solution 2.

14



Proposition 4.1. Suppose that Assumptions 2.1 hold and that f and c are twice
continuously differentiable near . Suppose also that the sequence {z} generated
by Algorithm A, converges to Z, and that the positive definite matrices My, satisfy
the estimate

(a)T (Mi — 3, ) di > o |*), (4.1)

when k — o0o. Then the sufficient decrease condition (2.5) is satisfied with o = 1
for k sufficiently large, provided that w < %

Proof. Observe first that the positive definiteness of M u with (4.1) implies that
(df) " Mydy, > K'||d |1, (4.2)

for some positive constant K’ and sufficiently large k. Observe also that dy — 0
(for df — 0, use (1.5), (4.2), and V¢, (xx) — 0). Therefore, for k£ large enough, z
and zj + dj, are near z, and one can expand v, (z; + di) about z;. A second order
expansion gives for the left-hand side of (2.5):

Pu(ze + die) — Yulzr) — WV (2r) i
= (- W) VYu(0) e+l )+ ol )

_ (% - w) Vi (o) T d (4.3)

5 (Tl e+ ATV ()i ) + o).

We want to show that this quantity is negative for &k large.
Our first aim is to show that (V4 (2x) dy, + df V>4, (2)dx) is smaller than a
term of order o(||dx||?). For this purpose, one computes

di V(21 di
= (d2) V2l M) dE + 2u(d2) TV C 2V e df
+2(d}) " Verdy + p(dy) ALy,

where A, = 2/1,016_16 — Ag. On the other hand, using
C AP (O — pe) = —C PNVl dE — O A P,
one gets from Lemma 2.6

Vipu(zr) " di
= (&) Mydf — (d%) VepCp ' A Vepdd — |Gy AL (Cry, — pe) |2
= —(df)"Myd§ — 2(d}) " VerCp t ALV epdy — 2(dg) 'Verdy — (dpy) "CrAL dy.

15



With these estimates, (4.1), and the fact that V2,£(zy, i) — Mu and CyAp — pe,
with Lemma 3.1 and the boundedness of {V¢}, (4.3) becomes

Yu(zr + di) — Yu(zx) — wku(zk)—rdk

- (% - w) Vu(en) T

1 3 — — i
- 5(@®)" (M = V2,800, M0) ) df + () Ver (1C;* = Gy ') Vel
1 _ _
5@ (1052 = CuALY) b + of ] ?)

< (5-o) V) de+ ol (1.9

Since w < %, it is clear that the result will be proven if we show that, for some
positive constant K and k large V4p,(z) dy < —K||dg||>. To show this, we use the

last expression of V), (zx)"dy, and an upper bound of |(d¥)"Vcyd3|, obtained by the
Cauchy-Schwartz inequality:

.
2‘(dﬁ)Tvckd;‘ - 2‘(0,;1/2A,1c/2vc;d;g) (C;/QA,;l/zdg)
< o e Pvela| o e a|
3 ) 2 B
< i(dﬁ)TVcka "AeVerds + g(dg)TCkAk Ld).

It follows that
Vpu(2x) " di < —(df)" Mydy — %(dz)Tvckc,;lAkvc{dﬁ - %(dg)TCkA,;ld,ﬁ.
Therefore, using (4.2) and Lemma 3.1, one gets
Vpu(ze) dr, < —K||di||*.
for some positive constant K and k large. O

Proposition 4.1 shows in particular that the function V, which was added to ¢,
to get the merit function 1), has the right curvature around Z,, so that the unit
step-size in both = and X is accepted by the line-search.

In the following proposition, we establish a necessary and sufficient condition of
g-superlinear convergence of the Dennis and Moré [10] type. The analysis assumes
that the unit step-size is taken and that the updated matrix M} is sufficiently good
asymptotically in a manner given by the estimate (4.5), which is stronger than (4.1).

16



Proposition 4.2. Suppose that Assumptions 2.1 hold and that f and c are twice
differentiable at ,. Suppose that the sequence {z;} generated by Algorithm A,
converges to z, and that, for k sufficiently large, the unit step-size oy, = 1 is accepted
by the line-search. Then {z} converges q-superlinearly towards 2, if and only if

(My, — My)di = o(||dxl))- (4.5)
Proof. Let us denote by M the nonsingular Jacobian matrix of the perturbed KK'T
conditions (1.2) at the solution 2, = (£, A,):
— Mu V(&)
M= (Auvc(@u)T Cu .
A first order expansion of the right hand side of (1.3) about 2, and the identities
V(&) = Ve(d,)A, and CuA, = pe give

Mk —Vck dz _ - — %
(AchZ Ck > (C@) = —M(zk — 24) + o[z — 2,l])-

Subtracting Mdy to both sides and assuming a unit step-size, we obtain

~

My, — M, —(Ver — Ve(2y)) dy
AkVC; — A“VC(.’%N)T Ck - CH dz

= —M(zp1 — 24) + o(||z — 24]])- (4.6)

Suppose now that {z;} converges g-superlinearly. Then, the right hand side
of (4.6) is of order o(||zx — Z,]|), so that

(Mg — My)dg, + o(lldgll) = ollze — 2ull)-

Then (4.5) follows from the fact that, by the g-superlinear convergence of {z},
2 — 2 = O(ld]).

Let us now prove the converse. By (4.5), the left hand side of (4.6) is a o(]|d]||)
and due to the nonsingularity of M, (4.6) gives 211 — 2, = o(||zx — Zul]) + o(||dk]))-
With a unit step-size, dj, = (2x+1 — 24) — (21 — 2,), so that we finally get 2511 — 2, =
ol — 2. 0

Interestingly enough, the dual step intervenes in the right hand side of (4.5),
while M}, is a primal quantity. We are also interested in the superlinear convergence
of the pair zx = (zg, A\g), not just zx. In fact, we will see that the BFGS formula
gives the strongest estimate

(M — My)di, = o(|ld]]). (4.7)

It is quite normal that d} does not intervene in the BFGS estimate (4.7), because
the update of M}, uses primal quantities only. Now, (4.7) implies (4.5) and therefore
the g-superlinear convergence of {zj}.

For proving the g-superlinear convergence of the sequence {z;}, we need the
following result from the BFGS theory (see [32, Theorem 3] and [6]).
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Lemma 4.3. Let {My} be a sequence of matrices generated by the BFGS formula
from a given symmetric positive definite matriz My and pairs (g, 6;) of vectors
verifying

7,1—(5/9 >0, forallk > 1 and Z vk — M| < 00, (4.8)

2 TGl

where M is a symmetric positive definite matriz. Then, the sequences {My} and
{M '} are bounded and
(M — M)6 = o([|éx]])- (4.9)

A function ¢, twice differentiable in a neighborhood of a point z € R, is said to
have a locally radially Lipschitzian Hessian at z, if there exists a positive constant
L such that for ' near z, one has

IV2p(z) — V2p(2)l| < Lz — 2'|.

Theorem 4.4. Suppose that Assumptions 2.1 hold and that f and ¢ are C*! func-
tions, twice continuously differentiable near T, with locally radially Lipschitzian
Hessians at T,. Suppose that the line-search in Algorithm A, wuses the constant
w < 3. Then the sequence {z} = {(zx, A\x)} generated by this algorithm converges

to 2, = (&, 5\“) g-superlinearly and, for k sufficiently large, the unit step-size o, = 1
is accepted by the line-search.

Proof. Let us start by showing that Lemma 4.3 with M = Mu can be applied.
First, 'y,;rék > 0, as this was already discussed after Lemma 3.3. For the convergence
of the series in (4.8), we use a Taylor expansion, assuming that £ is large enough (f
and c are C? near 2,,):

1
Ve — Muby = / (ijﬂ(wk + 6k, Akt1) — ngf(.ﬁu, )‘k-l-l)) O dt
0
+ (V2 M) — ML, ) 6

With the local radial Lipschitz continuity of V2 f and V2c at £, and the boundedness
of {Ag11}, there exist positive constants K’ and K" such that

1
vk — M 6kl < K'||6]] (/ |k + ¢ 6k — Eplldt + || Akt — Ap”)
0

IN

1
K15l ([ (G = Dl = a0+ i = 2,

s — iun)

= K"l (llow = 2l + 2w = 2l)-
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Hence the series in (4.8) converges by Theorem 3.4. Therefore, by (4.9) with M =
M, and the fact that ¢ is parallel to df:

(My — My)dy; = o(||dg]))- (4.10)

By the estimate (4.10) and Proposition 4.1, the unit step-size is accepted when

k is large enough. The g-superlinear convergence of {2} now follows from Proposi-
tion 4.2. O

5 The overall primal-dual algorithm

In this section, we consider an overall algorithm for solving Problem (1.1). Recall
from Lemma 2.2 that the set of primal solutions of this problem is nonempty and
bounded. By the Slater condition (Assumption 2.1 (7)), the set of dual solutions is
also nonempty and bounded. Let us denote by 2 = (Z, 5\) a primal-dual solution of
Problem (1.1), which is also a solution of the necessary and sufficient conditions of
optimality

(5.1)

Our overall algorithm for solving (1.1) or (5.1), called Algorithm A, consists in
computing approximate solutions of the perturbed optimality conditions (1.2), for a
sequence of y’s converging to zero. For each y, the primal-dual Algorithm A, is used
to find an approximate solution of (1.2). This is done by so-called inner iterations.
Next u is decreased and the process of solving (1.2) for the new value of y is repeated.
We call outer iteration the collection of inner iterations for solving (1.2) for a fixed
value of u. We index the outer iterations by superscripts j € N*.

ALGORITHM A for solving Problem (1.1) (one outer iteration)

0. At the beginning of the jth outer iteration, an approximation 2! :=

(w{,){) € Z of the solution Z of (5.1) is supposed available, as well as
a positive definite matrix Mf approximating the Hessian of the Lagran-
gian. A value p/ > 0 is given, as well as a precision threshold e > 0.

1. Use Algorithm A, starting from 27, to solve (1.2) with u = p/ approxima-
tely, meaning that the algorithm stops as soon as an iterate 27 := (27, \?)
satisfies

IVf(z)) = Ve )M < & and [|C(z))X — ple|| <€
2. Choose a new starting iterate z{“ € Z for the next outer iteration, as
well as a positive definite matrix M?'". Set the new parameters p/*! > 0
and /7! > 0, such that {?} and {€/} converge to zero when j — oc.
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To start the (j+1)th outer iteration, a possibility is to take z/™' = 2/ and
Mf“ = M7, the updated matrix obtained at the end of the jth outer iteration.

As far as the global convergence is concerned, how 2/, M7 and y/ are determined
is not important. Therefore, on that point, Algorithm A leaves the user much
freedom of maneuver, while Theorem 5.1 gives us a global convergence result for
such a general algorithm.

Theorem 5.1. Suppose that Assumptions 2.1 hold and that f and ¢ are C' func-
tions. Then Algorithm A generates a bounded sequence {z?} and any limit point of
{#?} is a primal-dual solution of Problem (1.1).

Proof. By Theorem 3.4, any outer iteration of Algorithm A terminates with an
iterate 27 satisfying the stopping criteria in Step 1. Therefore Algorithm A generates
a sequence {z/}. Since the sequences {¢/} and {€/} converge to zero, any limit point
of {#7} is solution of Problem (1.1). It remains to show that {2/} is bounded.
Let us first prove the boundedness of {z7}. The convexity of the Lagrangian
implies that
LI N + Vlb(z? M) (2 — 27) < £(xt, N).

Using the positivity of A and c¢(z') and next the stopping criteria of Algorithm A,
it follows that

f@®) < f(zh) + V) e(z!) + Vil(z?, ¥) (a7 —2?)
< fzh) +o(1) +o(llz? — 2 |)).
If {7} is unbounded, setting #/ := ||z/ — z!|| and ¢/ := xj;zl, one can choose a

subsequence J such that

lim # =400 and lim 3/ =y #0.
j—+oo j—oo
Jj€J Jj€J

From the last inequality we deduce that

' . fat +#y) - f(zh)
foo(y) = j?é_?oo +

<0,

Moreover, since ¢(z’) > 0, we have (—c(;))5,(y) <0, for i =1,...,m. It follows that
T+Ryy C{z:c(z) >0, f(z) < f(£)} (see for example [20, Proposition IV.3.2.5] or
[2, formula (1)]). Therefore, the solution set of Problem (1.1) would be unbounded,
which is in contradiction with what is claimed in Lemma 2.2.

To prove the boundedness of the multipliers, suppose that the algorithm gene-
rates an unbounded sequence of positive vectors {\},c;. The sequence {(z7, N/
IA|)}jes is bounded and thus has at least one limit point, say (z*,v*). This one
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satisfies v* > 0, Ve(z*)v* = 0 and (v*)'¢(z*) = 0. Using the concavity of the
components c(;y, one has

c(z*) + Ve(z*) (2! — 2*) > ¢(z!) > 0,

where the inequality on the right follows from the strict feasibility of the first iterate.
Multiplying by v*, we deduce that (v*)"c(z!') = 0, and thus v* = 0, a contradiction
with ||v*|| =1 O

Note that the strong convexity hypothesis given in Assumption 2.1 (i) was used
in the proof only for ensuring that Algorithm A, converges for any positive value
of u.

6 Discussion

By way of conclusion, we discuss the results obtained in this paper and raise some
open questions.
Problems with linear constraints

The algorithm is presented with convex inequality constraints only, but it can also
be used when linear constraints are present. Consider the problem

min f(x)
Az =D (6.1)
c(z) >0,

obtained by adding linear constraints to Problem (1.1). In (6.1), A is an m X n
matrix with m < n and b € R™ is given in the range space of A.

Problem (6.1) can be reduced to Problem (1.1) by using a basis of the null space
of the matrix A. Indeed, let x1 be the first iterate, which is supposed to be strictly
feasible in the sense that

Az;y=b and c(z1) > 0.

Let us denote by Z a n x p matrix whose columns form a basis of the null space
of A. Then, any point satisfying the linear constraints of (6.1) can be written

=21+ Zu, withue RP.

With this notation, Problem (6.1) can be re-written as the problem in v € RP:

min f(z1 + Zu)
{ c(zy + Zlu) >0, (6.2)
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which has the form (1.1).

Thanks to this transformation, we can deduce from Assumptions 2.1 what are
the minimal assumptions under which our algorithm for solving Problem (6.2) or,
equivalently, Problem (6.1) will converge.

Assumptions 6.1. (i) The functions f and —cg; (1 < 4 < m) are convex and
differentiable from R* to R and at least one of them is strongly convex. (7i) There
exists an z € R”, such that Az = b and c(z) > 0.

With these assumptions, all the previous results apply. In particular, Algorithm A,
converges r-linearly (if f and c are also C%!') and g-superlinearly (if f and c are
also C1!, twice continuously differentiable near Z,, with locally radially Lipschitzian
Hessian at Z,). Similarly, the conclusions of Theorem 5.1 applies if f and c are
also C11L.

Feasible algorithms and quasi-Newton techniques

In the framework of quasi-Newton methods, the property of having to generate
feasible iterates should not be only viewed as a restriction limiting the applicability
of a feasible algorithm. Indeed, in the case of Problem (6.2), if it is sometimes
difficult to find a strictly feasible initial iterate, the matrix to update for solving
this problem is of order p only, instead of order n for an infeasible algorithm solving
Problem (6.1) directly. When p < n, the quasi-Newton updates will approach the
reduced Hessian of the Lagrangian Z'(V?{)Z more rapidly than the full Hessian
V24, so that a feasible algorithm is likely to converge more rapidly.

About the strong convexity hypothesis

Another issue concerns the extension of the present theory to convex problems,
without the strong convexity assumption (Assumption 2.1 (7)).

Without this hypothesis, the class of problems to consider encompasses linear
programming (f and c¢ are affine). It is clear that for dealing properly with linear
programs, our algorithm needs modifications, since then v, = 0 and the BFGS
formula is no longer defined. Of course, it would be very ineffective to solve linear
programs with the quasi-Newton techniques proposed in this paper (M = 0 is
the desired matrix), but problems that are almost linear near the solution may be
encountered, so that a technique for dealing with a situation where ||vx| < ||6x|]
can be of interest.

To accept 7, = 0, one can look at the limit of the BFGS formula (2.1) when
vr — 0. A possible update formula could be

M, 8,87 My,

M = M; —
k+1 k 6]":er6]€
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The updated matrix satisfies Mj10; = 0 and is positive semi-definite, provided Mj
is already positive semi-definite. The fact that M} ; may be singular raises some
difficulties, however. For example, the search direction d* may no longer be defined
(see formula (1.5), in which the matrix M + V¢(z)C(z) "' AVe(x) " can be singular).
Therefore, the present theory cannot be extended in a straightforward manner.

On the other hand, the strong convexity assumption may not be viewed as an
important restriction, because a fictive strongly convex constraint can always be
added. An obvious example of fictive constraint is “z'z < K”. If the constant K
is large enough, the constraint is inactive at the solution, so that the solution of
the original problem is not altered by this new constraint and the present theory
applies.

Computational aspects

In unconstrained optimization, it is sometimes advantageous to update approxima-
tions of the inverse Hessian of the objective, in order to avoid the O(n®) opera-
tions used to solve the linear system defining the descent direction. In the present
situation, it is not clear whether updating W = M~! instead of M would be
of interest. Indeed, the linear system (1.5) defining d* involves the matrix M +
Ve(z)C(z) *AVe(x)T, and not only M. It would be important to find a technique
for solving this linear system in only O(n?) operations, knowing that M (or W or
the Cholesky factors of M) is updated by the BFGS formula.

Better control of the outer iterations

Last but not least, the global convergence result of Section 5 is independent of the
update rule of the parameters ¢/ and p’/. In practice, however, the choice of the
decreasing values ¢/ and y/ is important for the efficiency of the algorithm. From a
theoretical viewpoint, it would be highly desirable to have update rules for ¢/ and p’
that would allow the outer iterates of Algorithm A to converge g-superlinearly.
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