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Abstract: Let E be a denumerable state space, X be an homogeneous Markov
chain on E with kernel P. Then the chain X verifies a weak Sanov’s theorem, i.e.
a weak large deviation principle holds for the law of the pair empirical measure. In
our opinion this is an improvement with respect to the existing literature since LDP
in the Markov case requires in general, either F to be finite, or strong uniformity
conditions, which important classes of chains do not verify, e.g. bounded jump net-
works. Moreover this LDP holds for any discrete state space Markov chain including
non-ergodic chains.
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Principe de grandes déviations
pour une chaine de Markov
a espace d’états dénombrable

Résumé : Soit F un espace d’état dénombrable et X une chaine de Markov ho-
mogene sur F de matrice de transitions P. La chalne X vérifie un principe de Sanov
faible, c’est-a-dire que la loi des mesures empiriques sur les paires satisfait un principe
faible de grandes déviations (PGD). Nous pensons que c’est une amélioration, dans
la mesure ou les PGD, dans le cas markovien, exigent dans ’état actuel de ’art que
P satisfasse une condition d’uniformité trés forte, qui n’est hélas pas vérifiée pour
d’importantes classes de chaines, comme par exemple les réseaux & sauts bornés. De
plus, ce PGD est valide pour toute chaine de Markov sur un espace d’état discret, y
compris les chaines non-ergodiques.

Mots-clé : Grandes déviations, chaine de Markov, mesure empirique, entropie,
information, combinatoire, cycle



1 INTRODUCTION AND MAIN IDEAS 3

1 Introduction and main ideas

Large deviations theory is a useful tool for analyzing stochastic processes on the
long run. Situations where it applies are diverse, so that general results have been
specialized in many ways to fit each case. Indeed, the study of stochastic networks
has particular features, e.g. the states are countable, the processes are Markov or
semi-Markov, the jumps are bounded, etc. LDP around fluid limits describes the
behavior of systems when time and space are scaled [23], but if one wishes to get
more detailed information, for example the probability for a network to visit some
state x with a frequency greater than f, we need a different point of view. This
paper proposes a proof of a LDP for any Markov chain on a countable space, which
provides a general setting encountered in many network models.

General theory ([9, 8]) requires, in the case of Markov chains on Polish spaces,
a strong uniformity condition, i.e. there exist integers 0 <! < N and M > 1 such
that, for all states o, T,

w(o,) < % S (s, ), (1.1)

m=1

where 7™ (7,.) denotes the m-step transition probability for a given initial state 7.
But this is in fact a very restrictive condition: M/M/1 file, Jackson networks and,
more generally, bounded downward jumps networks do not satisfy it. Refinements
have been obtained [11, 7, 24, 19] but they still do not suffice for our purpose.

The case of finite state space is well-known and the rate function is expressed as
an entropy [10]. The link between large deviations and entropy has already been used
[4, 20], but earlier work on information theory underlines the meaning of entropy
as a mean information gain [22, 13], and this interpretation has often proved useful
[18, 17, 14, 21]. We recall briefly this meaning in Section 2.1.

Our approach is mainly based on Ellis’ work [10, 11], who considers the pair
empirical measure

n—1
of 1
Ln(w) = ~ (Z Bxi(w), Xisa(w) T 5Xn<w),xl<w>> € M,(E?).

n
=1

where M;(FE?) is the set of balanced measures!. A LDP can be achieved, in the
finite case, by purely combinational arguments. In the countable case, we are able

!The notation used throughout the paper is given in Appendix D.
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to bound in this way the probability of drawing a given number n of transitions
(Proposition A.7)

1 1 21
—InP[L,=A4] < —— min Inp;; + nn’
n N 4,5:a;;>0 n

%InIP (L, = A] > —H(A||P) - Ry(n),

where R, is a quantity such that lim,,_,o R,(n) = 0, H is the entropy function? and
A € My(E?).

Unfortunately, such a bound cannot be used directly to deduce a LDP, as in the
finite case. The analysis of the entropy function H (i.e. the rate function) in Section 2
shows important differences that change the nature of the LDP. In the infinite case,
H is lower semi-continuous and the level sets U(a) = {A € M(E?) : H(A||P) < o}
are not necessarily compact. This means a full LDP cannot be achieved, but we
prove nevertheless that a weak LDP holds.

Large deviation principle Let X be an irreducible Markov chain with kernel P.
Then the pair empirical measure Ly, verifies a weak LDP with rate function
H(||P), i.e. for all open sets O C My(E?) and all compact sets K C M(E?),

hmmf ln]P[L €0]>— 1nf H(A||P),

n—oo

lim sup — lnIP[L e K| <-— 1nf H(A||P)

n—oo T

The idea to get the lower bound (Section 3.2) is to construct successive approxi-
mations of the measure A, in order to prove InIP [L,, = A] ~ —nH(A||P). Then for
any open set O C My(E?), we have

1
hmlnf In1P [L,, € O] > sup hmlnf InP [L, = A] > — inf H(A|P).
n—o00 AeQ n—™© A€O

Since H is not continuous, convergence problems might occur. To avoid them,

we study the link between balanced measures and cycles in Appendix C, and the
continuity of the entropy is analyzed in Section 2. First, for all measures A €

2The indeterminate forms —oo + oo on the right side of the inequality can be solved.

INRIA



2 PROPERTIES OF THE RELATIVE ENTROPY FUNCTION 5

O verifying H(A||P) < oo and having a finite support, we construct a sequence
{A(m), m > 0} such that

A(m) — A and lim inf

o0 n(m)

InIP [Ly ) = A(m)] > —H(A||P).

Secondly, we extend this result by continuity, relaxing the finite support condition.
Since we can not achieve a full LDP, the upper bound is obtained on compact
sets K instead of closed sets (Section 3.1). The combinational bound covers sub-
Markovian processes, and the trick is to consider finite state processes (¢q(Xy)),
where ¢4(x) = min{xz, ¢}. These processes are sub-Markovian, and hence, for any
x < infacx H(A|P),
1 Inn
VA € K, - InIP [¢g(Lyp) = ¢g(A)] < —z + 27.
Since there is only a finite number of such ¢4(A) (indeed at most (n + 1)‘12), the
LDP upper bound follows straightly from the inequalities

1 1 1
—InP[L, € K] < = (¢*In(n+ 1) — nz + 21nn) :—x—l—O(ﬂ).
n n n

The reducible case (Section 3.3) is not conceptually more involved but, since in
this case the empirical measures have to be even more restricted, the lower bound
hides in a dense impenetrable notational thicket. Nonetheless the result is neither
surprising nor more complicated: a weak LDP holds with rate function H| 4, where
M is a subset of M,(E?) depending only on the ergodic classes of the transition
matrix P.

af [ H(A||P), for Ae M;
Him(AlIP) = { 00, otherwise.

2 Properties of the relative entropy function

The entropy function being in the heart of the LDP, it is useful to study its pro-
perties. On the other hand, this analysis is needed in order to demonstrate the
large deviations assertion. Let E be a countable state space identified with the set
{1,2,...} and P be a Markov kernel on E.
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2.1 Entropy and its information theoretic interpretation

Definition 2.1 (balanced measures) The set My(E?) of balanced measures is
the set of measures on E* with both identical 1-dimensional projections:

A€ My(E?) < A(E,.) = A(.,E) € My(E). (2.1)
Let A € M,(E?), we define,
o a;; £ A({(4,)}) the 2-dimensional law,
o a; € A({i} x E) = A(E x {i}), the 1-dimensional projection,
o Ajj < A(E x {j}|{i} x E), the conditional law, so that aij = a;Aij.

Definition 2.2 (relative entropy) Let A € M (E?), and P be a Markov kernel.
The relative entropy of A with respect to P is defined by

H(AIP)® Y o ]n( %ij ) (2.2)

R a;Pij
i,jEE iPij

with the usual convention that 0In(0/0) = 0, 1/0 = 400 and 0In0 = 0. H is the
extension of the entropy H for finite positive measures A and matrices P verifying
0<pi; <1, foralli,j € E.

These results, and the next as well, do have an information significance. In
Rényi [22] there is an appendix with an excellent introduction about the link between
information theory and probability. For a more complete study see [1], and Hamming
[14] for Markov chains. Recall that, by definition, the information brought by a draw
Y is —InIP[Y], so that —InIP [L,, € F] /n is the mean information brought by the
knowledge of L,, being in F'.

We think the expression “relative entropy” is not as illuminating as information
gain. In fact the relative entropy is the mean information gain:

H(A|P) =) ai ) Aijln (A—) = B4 [I(Ax, || Px,)]. (2.3)

i€E  jEE Dij

where I(Ax, ||Px,) £ Y ; Aij In(A;;/pij) is the information gain® for X5 conditioning
on Xi = i. Thus H(A||P) is the mean information gain for each sample, taking the

3We denote it here by I, but this is actually the relative entropy of measures in M (E).

INRIA



2 PROPERTIES OF THE RELATIVE ENTROPY FUNCTION 7

dynamic into account. This is a very suitable expression, from which positivity and
lower semi-continuity are easily deduced.

Now, the LDP means, under technical assumptions, that the mean information
actually measured tends, on the long run, to the minimum of the mean information
over the admissible measures. This is the mathematical formulation of a very general
least information principle*.

The process takes the paths giving the minimal information.

2.2 Continuity properties of the entropy function

For the proof of the lower bound of the LDP we need, in close association with
the cycles decompositions of Appendix C, some additional special properties of the
entropy function. For elementary results see Appendix B.

Definition 2.3 Let G C E? be a graph on E. My (G) C M(E?) is the set of
balanced measures with support included in G.

Ae My,(G) < A€ M,(E?) and Supp(A) C G.

Hereafter, the graph G will be assumed to be the graph of the kernel® P (see
Section C.3). Note that we still do not assume anything about P.

Proposition 2.1 (continuity) Let G' be a finite subgraph of G. H(.|P) is conti-
nuous on M(G').

Proof : The entropy function is then a finite sum of continuous functions:

a
H(A||P) = Z a;jIn (az;jz]>

(1,5)eG

The sum is finite because G’ is finite and the functions A +— a;;In(a;j/a;p;j) are
continuous (such a function is discontinuous only if p;; = 0). [ |

“Rather than a least action principle, the above principle is in fact a kind of analogue of Fermat’s
principle, which claims that the light follows the path of extremal propagation time.

® Note that H(A||P) is finite only if A € M,(G). Otherwise we would have a term a;; In(a;; /0) =
400 in the entropy sum and the entropy would be infinite.
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Proposition 2.2 (exact l.s.c.) Let A € My(G). There exists a sequence of mea-
sures with finite support A(n) € My (G) converging to A, such that their entropy
converges to H(A|P).

lim A(n) =A and nli_)nolo H(A(n)||P) = H(A||P).

n—0oQ

Proof : Assume that H(A||P) < oo. Let consider the decomposition in cycles
A=37 u;L(C;) (Proposition C.4). We define

ZUZ iy 1,
=1
An) € (1-Un)L(C)+ > wL(Ci) € My(G) "= A.

Let us set the ratios

def
Ti5 = QiPij,
def
Tij; = azg/ﬂ'z]a
def
rij(n) = aij(n)/my,

J
ri(n) = ai(n)/a;,

where a;j(n) is the two-dimensional law of A(n). Let® K = Supp(Ci) < go then’

H(A(n)||P) = Z w7 (n) Inrii(n Zam )In7;(n)

(i,J)EK i<qo
+ Z mijrij(n) Inri(n) — Z a;ri(n)Inr;(n)
(i,)EKe® i>qo
= Z TijTij Inri; + Z mijrij Inry; = H(A||P).
(4.4)EK (4,4)EK®

The first finite sums converge because z — zInz is continuous. The infinite sums
converge by Lebesgue’s theorem: the terms r;;(n)Inr;;(n) [resp. r;(n)Inr;(n)] are

5We write K < qo for K C {1,...,q0}>.
"This decomposition is valid if, and only if, 3", airi(n)Inr;(n) < co to avoid the undetermined
form oo — co. This is the case because the first go terms are finite, and then 7;(n) < 1 so that

Disg @iTi(n) InTi(n) <O0.

INRIA



3 SANOV’S THEOREM 9

bounded by r;jInr;; [resp. 7;lnr;], terms forming a summable sequence, and all
terms converge.

If H(A||P) = oo, then a finite number of terms are sufficient to prove that
H(A(n)||P) > K for any large K, so that the limit is still true. |

Remark : This allows to prove convexity by Hessian on finite dimensional sets
M,(Gq) C Ms(G), and thus to extend the property to infinite support measures.
Let A, s > 0 such that A + p = 1, then

H(AA + pB||P) < liminf H(AA(n) 4+ uB(n)||P)

n—oo

lim (\H(A®)||P) + uH(B(n)||P))
AH(A|IP) + uH (B P),

IA

where the first inequality comes from the lower semi-continuity, the second from
convexity on finite support measures and the third from Proposition 2.2. Thus
the entropy function is positive, convex and lower semi-continuous.

Proposition 2.3 (class decomposition) Let P be a reducible Markov kernel. Let
G' = U1 Gi the decomposition in classes of Proposition C.6. The entropy function
is infinite outside Ms(G') and, for A € Ms(G'), we have

H(AIP) = 3 a: Hi( A |P), (2.4
1€l
with A = Y,.; i A(3), A(i) € My(G;)® and Hy(.||P) the restriction of H(.||P) to
M,(E7).

Proof : This follows immediately from the decompositions of A (Proposition C.4)
and of M(G) (Proposition C.6), gathering by class all minimal cycles together. m

3 Sanov’s theorem

We know that the entropy function H has not necessarily compact level sets (see
Section B) thus we aim at proving that a weak LDP holds for Markov chains. We
shall denote by X the Markov chain with kernel P and initial probability v.

81f 2; = 0 then A(3) is not defined. It can still be chosen with the convention that 0 x co = 0.
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3.1 The upper bound

The sketch of proof is to lump an infinite set of states together in order to handle a
finite state process for which a bound is obtained by combinational arguments. The
main steps consist, first in proving that the finite state process is sub-Markovian,
then, secondly, applying a combinational bound. The third step is to show that this
bound is a good approximation on a compact set of measures.

Let us introduce the lumping ¢4(z) & min{z, ¢}.

Lemma 3.1 The process ¢4(Xy) is sub-Markovian with pseudo-kernel P and initial
probability v,

~ _Jpiy ifij<aq, ~ [y if i < q,
Pij _{ 1 otherwise, and Vl_{ Vg+Vgp1+... ifi=q.

Proof : The probability, beginning at 7 < g, to stay m times consecutively above ¢
and to finish at j < ¢, is easily bounded with P:

+1
Z Pits Plaly -+ Plmj < pg-n J<1=

llv'“alm Zq

DigPqq - - - Dgj- (3.1)

Given a sample path (k1, k2, ..., k,) with k;; =g, ... k;, = ¢, we shall decompose
it into transitions below ¢ and paths going above ¢. Using equation (3.1), we obtain,

P [¢Q(X1) = ]{11, s a¢q(X'n) = kn]

n—1
= E Vi1 Pkiky - - 'pk‘n_lkn S Vi H pkiki+17
kil,...,kiPZq i=1

which exactly expresses the sub-Markovian property of Definition A.9 with pseudo-
kernel P. The pair empirical measure is ¢q(Ly) with?

¢q: Ms(E®) — M({1,...,q}?)
ai .. a1,g—1 ijq a1j

A — ¢q(A):
Gg-1,1 .- Qg—1,q—-1 Zqu Gg—1,5

Zianil ZiZq Gi,q-1 Zz‘,quaij

9We use the same notation for ¢, and ¢,(z) = min{z, ¢}, because their actions are similar.

INRIA
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Theorem 3.2 (LDP upper bound) Let X be a Markov chain on E with kernel
P, and L, its pair empirical measure. Then, for all compact sets K C M,(E?), we
have

1
limsup—InIP [L, € K] < —jn};H(AHP). (3.2)
€

n—oo T

Proof : The Lemma 3.1 allows us to use the combinational bound!® (Proposi-
tion A.7):

VB e My({1,...,¢}>)N Ly,  WnIP[$,(L,) = B] < —nH(B|P)+2Inn, (3.3)

with B defined by!!,

b 1. £ 5 .

def i —— 1 p;; = min

bij = Y n Pij k,l:bkl>0pkl’
bij otherwise.

P has a very special form: p;; = 1 if i = ¢ or j = ¢. In these cases the entropy
term b;; In(b;;/b;) is negative, so that H(B||P) is easily bounded up by the following
truncated entropy,

H(B||P) < H(ty(B)|P), (3.4)

with the truncation function #,(A4) & (@ij)ij<q- Let B = ¢4(A) with A € L,; then
ty(A) = t4(B), but this equality does not hold with ¢,(A) and t,(B). Nevertheless

H(ty(B)||P) < H(tq(A)|P), so that,
VA € My(E?),  InIP[$y(Ly) = ¢4(A)] < —nH(ty(A)|P) + 2Inn. (3.5)

Let K C M,(E?) be a compact set, and z < infsc x H(A||P). Then there exist
g and ng, such that, for all n > ng, forall A € KN L,,

H(ty(4)||P) > =. (3.6)

10F and H have the same definition but we keep H for balanced measures of probability.

"1f the minimum p;; is achieved several times, we choose arbitrarily one pair (i, j), and only
one. Equation (3.3) makes sense only if B € L,, i.e. all b;; are multiples of 1/n, otherwise
IP [¢q(Ln) = B] = 0.
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Otherwise one could construct a sequence A(q) € K N Ly, (with n(g) — oo) such
that H(t4(A(q))||P) < z. Since K is compact, there exists a converging subsequence

A(g) — A. Then obviously t,(A(g)) — A, and since H is lower semi-continuous!2,

2] = < liminf H(t,(A)||P) < inf H(A|P
H(A||P) H(AHP)_h(IrngfH(td Ml )_cv<f§gK (A]|P),

which is a contradiction.
Let us define

A, L0 {A € My({1,...,q}2) : H(t,(A)|P) > z} .

From the definition of L,, there are exactly (n + 1)‘12 measures with all atoms
multiples of 1/n and support included in {1,...,¢}?, and hence there are at most
(n+1)q2 measures in A,,. Note that L, € K <= L, € KNL,. Using equation (3.5)
and equation (3.6), the LDP upper bound follows from the inequalities

%mlp LncK] < %ln]P [bo(In) € An]

1
< p (¢’In(n +1) — nz + 21nn). (3.7)

3.2 The lower bound

Theorem 3.3 (LDP lower bound) Let X be an irreducible Markov chain on E
with kernel P, and Ly, its pair empirical measure. Then, for all open set O C
M,(E?),

| .

hnII_l)LIéfﬁ InlP[L, € O] > —fllIelg H(A||P). (3.8)
Proof : Let P be irreducible and O C M (E?) an open set of balanced measures
with A € O. We first assume A € M (G) and Supp(A) is finite.

By Proposition C.5 we get a sequence of G'-cycles C(n) with finite support
(Supp(G’) < ¢ < o) such that L(C(n)) "=3 A. Note that the length of C(n)
always grows to infinity. By Proposition C.1, there exists a global cycle Cy for G’
with less than 2¢q transitions.

2H(||P) is 1-homogeneous so that H(uA|P) = uwH(A||P). Hence H(.||P) is lower semi-
continuous.

INRIA



3 SANOV’S THEOREM 13

Let A(m) = L(CyC(m)): these balanced measures verify the conditions of Pro-
position A.7 and

1
n(m)
with n(m) the length of CyC(n) and S1(G’) the one-dimensional support of G’ (see

Definition A.5). If v(S1(G")) = 0, we take a larger G’ so that this quantity is strictly
positive. When m — oo we know n(m) — oo and

Inv(S1(G")) .

n(m)

0P [Lygmy = A(m)] > ~H(A(m)||P) ~ Ry(n(m)) +

lim inf ! InIP [Ln(m) = A(m)| > liminf — H(A(m)||P)

m—o00 'n,(m) m—o00

Since H is continuous on M,(G') by Proposition 2.1, the left side converges and,
O being open, for m sufficiently large, A(m) € O so that

1 1
liminf —InIP [L, € O] > liminf

n—oo M m—o0 n(m)

InP [Lnmy = A(m)] > —H(A|P)  (3.9)

Now we will relax the finiteness assumption: A € M (G). By Proposition 2.2,
there exists a sequence A(q) € M,(G) with finite support converging to A such that
H(A(q)||P) =3 H(A||P). Equation (3.9) then holds for any A € M(G).

Let relax all assumptions: if A ¢ M,(G) then (see footnote 5) H(A||P) = oo and

equation (3.9) holds. The proof of the lower bound is concluded. ]

3.3 The reducible case

No concept is really new in this section, which is merely stated for the sake of
completeness. Actually, it holds independently of ergodicity or transience, and also
for cyclic chains. The only assumption concerns the irreducibility, in order to obtain
the lower bound. However, even if the upper bound holds for a reducible kernel P, it
can be refined, and the constructive proof of the lower bound has to be done again.

We consider hereafter the decomposition into classes of Proposition C.6 and
Proposition 2.3. So we have M (G) = M (G') with G' = UG; where G; is the
graph of P on class E;. Moreover we assume that for all z € F there exists a path
with positive probability ending at z. Otherwise we could remove all non-accessible
elements without changing any property of the Markov chain. Let us introduce the
following “good” measures.
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Definition 3.1 (serial measures) A serial measure relatively to a reduc-ible ker-
nel P is a balanced measure A =Y x;A(i) with A(i) € Ms(G;), such that E;y1 > E;
for all i, where > is the natural partial ordering on the classes. We denote by M
the set of serial measures relatively to P.

Lemma 3.4 The serial measures are characterized by the following equivalence.

JA(m) "= A,

P [Ln(my = A(m)] > 0. (3.10)

A€M<:>{

Proof : Sufficient condition If A ¢ M(G) then there exists a forbidden tran-
sition a;; > 0 (i.e. p;j = 0), and for m sufficiently large n(m)a;j(m) > 2 (with 1
it could have been a ghost transition) so that IP [Ln(m) = A(m)] = 0. This is a
contradiction. Hence, necessarily, A € M (G) and A = )" z;A(i) with A(:) € E;.

Let jo € Ej and kg € Ej, such that aj, > 0 and ag, > 0 (i.e. z; > 0 and z3 > 0).
As A(m) ™=3° A, we deduce that there exits mg such that for m > my, aj,(m) > 0
and ag,(m) > 0. This means a path (z1...z,) crosses jo and ko with positive
probability, hence E; >~ Ej or Ej, > E;. Therefore > is a total order relation on the
set of F; for which z; > 0, and A is serial.

Necessary condition Firstly assume A has finite support. Then the decom-
position of A as serial measure is finite and its decomposition into cycles also.
Hence, we can write A = Y. | 2;,L(C;) with Cj11 > C;. Therefore there exists
a path T1y...T,_1, with positive probability, such that T;; 1 begins on C; and
ends on Cj;;. Then we take the same rational approximations as in the proof
of Lemma C.2 and the path T(m) = C’f‘l(m)TlgC;Z(m)T% . ..Cg”(m) has positive
probability. Finally A(m) < L(T(m)) converges toward A with m — oo and

Secondly, if A has infinite support, there exists (via the decomposition in cycles
used in Proposition 2.2) a sequence of serial A(n) with finite support converging to
A. For each A(n) there exists a sequence A(n,m) € M;(G) with positive probability
converging to A(n). Let A'(n) = A(n,m,) with m,, such that'? dz(4'(n), A(n)) <
1/n; the sequence A’'(n) converges to A and has a positive probability. ]

Theorem 3.5 (reducible case) Let X be a Markov chain with a reducible kernel
P, and M the set of serial measures relatively to P. The pair empirical measure

!3The distance dr, is the Levy distance in M;(E?).

INRIA
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of X werifies a weak large deviation principle; for any open set O C My(E?) and
compact set K C My(E?),

1
im inf — > = .
hnnllnf InlP[L, € O] > Aemrfm/t H(A||P), (3.11)
li 1 P[L,e K] < — inf H(A||P). 3.12
imsup —InIP[L, € K] < — inf H(A|P) (3.12)

Proof : Lower bound The lines of the demonstration are similar to those of Theo-
rem 3.3, but the classes must be separated. Let O be an open set of balanced
measures and A € O N M with finite support: A = ¥ | z;A(i). Let consider the
Cy ) from the previous proof. We define C(i,m) & G [1ke B Cy ’“<m), adding a
global cycle GY (relatively to class i) to each class. The length of C(i,m) is denoted
by ni(m) with n;(m)/n(m) ™=3" z;. Then we link these separate classes with paths
T; (i < p) that begin in e;, end in e;11, have length r; and probability ¢; > 0. One
initial path T} is added if v(e;) = 0.

As in the previous section this holds only if the classes are finite, but we know
that there is no problem to extend the property from finite sets to infinite sets,
so we assume hereafter all classes are finite. Finally, define the empirical measure
A(m) € L(ToC(A,m)T; ... T, 1C(p,m)). We divide the path into p classes and
obtain by Markov condltlomng

» _
P [Lnmy = A(m)] > P [T [ [ Pe; [Lnimy = AG,m)] [ Pe; [TH]
i=1 =
the chain passing successively through Tp, then E; with transitions C(1,m), etc.
Note that the ghost transitions are known for Ly, (), ¢ < p, because the final states
e; are known.
The lower bound equation (A.20) becomes

1

n(m)

InTP [Ln(m) = (m)]

P i) ~ p—1
> (Z mim) g (A, m) | P) + Zlnqi,Hl) +o(1)

n(m) P n(m) i=1
p ~

" =Y wli(AG)|P) = ~H(A]IP).
i=1

where o(1) is a sum of rests converging to 0 when m tends to infinity. The iden-
tification of the sum of partial entropies to H(A||P) is due to Proposition 2.3. Of



16 Arnaud de La Fortelle et Guy Fayolle

course, for sufficiently large m, A(m) € O. If A has an infinite support, then we
use Proposition 2.2 as in the lower bound proof. Hence we have obtained the LDP
lower bound equation (3.12).

Upper bound It is much simpler to get. When A is not serial, Lemma, 3.4, allows
to write
AEgM = FVy4, Ing:Yn>ny P[L, € V4] =0,

where V4 is an open neighborhood of A. Then IP [L,, € K \ V4] equals IP [L,, € K]
and the upper bound equation (3.2) becomes

1
li “ImP[L, e K] < — inf H(AP).
imsup - InP[L, € K] <= inf H(AYP)

This can be achieved with a finite number of neighborhoods. Finally, using the
lower semi-continuity of H,

inf inf H(A'|P)= inf H(A|P),
Aty Ap @M ATEK\UP_ Vs, ATeKNM
which gives the upper bound (3.11). [ ]

4 Conclusion

There is no way of improving our results toward a full LDP, as shown in remark 1
p- 32. We conjecture that the problem of having a full LDP reduces to the analysis
of the entropy function, and this would give a real interest to the weak LDP. Unfor-
tunately, even in our setting, the goodness of the rate function does not imply that
a full LDP holds with this good rate function. A basic example is P, ;1 = 1 where
H = +o00, or small perturbations of this chain: inf4 H(A[|P) > 0 (then a full LDP
can not hold) but H is nonetheless a good rate function.
Then, some directions may be explored.

e When is the rate function H a good rate function?

e What are the precise relationships between goodness, exponential tightness,
and fullness of LDP?

e To which extent is the full LDP necessary?

INRIA
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Partial answers to the first question do exist, e.g. uniformity conditions which
can be found in [8, 11, 19, 24]. We are working on characterization of goodness,
in order to include bounded jumps networks. In fact, for almost all open networks
there is no full LDP, because a small amount of homogeneity destroys the fullness.

The second question is open. It is known that the exponential tightness implies
a full LDP holds with good rate function H (see [8] p. 8). We conjecture that, if H
is good and inf4 H(A|P) = 0, then the family {P(™) n > 0} is exponentially tight.

As for the third question, remark that the compactness of the level sets is neces-
sary for the contraction principle. However, this is the case as soon as the function
I(y) & inf 4 f-1(y) H(A| P) is lower semi-continuous and f ~1(K) is compact, for
any compact K. But is it possible to extend this when f~!(K) is not compact?

Remark 1 : Both conditions are verified when f(A) = A, Actually, a LDP
holds for the (one-dimensional) empirical measure, with rate function

p) % In(—2_) = inf H(A|P).
P p S 2 () =, HAIP)

It is easy to see that the goodness of J is equivalent to the goodness of H.
Therefore both LDP are full or weak together (see also remark 2 p. 32).

This LDP can inversely be extended to k-tuples empirical measure and to the
process level, or by considering continuous time or larger state space (like Polish
space).

Remark 2 : In the continuous time case, our approach leads to consider the
random vector (ﬁ(Nt), L(t), Nt/t), where

n

A def 1

L(n) = (Z 6xr,_, Xz, + Oxry ,XT0> € M,(E?),
=1

n+1
gef 1 [!

T, being the time of [-th jump and N; the number of jumps before t. Letting
A € M,(E?) represent the transitions of the chain, n € M;(FE) the frequency of
occupation for each state and f > 0 the frequency of jumps, a LDP holds with
rate function
_ (o

M) = (IR + 3 o (M)
where I(u) = u — 1 —Inwu (this is the rate function for i.i.d. exponential random
variables) and (A;p;;) is the generator of the process.
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On the one hand, if A\; = 1 for all 4, f = 1, and 7; = a;, i.e. when the process
jumps at unit speed, then the rate function is exactly H. On the other hand,
if f — 0 (i.e. when it almost never jumps), the rate function tends to 3, Ain;.
Furthermore, if 7 is concentrated on a state z, then I = A,: this is exactly the
mean (logarithmic) probability of never leaving state z. Thus this rate function
is really meaningful in spite of its rather complicated form: the left part concern
the transitions and the right part the rate of jump. The problem is to deal with
the compact sets.

The entropy function contains indeed some surprises. In the transient case, the
global infimum of H can be strictly positive. For instance in the M/M/1 case,
when p;;+1 = A and p;j;1 = p with A > p, then inf H(.||P) = —In2y/Au > 0.
Actually, this infimum characterizes the transience rate of the chain. This notion
can be applied to transient chains, like the Aloha protocol, to measure the mean
explosion time, which is of practical interest. Moreover, since H is convex, numerical
calculations are easily performed when explicit solutions are not found.

Other questions are worth considering:
e In which sense does the LDP mean conditioning by a rare event?

e When the rare event F is a H-continuity set'*, and there is a unique minimum
H(A||P) = infacr H(A||P), is there a limit process and is this process Markov
with kernel A?

e How can the LDP upper bound be extended to closed sets?

This last point faces a serious problem. It appears to be closely related to
boundary theory, and more precisely to Martin boundary. The entropy function
would be extended to the (minimal) Martin boundary in order to keep the LDP
formulation in terms of minima. Note that the ergodic case is simpler, since the
Martin space reduces to a single point.

A From combinatorics of paths to LDP

We consider a denumerable state space F, with a priori infinite cardinality ¢q. This
space is identified with {1,2,...,¢}. Let (X;)$2; be a Markov chain with transition
matrix P and initial distribution v.

4 A H-continuity set F is such that the infimum of H is the same on the interior and the closure
of F, so that the LDP statement becomes a limit on this set. A lot of practical sets are in fact
H-continuity sets.

INRIA
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The reader will note that the demonstration uses some detours in order to avoid
the traps. In fact, the thicket of notations hides some intrinsic simplicity.

A.1 Path counting

This section is purely combinational and does not involve any probabilistic structure
on the paths. Let a = ()i jer be a finite integer matrix (|c| & Zi,jeE a;j < 00).
Definition A.1 Q% C E'®l [resp. N¥] is the set [resp. the number] of paths begin-
ning in k with a;; transitions from state @ to state j and Q, & Uker ok,

Definition A.2 (admissible transitions) S is the set of a’s corresponding at
least to one path. S* is the restriction of S to the paths beginning in k.

S’“d:ef{a:Ngf >0}, and S (]S~
keE

Our goal is to compute the following quantity

q
P [Qé] = Nly H p%-”.

1,j=1

The problem is to evaluate the number N¥ of paths having the correct number of
transitions. Clearly, one can choose X; = k£ = 1. In the case of an infinite state
space, it must be noticed that sums and products never concern an infinite number
of terms. By permutation we can bring all states 7 such that «; > 0 near 1, so that
we can and will assume ¢ < oo for a given a.

We now wish to describe a complicated set. Let A;(a) be the set of all a;—tuples
of elements of E' containing the state j exactly o;; times.

z € Ni(a) <= z = (e1,es,... ,€q;), with Z]lj(ek) = aj, Vje E. (A1)
k=1

The number of such «;—tuples is

Oéi!
Card(N; =
ar (M(a)) ail!an! e Oéz'q!

Definition A.3 (a—tuples) Let a be a finite integer matriz. N(a) [resp. &(a)] is
the set [resp. the number] of a—tuples, where an a-tuple is a sequence of a;—tuples
characterized in equation (A.1).
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By definition AV'(a) € Ni(a) X Na(@) X - - - X Ny(e), thus the cardinality of V(c)
is

£(e) € Card(N (@) = HCard H Hq . (A.2)

g’
Lemma A.1 (upper bound) The number N} of paths is less than &(a).

Proof : Let P € Q! be a path, which we associate to an a-tuple, representing the
successive exits out of each state 4, by mean of the following mapping:

$:Q, — N
P — z=¢(P) = (:1:(1), e ,:v(q)>

where z() = (e(ll),egl), e ,egl)) , and e%k) o XT7(lk)+1,

and Tflk) is the n-th entrance time into state k.

The example of Figure 1 shows that ¢ is a one to one mapping. The paths begin
in state 1 (X; = 1), we get the successor Xy = egl) = 4, then X3 = e§4) = 3, etc.
Thus the path P may be reconstructed from ¢(P), which proves the mapping is one
to one. Unfortunately, many elements of AN'(«) clearly do not correspond to any

path, and hence ¢ is not bijective. This yields nevertheless an upper bound for N},

¢ (Qh) CN(e) = N} < €&().

The lower bound of N, is a bit more technical. We need a useful tool:

Definition A.4 (transitions of a cycle) Let C = (z1,...,z,) be a cycle. The
transitions of this cycle is the balanced integer matriz

n
def .
C) = E Oiiis with Tpy1 = z1.

Lemma A.2 (lower bound) The number N, of paths is greater than &(a) where
C is a global cycle’® on {1,...,q} and o/ = a+ 6(C).

15See Proposition C.1.
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Figure 1: Example of path and hereafter the corresponding objects.

P = (1747 3757 2737 37 174’3’372747 1’37 27 1)7

(4,4,3) (exits of state 1),
(3,4,1) (exits of state 2)
H»(P) = (5,3,1,3,2,2) (exits of state 3),
(3,3,1) (exits of state 4),
(2) (exits of state 5),
00120
10110
a = ()= 12 2 01
10 2 00
01 000

Proof : In order to obtain the lower bound, one must understand more deeply why
¢ is not bijective. Take an element z € N («) and try to reconstruct the chain P
such that ¢(P) = z (see the proof of Lemma A.1). By convention P begins with
Xo = 1. For instance, if

a=(aij)=((1] 1>’ and x:{g?%);

the reconstructed chain is 1 — 2 — 1; but it remains one transition 2 — 2: the re-
construction process fails. This is not a pathological case and a lot of other examples
may be derived from this one.
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We can however force the chain to exhaust all a;—tuples. Assume the end is
state 1 so that the transitions from state 1 are exhausted; we add a transition 1 — 2
and finish the reconstruction; thus transitions from state 2 are also exhausted. By
adding again a transition into states 3, 4, ... n, and so exhaust all transitions. This
scheme is formalized by the function

Pp:N(@) — N(d)

( (e(ll), e%), e, e%), 2),
(6(1 ))eg )7 ,6&2),3),
z — z =X :
(e:(lqil)7 egq71)7 ] e(aqqi—i)7 q)7

L (e(lq),egq),... ,egi),l),

with a;j &t a;j + 6,341 (with the convention that 64411 = 641). This mapping is
obviously one to one. The last transition ¢ — 1 is useless but renders the function
symmetric, and this will be useful later. The reconstruction process means that, for
all a—tuple 7' € ¢(NV(a)), there corresponds a path P € Q., such that ¢(P) = =,
ie. (N (@) C ¢(QL)). Since ¢ is one to one (see Lemma A.1), this is equivalent to
write ¢ ((N(@))) C QL. But ¢! o4 being also one to one, the lower bound is
obtained:

oy (N(a)) C QL = €&(a) < NL. (A.3)

This lower bound applies only to paths starting at 1 under the assumption that
the end is 1, that is, for balanced «. In case the end is &, it suffices to add termination
transitions k - k+ 1, k+1—-k+2,... ¢ —>1,... k—2 — k —1, and a useless
transition ¥ — 1 — k, therefore this result applies also for non-balanced a with
exactly the same definition for o/. Actually the order of the termination transitions
is not important, so that adding any permutation (instead of (1,2,...,¢q)) to « is
sufficient. Finally the reconstructed chain may pass several times through each state,
provided that it passes through all, then adding any global cycle to a protects the
reconstruction against an early ending. [

Actually the lower bound is more powerful than it might seem. There is no

condition on « except that o/ = a+6(C) € S and a be non-negative. Consequently
we may apply Lemma A.2 to & & o — 6(C) with o € S!, provided that o — §(C) be
non-negative. Expressing both the upper bound (Lemma A.1) and the lower bound

(Lemma A.2) for any initial state, we obtain

INRIA



A FROM COMBINATORICS OF PATHS TO LDP 23

Lemma A.3 (paths multiplicity) Assuming that o € S is null outside {1,...,q}?,
the number of paths N(’xc s bounded by

VEe{l,....q}  &@) < Nj <) (A.4)

The lower bound holds only if & o 6(C) is non-negative, with C a global cycle
on {1,...,q}.

A.2 Asymptotics for paths probabilities

The entropy appears in most of the equations. Let @ € S, we define n = |¢
and A = a/n € Mi(E?). Using heuristically Stirling’s formula, we deduce from
Lemma A.3 and equation (A.2)

%mp |Qk] = -H(4lP) +0 (1“7”) : (A-5)

This asymptotics gives an idea of the result, but the O(Inn/n) is uncomfortable
because it depends on A and gq.

For our purpose we need more precise bounds. We have gathered hereafter some
well-known formule involving the ' function, which can be found e.g. in [12].

The logarithmic differential

_ dInT'(z)

W) =,

comes into the classical Binet’s formula,

©/1 1\ _,
W) = ln(z)—i-/o (Z‘ 1_et> et dt, (A.6)
InT(z) = (z—l) lnz—z+lln27r+/oof(t)etzdt (A.7)
B 2 2 0 ’ '
def 1 1 1\1
with  f(t) (et— R 5) .

Letting g(t) e (t), one sees that f and g are positive. Moreover

1
g(#) < min {5, %} . vE>o. (A.8)
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Instantiating z = 1 in equation (A.7) yields immediately

* 1

/ fetdt=1- 3 In2m > 0. (A.9)
0
Therefore

1 oo —t(n+1)

1- 3 In2m — f(t)e dt >0, VnelN. (A.10)
0

We now aim at bounding £(«) as uniformly as possible i.e. independently of A
and of ¢ except for the main term.

Lemma A.4 (upper bound) Let ¢ € IN* and « be a non-negative integer matriz,

Iné(a) < Eq: aijIn (i) . (A.11)

i
=1 Y

Proof : Firstly we bound the multinomial coefficient (4 = a3 + -+ + a4). Binet’s
formula (A.7) yields

Al I A4+1Y 1 A41
ln(7> = Za,ﬂn( + )-I——ln( + )
ai!...ag! Pt ap+1 2 (a1 +1)...(ag+1)

00 q
4 / o [ e—ta+)) N2 ptat)) | gy
- )( >

k=1

+(g—1) (1 - %anw) : (A.12)

To obtain a uniform upper bound, we need to analyze the rest

R(ay,--.,ay) = %m <(a1+1§1'iaq+1)> +(g—1) (1 - %mzw)

o8] q
4 / £t [ et 37 eta)) | gy
st (0 -5

k=1

We will show that R is decreasing with respect to each of its variables, so that
it is negative. Because of the symmetry of R, let z oi+land K Eag+---+ aq.
Then introducing

F(z) = % In (K + :1:) +/0 f(t) <€_t(K+m) - e_tz> dt Vz >1,

x
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one can write R(a1,...,aq) = F(z) + C*' where the constant does not depend on
a1. Therefore, for K > 1,

9R _
Bal -

+ ” (t)e ¥ < ! + ! <0
— e -t = .
z)  Jo g - 222 1222

One easily checks that differentiation of the integral part is valid. The condition
K > 1 is required by the first term. The bound equation (A.8) is used for the
second term. The case K = 0 is obvious: F(z) = 0. Thus F(z) is decreasing with
respect to each of its variables and so does R. Finally, by equation (A.9),

R(ar,...,ag) < R(,...,0) = (¢ — 1) (1— %ln27r—/ooof(t)e—tdt> 0.

A+1 A
Since + < —, we obtain the multinomial upper bound
ap +1 ag
1 A < ; 1 A A.13
n(al!...aq!>_kzzlakn(i>’ (A.13)
whence the upper bound for (o). |

Lemma A.3 clearly shows that the quantity to be bounded from below is &(@)
and not £(a). The forthcoming relations including « are of course conditional to its
non-negativity. The global cycle defining « is denoted by C.

Lemma A.5 (lower bound) Assume that o is null outside {1,...,q}?, and that
6(C) has less than 2q transitions, then

q
~ a; . Rq(n) n—00
Iné(a) > ”221 a;jIn (a—w> + Ry(n), with 0 0. (A.14)

withn = |a| =01 + -+ + aq.
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Proof : The proof is also based on the study of the multinomial coefficient. Using
equation (A.10) in equation (A.12), we obtain,

k=1
q
ay A+1 1 A+1
> 1 Aln | —— -1
- kzzlakn(ak+1)+ n( A >+2n((a1+1)...(aq+1))
> —q—gln(l-l—é).
2 q

The last line comes from the optimization with constraint (a; +---+ a4 = A) of the
second line line. One easily checks that the supremum is reached at the symmetric
point, i.e. ax = A/q for all k.

The multinomial coefficient lower bound is not uniform but it suffices for the large
deviation lower bound. The lower bound for ¢ is obtained again by optimization.
Omitting the details, we have

d o; s n
Iné(a) > E a;;1n (—) -5 In (1 + —2> . (A.15)
irj=1 & 1

Similar arguments gives the lower bound for {(«), but with a slightly more
complicated rest that we summarize in Ry(n). |

Definition A.5 (one-dimensional support) The one-dimensional support of an
integer matriz « is the set (with a similar definition for a balanced measure),

Sl(a):{iEE:ai >0}.

Lemma A.6 (paths probability) Under the assumption of Lemma A.3, the pro-
bability of passing exactly c;; times from state i to state j, Vi, j, is bounded by

H(A)P) ~ By) + 2D < Liprg,) < fi(A|P),

n—oo

with A%< af|a| and R, satisfying Ry(n) — 0.

Proof : This is the precise bounds for the heuristic equation (A.5). Gathering the
results of Lemma A.3 (bound of N¥), improved by Lemma A.4 (upper bound for
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&()) and Lemma A.5 (lower bound for £(«)), we obtain,

In v

]_ k -
< -InP [Qa] < —H(AIP)+ =2, (A.16)

Inyy,

—H(A|P) — Ry(n) +

n—oo

with R, verifying R,(n) — 0. In the present lemma, we sum up the IP [Q’&] over
the initial state k. Since the bounds are uniform with respect to the initial state,
the result follows. The upper bound does not change, because Inv(S;(a)) < 0.

Eventually all states less than ¢ may be an initial state, because of the global
cycle. We introduced Si(a) to encapsulate with the case when « does not pass
through every state less than ¢ and when the “global” cycle just covers theses states.
|

A.3 Bounds for the empirical measure probabilities

Definition A.6 (empirical measure) The pair empirical measure for a chain X
is the random variable

a1 n—1
L, == (Z 0x;,Xip1 t 5Xn,X1> € M,(E?). (A.17)

n :
=1

The transition X, — X1 is called a ghost transition. The pair empirical measure
for a path, or a cycle, is similarly defined.

Definition A.7 (predecessors of balanced path) Let o be balanced. S, is the
set of integer matrices of length n for which the empirical measure is /||, and SE
is the set of those which start in k

s{;d:ef{ﬂesk;az'eE, B+6ik:a} with S, & |J Sk
keE

For a given o, there are many empirical measures § € S: which transition is the
ghost transition? Since there is at most n transitions, card(S¥) < m, and therefore
card(S,) < n? (for the upper bound it is not desirable that ¢ appear at all).

Definition A.8 Let A be a balanced measure. A is an empirical measure of order
n if it is the empirical measure of a path of length n. The set of these measures is
(with L for lattice)

L, = {Aec M,(E®) :nA€S}.
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Definition A.9 (Sub-Markovian process) A random process X, € E is sub-
Markovian if there exists a probability v € Mi(E) and p;; < 1 fori,j € E such
that

n—1

P[X1 = ki, Xp = kn) < viy [ Phibisas (A.18)
i=1
where v is the initial probability and P a pseudo-kernel'S.

Proposition A.7 (probability of an empirical measure) Let X be a sub-Mar-

kovian process with pseudo-kernel P. Let L, be its pair empirical measure and
A€ L,, then

1 ~ o~ 21
SWP[L, = A] < —HA|P) + =22, (A.19)
n n
e ij— — if ij — i )
where, VA€ L,, aij det ) Qi T 1P k1 1:11;E>0 Pid
a;j otherwise.

Moreover if X is a Markov chain with transition probabilities P, initial probability
v, if Supp(A) C {1,...,q}%, and if there exists a global cycle (x1,...,x;) with 1 < 2q
such that ag; ¢, > 0 fori <1, then, for n > 2q, we have
Inv(Si(4))

%lnIP [Ln = A] > —H(A|P) = Ry(n) + —— =, (A-20)

with the rest satisfying lim, ., Ry(n) = 0.

Proof : The proof is based on the equality IP [L, = A] = 3 5.5 P [Qg], where

A€ L, and @« = nA. From Lemma A.5, for § € S,, we obtain, provided that B
exists,

Iné(e) + Ry(n) < Iné(a) — (Inn +1) <Inf(f) < Ing(p) < n¢(a),

therefore the rest R, is different for B but still verifies lim, o0 Ry(n)/n = 0.
The problem now is the ghost transition. All paths do not have the same tran-
sitions 3, but we need this lost transition px, x, for the entropy expression. Taking

'80f course there is no uniqueness of P; indeed taking p;; = 1, every process is sub-Markovian!

INRIA



A FROM COMBINATORICS OF PATHS TO LDP 29

the worst case for g € S, the bound of Lemma A.6 turns to be

LinPlog) > ~H(AIP) - Ryfn) + 21D (A21)
1 1 )
- InP[Qg] < —H(A|P)- - z',jI:rclvli?Zl Inp;;. (A.22)

As — mMaX; j:q;;>1 10 ps; > 0 this term does not change the lower bound. The problem

of the lower bound is the existence of at least one positive B for g € S,. In fact a suf-
ficient condition (see Lemma A.3) is the existence of a global cycle C = (x1,...,z,)
such that

Vi, gz > 1,

and the existence of at least one more transition (this is the case if n > 2¢).
The upper bound is more practical in an other format. Let define A

~ aef | a5 —— if pi; = min  py
VA € ﬁn, Qij = Y n Pij ki : akl>0p ’

a;j otherwise.

If there are several pairs (i,j) with a;; > 0 such that p;; is minimum, then we
choose arbitrarily one; in this case, all A have the same entropy. Note that all a;;
are multiple of 1/n so that all @;; are non negative. Then the upper bound for a
given 3 writes

%mp 105) < —H(A|P).

Moreover the upper bound of equation (A.21) may have the unpleasant form —oo +
00, which is not the case for the above equation.

In the whole reasoning X does not need to be a Markov chain. The upper bound
just requires the probability of any path to be bounded above by the product of
pij. Therefore the upper bound still holds for a sub-Markovian process. Taking into
account the multiplicity of predecessors for an empirical measure (Card S, < n?) we
obtain the upper bound. [ |

Remark : The conditions of Proposition A.7 are extremely weak. Moreover,
the result resembles what can be obtained by heuristic calculations, so that
there is no big surprise. The point is just to know what is obvious?
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B Elementary properties of the entropy function

Proposition B.1 (positivity) The relative entropy H(A|P) is positive. It is null
if, and only if, one can write A = P as a Markov kernel, i.e. A;; = p;;j, Vi,j € E.

Proof : We derive the proof from the information theoretic approach. Let consider
the equation (2.3). The information gain I is strictly positive for A; # P;, writing
A; and P; for the i-conditional law (this a classical result derived from Jensen’s
inequality).

The demonstration would be over if the conditional laws of A were always defined.
This is the case only if a; > 0. If a; = 0, I(A4;]|P;) need not be defined because it
must just be defined AM_a.s. In this case we can choose A; = P;. Therefore we
have proved the proposition. [ |

Remark : We must emphasize that the equation H(A|P) = 0 may have no
solution, or many. If P is irreducible, there exists a unique solution if, and only
if, P is ergodic. If P possesses two ergodic classes, with respective stationnary
distribution 7(1) and 7(2). (m;(1)ps;) and (7;(2)ps;) are both balanced measures
and their entropies are null (and any barycentric combination of these measures
is also a solution).

Lemma B.2 (lower semi-continuity) The entropy function is lower
semi-continuous with respect to the the pair (A, P),

VP, » P, VA, > A  H(A|P) < liminf H(A,||P,).
n—oo

Proof : The lower semi-continuity is also a consequence of equation (2.3). The
information I(4;||F;) is lower semi-continuous for all ¢ with respect to both A; and
P;, and nonnegative. (this is another classical result derived from the convexity of
(z,y) — zln(z/y)). As sum of nonnegative lower semi-continuous functions, the
relative entropy H(A||P) is lower semi-continuous. |

Lemma B.3 (convexity) The entropy function is a convez'” function.

VA, A\ V2,2’ >0: z+2' =1,
H(zA+4'A'||P) < zH(A||P) + «'H(A'| P). (B.1)

"In fact H is convex with A or P. Unfortunately the relative entropy function is not convex
with both variables as I in the one-dimensional case. Finding a counter-example is a good way to
understand the behavior of H.
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Proof : Let us perform the heuristic calculation of the Hessian.

O*H _ 6jl(5ik B ‘Sz_k (BQ)
aaij(‘)akl Qg5 a; ’
g 2
0°H
A P)X.X € ey
Za]akJ:l
q 2o\ 2 q 2\ 2
- Yy (—) Y (—) >0, (B.3)
. A5 — a;
2,j=1 =1

with z; ot > ; Tij- The positivity of the Hessian results from Jensen’s inequality
applied to every line 4 (the convexity of z — z?2).

This method is correct, first, when A belongs to M(G), the set of positive finite
measures on the graph of P, because the second derivative is defined only if all
concerned p;; are non-null; secondly, if all concerned a;; are non-null. Then, the
Hessian being not a continuous function, the convexity can be deduced only for
finite support measures, where the Hessian is continuous. Nonetheless we give the
sketch of a rigorous proof after Proposition 2.2. [

At the end of this appendix, we would like to state an important “negative”
property. Letting U(K) & {A € M,(E?): H(A||P) < K} denotes the level set of
the entropy function.

The closed level set ¥(K) is not necessarily compact.

Proof : Consider the irreducible ergodic kernel P defined on IN by

3/8 if j=i—1,
po1 = 1, and pij =14 1/2 if j=4, when 7 > 1.
1/8 if j=i+1,

For ¢ > 0 let A(q) € My(IN?), with the mass concentrated on ¢ — ¢ (ag(q) = 1).
Then,

H(A(@)|IP) = ag(g) lnTgi) — lupg = In2.

The set {A(g) : ¢ > 0} C ¥(In2) is not tight, therefore ¥(In2) is not compact. m



32 Arnaud de La Fortelle et Guy Fayolle

Remark 1 : This shows that we cannot reach a full LDP which would require
the entropy function to have compact level sets. Nevertheless we can have either
a weak LDP or a full LDP for a restrained class of chains. This paper prove
that a weak LDP holds for all Markov chains.

We have been dealing with pair empirical measures, but the example proves that
the same phenomenon is true for single empirical measures, with its appropriate
entropy function.

Remark 2 : We do not resist to prove that the condition (1.1) implies the
goodness of the entropy function, hence a full LDP. Take a very weak version of
(1.1), i.e. there exists M > 1 such that P(z, F) < MP(y, F) for all z,y € E and
F C E. Then, taking z =4,y = 0 and F = {j}, one obtain, as in equation (2.3),
H(A||P) > I(AD)||Py). It is easy then to prove the compactness of the level
sets. Note that, in the irreducible case, considering the LDP statement, the
goodness of H(.|P(™) implies the goodness of H(.||P). Hence the condition
P (g,.) < MP™(y,.)is sufficient. The condition (1.1) is a bit more technical.

C Cycles and decomposition of balanced measures

Our purpose is to exhibit empirical measures and their corresponding paths conver-
ging to a given balanced measure in order to prove the LDP lower bound. A good
setup for this is the theory of graph which is available e.g. in ([2]).

C.1 Elementary definitions and properties

We shortly remain some useful definitions and properties. All graphs are assumed
to be oriented 1-graphs on a finite set E. In the following paragraphs (z1,...,zy)
will denote both the cycle and the path. There may exist several such paths, but
here it suffices to prove the existence of at least one. We denote by G the set of all
cycles with support on a graph G C E2.

A cycle is minimal if, and only if, it passes through each vertex at most once,
which implies that the number of minimal cycles is finite. We denote these cycles
by Ci,...,C,. They play an important role in this section, because any cycle is a
product of minimal cycles.

Proposition C.1 A global cycle is a cycle visiting every point of E. Let q be the
cardinality of E. If G is strongly connected then there exists a global cycle with less
than 2q transitions.
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Definition C.1 (composition of cycles) Let C; & (z1,...,z,) and

Cy ¥ (y1,... ,Um) be two cycles possessing at least one common vertez (say r1 = y1 ).
The product C1Cs is any of the possible cycles

CICZ d:ef (xla s Ty Y1y - et 7yn)

We define similarly the product of paths, or of a path and a cycle. C™ denotes the
product CC ...C, n times.

The empirical measure L(C) of a cycle C (see Definition A.6) belongs to M (G).
An interesting property of this measure is that (I +12)L(C1C) = I3 L(C1)+ 12 L(Cs),
with Iy [resp. l3] the length of C; [resp. Cs], independently of the representative of
the class C1C5.

C.2 Cycles and balanced measures

Lemma C.2 If G is finite and strongly connected, the closure of the image of G by
L is the convex hull generated by the empirical measure of the minimal cycles,

L(G) = co({L(Ch), .-, L(Cy)}). (C.1)

Proof : By the decomposition into minimal cycles, L(G) is included in the convex
hull generated by L(C1),...,L(Cp), and so is the closure (the convex hull is closed).

Let A € co({L(C4),...,L(Cp)}). By definition, A = Y2 | w; L(C;), with }_, u; =
1 and 0 < u; < 1. Let I; > 0 be the length of cycle C; and v; = u;/l;. Rational
approximations of v, v;(n) = a;(n)k(n), ai(n),k(n) € IN, can be constructed with
>? ,vi(n) =1 and k(n) — oo. Since G is strongly connected, there exists a cycle
Cy = Ti9Ts3 ... Ty of length 7, where T;; is a path beginning in Supp(C;) and ending
in Supp(C}). Let define

C(n) & e, My ™1 € g
Noting that k(n) = ), lia;(n), we can write

1

An) ELIC(n)) = —— | Y e(n)LL(C;) + rL(Cy)
r+k(n) \ &

i Z’U«z’L(Ci) = A,
i

ie. co{L(C1),...,L(Cp)}) C L(G). ]
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Proposition C.3 (empirical and balanced measure) If G is finite and stron-
gly connected, any balanced measure with support in G is the limit of empirical
measures of G—cycles, that is,

M(G) = T(©) = co({L(Ch), ., L(Cp)}). (C.2)

Proof : By definition L(G) is included in M (G) and so is its closure (M (G) is
closed).

Inversely let A € M, (G). First, we decompose A on {L(C}),...,L(Cp)} and
consider A — uL(C). This is a balanced measure, positive for u = 0. Define

w1 = max {u: A —uL(Cy) > 0}, (C.3)

and By = A — u1L(Cy). We iterate this operation on B; with Cy, and so on.
Finally we get a decomposition (u1,...,u,) with all nonnegative coefficients and B =
A= u; L(C;) is positive. Moreover Supp(B) does not possess any cycle; otherwise
it would possess a minimal cycle C; and u; would not satisfy equation (C.3). Let
assume B # 0, then there exists b;,,, > 0. Since B is positive and balanced,
> basj = 22 biz, > 0 and there exists z3 such that by,z, > 0 and so on. Since E is

finite, we may extract a cycle from x1,x9, ..., which is a contradiction. Then B = 0
and A =), u;L(C;) € co{L(Ch), ..., L(Cp)}). |

In the following propositions we consider an infinite graph G on a countable set
E. We need some notion about convex hulls and closure in infinite dimensional
spaces (see, for instance, [3] or[16]).

Proposition C.4 (balanced measure decomposition) The set of balanced mea-
sures with support in G is the closed convezx hull generated by the empirical measures
of the minimal cycles of G,

M;(G) = eo({L(Ci) bien)- (C.4)

Proof : Note that the set of minimal cycles is countable, thus it is possible to
use a countable index 3. Firstly, by definition, co({L(C;)}iew) C M,(G). Since
M,(G) is closed (in M(E?) which is a topological vector space with norm L),
c0({C;}iew) C M4(G) (the closed convex hull is the closure of the convex hull).
Secondly, the decomposition process of Proposition C.3 still works and yields

A= uL(C) € ({L(C)}ien)-

1€IN
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The sum ) u; = 1 converges because all u; are nonnegative and A is a probability
measure. Since Mi(E?) is complete for the norm Li, so is My(G) and the sum

Y ienw wiL(C;) converges in co({L(C;) }ien)- [ ]

C.3 Markov chains and cycles

In this section F stand for a denumerable state space, and P is an irreducible Markov
kernel on E. The graph G of P is the set of all strictly positive transitions. Obviously
P is irreducible if, and only if, G is strongly connected.

Proposition C.5 Let A € My(G) with a finite support'. There erists a sequence
C(n) of G'—cycles, where G' is a finite strongly connected subgraph of G, such that
L(C(n)) — A.

Proof : Let Supp(A4) < q. Firstly, we construct G, verifying
Vi,j<aq,  (i,j) €G = (i,j) € G" (C.5)

Since G is strongly connected, there exists a path T'(i,j) connecting any 7 to any
j. Let G’ be the union of all the transitions of T'(%,) and all transitions (i,5) for
i,j < q. G' is finite and satisfies (C.5). Let i,j € S1(G")'?,

e if 4,5 < ¢, the path T'(3,7) is a G-path.

e If i < gand j > ¢, j belongs to a path T'(z1,z2) with 21,29 < ¢. Then the
path T'(¢,z1)T(x1,z2) contains a path linking ¢ and j.

e If 5,5 > q we construct a path T'(z1,x9)T(z9, x3)T (23, 24) With i in T(z1,x2)
and j in T(z3,24) and 1,9, 3,24 < ¢. This path contains a path linking ¢
and j.

Thus G’ is strongly connected.

Secondly, by (C.5), A € M (G"), and since G’ is strongly connected, using Pro-
position C.3, there exists a sequence of G'—cycles C(n), such that L(C(n)) — A.
Note the length of the C(n) grows to infinity. ]

8For the sake of shortness we denote by G’ < g the property G' C {1,...,q}>.
1951(G") is the one-dimensional projection of Supp(G') (see Definition A.5).
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Proposition C.6 (class decomposition) Let P be a reducible Markov kernel and
let

{E;}icr be the classes of this kernel. There exists a subgraph G' and strongly connec-
ted subgraphs G; with G; C E? of G such that

G =JG and M(G)= MG (C.6)
el

Proof : This is a corollary of Proposition C.4. Let G; be the set of all allowed
transitions (p;; > 0) from E; to E;. By definition of a class the graphs G; are
strongly connected and there is no cycle crossing two different classes therefore the
class graphs G are unconnected. Moreover | J;; E; = E, and thus any cycle belongs
to some G;. [ ]

D Notation

We use the following notation:

e F is a finite or denumerable set. Its cardinality is ¢, so that £ will be identified
with {1,...,¢}.

(X;)%, € EYN is a Markov chain with transition matrix P = (p;;).

e M;(F) is the set of probability measures on E. Let p € Mi(E), u; denotes
p({i})-

o M,(E?)is the set of balanced measures on E? (Definition 2.1). Let A € M (E?)
then:

— aij = A({(4,4)}) is the 2-dimensional law,

— AWM the 1-dimensional projection
with A ({i}) € a; € A({i} x E) = A(E x {i}),
- Ajj & A(E x {j}|{i} x E), the conditional law, so that aij = a;A;j.
e G is a graph, M,(G) is the set of pair empirical measures on this graph.

e Let M be a balanced measure, a strongly connected graph or a balanced integer
matrix

— Supp(M) is the support of M,
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— S1(M) its 1-dimensional projection,
— Supp(M) < q expresses that Supp(M) C {1,...,q}>.

L, (w) is the pair empirical measure (Definition A.6).
L, is the set of empirical measures produced in n steps (Definition A.8).

H(.||.) is the relative entropy (Definition 2.2). We denote by H the extension
of H.

Letting o = (o4j)ijece € INZ* be a finite integer matrix, we introduce the
following quantities:

— |a| & 2ij @ij < 00,

- o Y i,

— QF ¢ E'°l the set of paths beginning in k with «;; transitions from ¢ to
J>

— NP the cardinality of QF,

— S*¥ and S the admissible paths (Definition A.2),

— S* and S, the predecessors of balanced paths (Definition A.7),

— ¢(a), the number of a—tuples (Definition A.3),
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