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Homogénéisation d’opérateurs paraboliques
aléatoires avec grand potentiel

Résumé : On étudie le probléme de moyennisation pour des opérateurs parabo-
liques aléatoires sous forme divergence dans le cas d’un grand potentiel et avec des
coefficients rapidement oscillant en temps aussi bien qu’en espace. On suppose que
le milieu posséde une structure microscopique périodique alors que la dynamique du
systéme est aléatoire et de plus diffusive.

Mots-clés :  Opérateurs aléatoires, homogénéisation, moyennisation
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4 Fabien Campillo , Marina Kleptsyna , Andrey Piatnitsk:

1 Introduction

We study the averaging problem for a divergence form random parabolic op-
erators with a large potential and with coefficients rapidly oscillating both in
space and time variables.

The homogenization problems for various random structures are widely
discussed in the physical and mathematical literature, see, for example, Jikov
et al [7] and its bibliography.

The first results for the divergence form random elliptic operators with
stochastically homogeneous coefficients were obtained by Kozlov [9]. Then, this
method was formalized and generalized by Papanicoulaou—Varadhan [12]. Later,
many other random structures were investigated, among them the random
porous media Hornung [6], the equations with lower order terms Avellaneda—
Majda [1], Fannjiang—Papanicolaou [5]. This led to the appearance of new meth-
ods such as Bourgeat et al.[4], Olla [11].

Currently, there are several mathematical approaches which allow to exam-
ine homogenization problem in random media, but in all the studied models the
randomness in spatial variables and the presence of a group of transformation
preserving some probability measure, are supposed.

In our model we assume that the medium possesses the periodic microscopic
structure while the dynamics of the system is random and, moreover, diffu-
sive. The equations without potential were previously considered in Kleptsyna—
Piatnitski [8].

The problems of this type appear, for instance, when one studies the macro-
scopic behavior of micro—inhomogeneous locally periodic dissipative media
whose properties change randomly in time, or the effect of random action
on locally periodic structures with large dissipation.

The corresponding parabolic operator is of the form:

u(t, x) — div [a(g,ft/ga) Vu(t, x)} —e P c(g,ﬁt/5a> u(t,z), z€R",

where ¢ is a small positive parameter, o, 8 > 0, the coefficients a”/(z,y) and
¢(z,y) are periodic in the first argument, and &; is a diffusion process with
values in R? solving the following stochastic differential equation:

d& = B(&) dt + o (&) dW: .

INRIA
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The parameter « represents the ratio between space and time microscopic
length scales; in the “self-similar” case o = 2, a coupling between space and
time averaging appears.

Regarding the process &, we suppose good mixing and localization prop-
erties. Our approach requires a sufficiently fast decay of the density of the
invariant measure of &; at the infinity; for instance, a condition of the Khas-
minski type B(y) -y/|y| < —¢, ¢ > 0, is sufficient. In fact, quoting a new work
Pardoux—Veretennikov [13], we will assume a weaker condition:

B(y)- - < —clyl"
]
for some g > —1 and ¢ > 0. The exact assumptions on the regularity of
coefficients and the process £ are given in Section 2.2.

The relation between « and [ is of great importance. If § < a/2 A 1 then
the presence of the potential ¢(z,y) is neglectable in a proper sense. If, on the
contrary, 3 > a/2 A1 then, in general, the family of solutions is not compact.
The only exception is the case where a > 2 and where the mean value of ¢(z, y)
in z is equal to zero for all y. In this case, the proper choice is § = «/2 instead
of B =1.

We will show that for # = a/2A1 under the natural regularity assumptions,
the averaging results hold while the structure of the limit problem depends
crucially on whether o« =2, or « < 2 or a > 2.

If o > 2 then the family of solutions of corresponding Cauchy problems
converges in probability in a proper functional space to the solution of the
Cauchy problem for parabolic operator with constant nonrandom coefficients.
This result looks like classical homogenization result with the only difference
that we obtain convergence in probability. The almost sure convergence is an
open question.

If o < 2 then the family of measures generated by the solutions, converges
weakly to the unique solution of the limit martingale problem which involves
the one-dimensional Brownian motion. The formula for the coefficients of the
limit problem are rather different in the cases a =2 and « < 2.

These results show that the presence of stochastic dynamics might change
essentially the limit behavior of solutions. It is interesting to note that in a

particular case ¢(z,y) = 0 the limit equation is always deterministic Kleptsyna—
Piatnitski [8].

RR n’ 3520



6 Fabien Campillo , Marina Kleptsyna , Andrey Piatnitsk:

In Section 2 the precise setting of the problem is given and some auxiliary
statements are quoted.

The main results of the paper are formulated in Section 3.

The next section is devoted to the proof of the main statements. It should
be noted that, in general, the expectation of the norm of 4* does not admit
uniform in € upper bound. Thus, we cannot apply the standard technique in
order to obtain weak compactness results. Instead, we decompose u® into the
product:

W (£, 7) = exp <€% /0 t(c(-,fs/ga))ds> Ve (t, )

and introduce in this way new unknown function v%; (-) stands for the mean
value of a periodic function.

For the family of functions v* we obtain a priori estimates, prove the con-
vergence of v° in probability to a deterministic limit in a suitable functional
space and find the auxiliary homogenized equation for the limit function. To
this end we introduce a family of correctors involving the solutions of proper
Poisson equations and vanishing in a suitable sense as ¢ — 0, and, with the
help of It&’s calculus, reduce the problem to studying the limiting behavior
of a family of semi-martingales. Then, the technique developed in Viot [14],
Bouc—Pardoux [3], can be applied.

The description of the limit distribution of exp (%% fot (-5 &s/ea)) ds) is
due to [13], where the weak convergence of #fot(c(-,fs/sa))ds has been
proved.

Finally, the passage to the limit in the product relies on the deterministic
nature of the limit of v°.

INRIA
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2 The setup

We consider the asymptotic behavior of the solution of the following Cauchy
problem as € | 0:

ui(t,z) = div [a (f,ﬁs%) Vus(t, x)} + 51’1\% c (f,fs%) us(t,z), (1)
u®(0,2) = wug(z), x €R", t €[0,T] (2)

where o > 0 is a parameter and T > 0 is fixed.

The coefficients a(z,y) and ¢(z,y) are periodic in z (or z belongs to the
unit torus T" = R*/Z"), and {{;}i>0 is stationary ergodic diffusion process,
with values in R?, given by

d& = B(&) dt + o(&) dW; . (3)

Let us introduce the following operators:

e the infinitesimal generator of the diffusion process {&;} :

Low)= > ") gy )+ Y B* )94, ®) (4)

1<k,i<d 1<k<d

with ¢ = %a o,

e and

Ah(z) = div (a(%,y) Vh(z)) . (5)
A will denote A° for € = 1.

Note that, applied to a function f(z,y), £ acts on the function y — f(z, )
for z fixed, and A acts on the function z — f(z,y) for y fixed.

2.1 Notations

e In R", z - 2’ will denote the scalar product and | - | the corresponding
norm.

RR n’ 3520



8 Fabien Campillo , Marina Kleptsyna , Andrey Piatnitsk:

e In the space L?(R"), (-,-) will denote the inner product, and ||| the
norm.

e For a function (z,y) — f(z,y), we use the following notations:

(fG) = fqr fRd y)dydz,
(FGy) = Jfp, f(zy) dz
f(Z, ) = fRd dya

here and in what follows p(y) stands for the density of invariant measure
of process &;. The question of the existence of invariant measure and the
properties of p(y) will be discussed later.

e For a function or process (t,z) — u(t,z), u(t) will denote an application
z + u(t,z). Hence |[u(t)|| is (Jgn [u(t,z)|? dz)*/2. This notation is also
used for uf(t,z) and for the gradient Vu®(t,z). We use, as well, the
contracted notation:

¢ :C(gagt/sa)a a® :a'(%agt/sa)a a€Z] —CLZ](E,ft/ga),

and for a generic function g(z,y): ¢° = 9(%, &y/ee ).

2.2 Hypotheses

In this section, we provide the precise assumptions on the coefficient of (1) and
on the process &;.

Hypothesis 2.1 The coefficients a, ¢, and q are uniformly bounded as well
as their derivatives: there exists C1 > 0 such that for all (z,y) € T" X R4

(2, y)| + |V.a" (2, 9)| + V40" (z,9)] < C,
‘C(Z,y)| + |Vzc(z,y)| + ‘VyC(Z,yN S Cl )
* W+ 1V (y)| < O,

INRIA
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forall1 <i,5 <n, 1<kl <d("). The vector function B as well as its
deriwatives satisfy polynomial growth condition:

|B(y)| + |VyB(y)| < Ci(1+ [y])™"
for some puy > 0.

Hypothesis 2.2 Operators £ and A are uniformly elliptic: there exists a
constant Cy > 0 such that for all (z,y) € T" x R?

ClZP < (a(z,y)2) -7, V2 € R,
Cly'? < (az9)y) -y, VY eR.
Hypothesis 2.3 There exist constants p > —1, Ry > 0 and C5 > 0 such that

B(y) - Y < =Csly|*, Vys.t |y >R:.

Y|

Under Hypotheses 2.1, 2.2, and 2.3, process {&} admits the unique invari-
ant measure with smooth density p(y) given by:

L'p=0onR*, and [o.p(y)dy=1. (6)

Moreover, the density p(-) decays faster than any negative power of |y| as
ly| = oo (see [13]). In fact, the following bound holds

p(y) < crexp(—cly|/"*), ¢> 0.

Hypothesis 2.4 We will suppose that
{c(-,)) =0.

This hypothesis is, in fact, not a restriction. Indeed, considering the new un-
known function @ (t,z) = e""9/¢ u*(¢, ), one can always achieve the relation
(c) =0.

INotaTIONS : V., V,, are the space gradient with respect to z and y respectively. When
there is no ambiguity about the argument of the function we use the notation V, for example
Vus(t,x) is Vyu®(t,x).

RR n° 3520
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2.3 Auxiliary results

Let {((, &)} be the diffusion process associated to the infinitesimal generator
A+ L, and L2(T" x R?) denote the weighted space with the norm:

1= [ [ 1 oty v

Also, we introduce the spaces:
LT xRY) = {f € LT xRY); (F(, ) =0}
H)(T" xRY) = {feLi(T" xRY); |Vof|+|V.fl € LZ(T" x R%)} .

The next statement is a version of Theorem 1 from [13] and can be proven
exactly in the same way.

Lemma 2.5 Let f € L2(T" x R?), and assume that
[f(z9)] < Cs (1+[yl") ¥(z,y) € T" x R?
for some constants Cs > 0 and p € N. Then the equation:
(A+ L) u(z,y) = f(zy)
does have a unique solution u € ﬁ; (T" x R?) and the estimate
[u(z, )| < Co (1 +[y[") V(z,y) € T" x R?

holds; moreover, p; depends only on p and p and the constant Cg depends only
on Cs and p and p (we assume that the dimensions are fized).

If, in addition, there exists N > 0 such that for alln,, ny € N with ni+ny <
N we have:

|07 8 f(2,9)| < Cs (1 + [y) V(z,y) € T" x R

then
‘6;“ 8;2u(z,y)‘ < Ce(1+|y/”) Y(z,y) € T" x R%.

INRIA
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Applying the technique developed in [13], Proposition 2, leads to the fol-
lowing statement:

Proposition 2.6 For any fited T >0, p >0, a >0, and > 0:
P
lim F (supsﬂ ) =0.
el0

t<T

S

€

RR n° 3520
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3 Main results

Here we formulate the main results of the paper; the proof will be given in the
following section.

It should be noted that for a@ < 2, we obtain the weak convergence of the
distribution of u®(t, z) to the nontrivial limit distribution being the solution of
a proper martingale problem while for o > 2, the limit distribution is a d—type
distribution concentrated on the solution of the Cauchy problem for the limit
parabolic equation with constant coefficients.

Let L2(R") denote the space L?*(R") endowed with the weak topology.
Define:

Qr = Ly, ((0,T); H'(R")) N C([0, T]; Ly, (R™)) (7)
endowed with supremum of the topology of uniform convergence over the space
C([0,T]; L2 (R™)) and weak topology over the space L*((0,T); H'(R")). Qr is
a Lusin and regular space, denote by F its Borel o—field.

For any ¢ > 0, let @Q° be the Radon probability measure on (Qr, F) which
is defined by the law of {u®(t); 0 < ¢ < T'}. The asymptotic behavior of u*,
as € | 0, depends on whether o < 2, &« = 2, or o > 2.

3.1 Case a<?2

Let Q denote the probability measure on (€, F) associated with the solution
of the following (limit) SPDE:

di(t,z) = |div(a Va(t,z)) + éalt, z) | dt + Na(t, z) dW, (8)

with initial condition @(0,z) = ug(x), where (t,z) € [0,T] x R*, {W,} is
standard Brownian motion in R and:

= (a(I+V.¥)),

(Go),

A = 2¢qVG - VG,

o &
|

INRIA
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and the functions G € H,(R*) and ¥’ € H}(T" x R?) are the solutions of the
equations:

LG(y) = —(c(-y)), (9)
A\Iji(z’y) = _Zag(zny)a (10)

for (z,y) € T" x R and 1 < i < n.

Theorem 3.1 Let o < 2, then under Hypotheses 2.1, 2.2, 2.3, and 2.4, the
law Q° of the solution u® of Equations (1)-(2) converges, as e ] 0, in space Qr
to the law Q of the solution 4 of Equation (8).

3.2 Casea=2

Let Q denote the probability measure associated with the solution of the fol-
lowing (limit) SPDE:

di(t,z) = |div(a Va(t, z)) — b- Va(t,z) + ea(t,z)| dt + Aa(t,z) dW,, (11)

with initial condition @(0,z) = uo(x), where (t,z) € [0,T] x R*, {W,} is a
standard Brownian motion in R, and:

i (a(I+V,0)),
b = (Wc+aV,G),
¢ = (Go),

A2 = 2¢(V,G) - (V,G,

and the functions G, ¥/ € H}(T" x R?) are the solutions of the equations:

(A + L)G('Za y) = _C(Za y) ) (12)
(A+ L)W (z,y) = - Z a?(z,y) (13)

for (z,y) €T xR and 1 < j < n.

RR n° 3520
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Theorem 3.2 For a = 2, under Hypotheses 2.1, 2.2, 2.3, and 2.4, the law Q¢
of the solution u® of Equations (1)-(2) converges, as ¢ | 0, in space Qr to the
law Q of the solution U of Equation(11).

3.3 Casea>2
Let 4 be the solution of the following Cauchy problem:

U(t, z) =div(a Va(t,z)) + ¢a(t,z), 4(0,2) = up(x) (14)
with (¢t,z) € [0,7] x R and:

@(I+V,¥), ¢=(Ge,

a
where the functions G, U¢ € H'(T") are solutions of equations:
AG(z) = —c(z,), (15)
AVi(z) = — Zn:aizi(z, ) (16)
j=1

for z € T" and 1 < i < n, where the operator A is defined by:

Af(z) =div(a(z,-) Vf(2)) . (17)

Theorem 3.3 Fora > 2, under Hypotheses 2.1, 2.2, 2.3, and 2.4, the solution

u® of Equations (1)-(2) converges in probability in the space Q- to the solution

@ of the limit problem (14).

Corollary 3.4 For o > 2, under Hypotheses 2.1, 2.2, 2.3, and 2.4, we have
P*ISQ [[u* = @l 20,y xrny = 0 (18)

where u® (resp. 1) is the solution of Equations (1)—(2) (resp. (14)).

INRIA
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3.4 Comments

Comparison with systems without potential or without “noise input”
It is interesting to compare the limit problems (8), (11), (14) above with the
limit problems for the equation without potential:

U’t(t’ "E) = div(a(gaft/ea) VU,(t, 37)) (19)
and the equation “without noise input”:

w(t, z) = div(a(2) Vu(t,z)) + L e(2) u(t, ) . (20)

According to [8], the absence of the potential in (19) always leads to the
deterministic form of homogenized problem:

-
hte) = Y @ it @),
iOTj

1<4,5<n

this operator involves neither stochastic nor lower order terms. The limit
problem for (20) takes the following form:

2

9
w(tz)= Y a’ 5 Ut @) +ealt, )
ULy

1<i,j<n

where ¢ is the so—called “strange term”.

Comment on the limiting equation (11) The appearance of the first
order term b-V in the drift part of the limit problem (11) is of special interest.
It should be shown that this first order term is not necessarily null.

To this end, let propose an example with n = 1 and d = 2. We take
q* = 6 in (4) and choose:

B =2 (LT

Y2 — VY1

where v > 0. One can easily check that the density p(y) of the invariant
measure of & is given, under this choice of ¢* and B(y), by the formula:

ply) = ce W,

RR n° 3520
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here ¢ is a normalization constant.

We consider the one-dimensional case (w.r.t. z):

b= [ ) o) + ale.0) Guler)] plo) .

Integrating by parts and taking into account Equations (12)—(13), we obtain:

b= /T /R?(\IIEG—GL\II)(z,y) ply) dzdy . (21)

here we also used the divergent form and the symmetry of the operator A.
Finally, in view of (6), after integrating by parts, we get:

b= = [ [ V)G (Vo= Blen) dzy
_ /T N CAICMREER ( v ) dzdy. (22)

Denote k(y) = (£ — 1)sin(y;) and construct the operator A to be a small
perturbation of operator with constant coefficient:

a(z,y) =1+ Nd(z,y) (23)

where R is a small parameter and d(z,y) = sin(z) k(y).
It is easy to see that the function ¥!(z,y) = cos(z) sin(y;) solves the fol-
lowing auxiliary problem:

<dd—; + £> Hz,y) = —cos(2) k(y) .

Now, substituting the function X ¥'(z,y) in the equation (13) which in our
particular case reads

d d d
(o) 52 +£) Warn) = - L dler) = - con(s)
and taking into account the coerciveness of the latter problem, we get

[T —RT'||=0R*) as R 0.

INRIA



Homogenization of Random Parabolic Operator with Large Potential 17

Thus, it suffices to show that the integral:

/Tl/w(qull)(z’y) -G(z,y) ( Zi ) e W dz dy =
- /Tl /R? cos(2) g cos() G(z,y) ¥ dzdy

is not equal to zero under the proper choice of G(z,y).
To do so one can construct a smooth nonnegative function G(z,y) with a
small compact support concentrated near the point (2%, »°) such that:

ys cos(2°) cos(y) e M # 0,

say (2°,9°) = (1, (%, 9))-

RR n° 3520
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4 Proof of the main results
4.1 Decomposition of the solution u* — Auxiliary ho-

mogenization problem

The expectation of the L? or L?((0,T); H(R"))-norms of u¢ in general does
not admit uniform in e estimates. Thus, in order to obtain the compactness
of u® we need an approach that does not rely on estimates of the expectation.

In this section we decompose u° into the product of the exponent of given
function and of new unknown function v*(z,t):

1 t
w(ta) =eon (5 [ tetuganas) vt (24)
0
Direct calculations show that the function v* satisfies the following equation
vi(t,z) = div [a (f,f%) Vve(t, x)] + 1/1\% ¢ (f,é%) vi(t,z), (25)

v°(0,2) = wue(z), z€R*, t€]0,T], (26)

where 6(2’ y) = C(Za y) - (C(-, y))

In the following sections we show that v® converges in probability in the
space {1 to nonrandom function being the solution of Cauchy problem with
constant coefficient.

4.2 Tightness result for auxiliary homogenization prob-
lem

This section deals with the tightness of the family of distributions associated
with solutions v° of problem (25)-(26). We start by obtaining uniform esti-
mates for v°.

Proposition 4.1 The inequalities

(E1) sup [[v*(1)[|* < ¢,
t<T

(E2) / IV ()2 ds < e,

INRIA
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hold uniformly in € > 0. For any test function o(x) the inequality
(E3) (@, v*(t) = v(s))| < clt — s['/?

holds uniformly in € > 0.
Proof Multiplying Equation (25) by v® and integrating by parts we get:

1
5”“5”3 — —(CLEV’UE, VUE) + 87(1/\05/2) (és ,Ua-:’ UE)
= —(a®*Vv®, Vo*) + 27 (k0% Vo©)

where v =1 — (1 A a/2) and k(z,y) is z—periodic vector-function defined by
the relation

div,k(z,y) = é(z,y) . (27)

With the help of the Cauchy-Buniakovski inequality after simple transforma-
tion we obtain:

1 1 t t t
—||vf])? < —||u0||2—/(chvg,VUE)ds-f—/\/ ||VU€||2d8+E/ ||v¢||? ds
2 2 0 0 AJo
1 2 g 2 ! 2
< glll =& [ eiPds e [ ds,
0 0

for some A > 0. Now (E1)—(E2) follows from Gronwall’s lemma.
For any test function ¢ we have

(0@ =) < [ (Toavdrre [ |, V)] dr

< et —s|Y2.
This completes the proof.

For any ¢ > 0 denote ¢ a Radon probability measure on (Qr, F) defined
as the law of {v°(¢);0 < ¢ < T} in Q. Proposition 4.1 implies the tightness
of the family {Q°} in Q.

RR n° 3520
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4.3 Description of homogenized operator for auxiliary
problem — Convergence in probability

In this section we prove the convergence of v in probability and show that
the limit function satisfies parabolic equation with constant coefficients. We
study the cases a > 2, a = 2 and o < 2 separately.

Case oo < 2
Let 0(t,x) be the solution of the following Cauchy problem

0y = div(a Vo), 9(z,0) = ug(x), (28)
a has been defined in Section 3.1.

Proposition 4.2 For any test function ¢(z,t) € C*°([0,T]; C§°(R™)) the fol-
lounng limit relation holds

lim, o £ sup,<p ‘(w(t), V(1) = ((0), u0) = [y (0s(s), v"(s)) ds

= Iy (52487 Puus, (5),07(s) ds| = 0 (29)
Proof Let us introduce a process
K n
He(t) = (0, 0°(1)) + ) &™) (UH(2, &ypen) 0y, 0°(1)) (30)
1=0 k=1

where § =2 — o, K = [1/6] +1, and z periodic functions ¥ (z,y) € H)(T" x
R™) are defined as the solutions of the following equations:

ATz y) = = ab(z,y), k=1,...,n,
kl i) (31)
AU (2 y) = LU (z,y), l=1,...,K.
From Proposition 4.1, (E1)—(E2), and Proposition 2.6 we have
lirr(l)Esup |(p,v°) — H*(t)| = 0. (32)
E—

t<T
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Now, in order to prove (29), we apply Ito’s formula to the process H®(t):
dH® = 370" @ppp,v°) dt + 71 370 (a57 puy, v°) di
+e7/2 (& p,v7) dt
+35e Y,
[e7® (LU @, ,v°) dt + 72 (V, 0% o, %) - 0° dWV;
+e 72 (AT o, v°) dt + 72 (UM & o, v°) dt
+et Zij((ag’” ‘I’kl)zz- T o ‘I’Izc]l apa;> V) di
+ Zij (a5 Tk Papaia;> V) di] .
Taking into account (31) after simple transformation we get
dH = Zij(ag’ij Paa;> V°) dt + %2 (K%, V(pv®)) dt
+ 30k 2o (@7 TR s + a2 WD oy, 0°) dit
+(ip1, v%) dt + %72 dR*(t) (33)
where E'sup,.r |R°(t)| < c. Therefore,

(0, v%) = (0, u0) = [ (s, v%) ds = [i 32:(6 @y a;,v%) ds
= fo [>2i5(a™ Py, V%)
+> Zij((ag’ij ‘I’ko)zi Prpa; T ai ‘1’20 Oz, U°)
— Zij (a¥ . v°)] ds + €%/ Re(t);

where we have also added and subtracted the term 3_,(a" ¢g,q;,v%) dt. The
integral in the right hand side of the last relation can be represented in the

form
/0 S (B2 Eugee) — (Y] 6™, ) dis

where ¢™ denotes one of the functions ¢, @g;, ¥s;e; and h™(Z, & /e ) denotes
one of the functions " (2, &yea), WH(Z,&y)ca), UEO(2,€y)ca). To complete the
proof of Proposition 4.2 it remains to show that

P—-limsup
el0 <1

[0 )~ T 7. (9) 5| = 0
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Proposition 4.3 For any z—periodic function (z,y) — h(z,y) such that (h) =
0 and |h| < c(1+ |y|)? for some 6, we have:

P-lim sup
&0 <1

/0 (h(é,fs/sa)%vs(s)) ds| =0

for any test function .

Proof Denote by H z—periodic vector function (z,y) — H(z,y) given by
div.H(z,y) = h(z,y) — (h(~y)), [H| <+ [y])’;

for instance, one can put H(z,y) = V,H(z,y) where z-periodic H(z,y) solves
the equation A,H(z,y) = h(z,y) — (h(-,y)). In view of the identity:
(

Jy (B(2,&pea) @, 0%(s))ds = & [} H(sjfs/aa) Vipvi(s)))ds
f(h ,Es/ea)) (0, v°(s)) ds

and the estimates
Esupyer | [y Si(H (2, Een), (0°(5))a,) ds|
I 1/2
< CB( v Ol qompmany ) <O
it is sufficient to obtain the following limit relation:
P-lim, o sup;<r ‘fg(h(-, €s/ex)) (0, %(5)) ds‘ =0.
Note that the family of distributions of the processes (¢, v) is relatively com-

pact in C[0,T]. That is, for any v > 0, there exist N > 0 and f1,..., fV €
C([0,T]; R*) such that: P(A,) < for all ¢ > 0 with

A= { sup [(p,07(0) = F18)] >}
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Hence A5 is of the form UpBY, BY = {supgcicr |(0,u*(t)) — f*(t)| < 7}, so
AS = Uka, where B’; C B’; and B’; N ny = () for k # [. Then,
Bsupyer |fy (h(-,&/e)) (,07) ds|
= B[ La, supyer | ;A €ee)) (0, 0%) s |
+B[[Lug suprer | [y (- &c0)) (0,0°) s
< C T+ 0 B[Lgs suprcr | 30, en)) (0,0%) s
< Oy /7 + S B[ supyr [y, Egen)) £4(5) ds|

and the required statement follows from the averaging principle (Theorem 9.6.1
of [10]) if we pass to the limit in the right hand side first as € | 0 and then as

74 0.

To finish the proof, let us introduce a bounded continuous functional ®,(u)
on the space Qp:

Pelt) = 1A r<r ‘(g)(t), u(t)) — (¢(0), uo) — /Ot((%(é’), u(s)) ds
_/ (Z&U Pziz; (8), U(S)) dS‘ '

¢

0
From (29), we get lim. o E®,(v) = 0, so for any limiting point @ of the
family Q¢, we obtain E9®,(u) = 0 and therefore any limiting measure @ is
concentrated on the weak solution of the deterministic equation (28). Thus, the
uniqueness of the solution of the latter problem implies the desired convergence
in probability. O

Case o = 2

We follow the same scheme as above: let 0(z,t) be the solution of the Cauchy
problem X )
Oy =div(a Vo) —bVo +¢v, 9(z,0) = up(x), (34)

RR n° 3520



24 Fabien Campillo , Marina Kleptsyna , Andrey Piatnitsk:

where @ and b were defined in Section 3.1, and ¢ = (G&).

We are going to prove that any limit point of the family {QE} is 0—type
measure concentrated on v.

Proposition 4.4 For any test function ¢(t,z) € C*°([0,T]; C§°(R"™)) the fol-
lownng limat relation holds:
t

lim B sup ((1), v (1) — (¢(0), uo) — / (62(5), v°(s)) ds

&0 < 0

- /0 ([Z&”’ Guin; (8) + bV(s) + &p(s)],v°(s)) ds| = 0.

Proof Consider the auxiliary process:
He(t) = (9,v°(1)) + & o4 (TF (2, &/e2) 0y, v°(1)) + 6 (G2, Eyge2) 0, 0% (1))
where U¥ is defined by (13) and G(z,y) satisfies the equation
(A+L)G(z,y) = —&z,y). (35)
It follows from Proposition 4.1, (E1)-(E2), and Proposition 2.6 that
131511532713 [H*(t) — (¢, v°(t))] = 0.

Applying Ito’s formula to H®(t) gives:
dH® = Zij[(as’ij iz, V) + gt (aifj ©a;,v%)] dt + e (¢ @, ) dt

+(V, G5+ 32, V, ¥ o, v%) - 0% dW,

[ (LU oy 0%) + T (B oy, 0°)
+et 30 (ATF oy, v)
+ Zz’jk((ag’ij ‘Ilk)zz Py, + a* \Il’;j Pryzis UE)
+e Zz’jk(ag’ij o* Paizjar, V)
+e 1 (LGE @, v°) + (G & ¢, 0v7)
+5_1 (“’467‘6 Ps UE) + Zij((as’ij GE)Zz (pmj + a67ij GZJ Pis UE)
+e Zij(as’ij Ge ajz;, V%) | dt .
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Taking into account Equations (35)—(13) we simplify the expression in the right
hand side as follows:

dH® = | 32(0 Qpias, %) + D5 (057 UF), O, + 059 UL @, v7)
+ 3, (TR E @y, 07) + (G & @, v°)
+ 3 (05 Gy oy + 05 G ) + (i00,07)] - (36)
+(V, G5+ 3, V, Uk o, 0%) - 0% AW, + ¢ dRE(t)

where E'sup,.r |R°(t)| < C.
Denote by M¢(t) the stochastic term on the right hand side of the latter
formula:

e t (- €
M (t) = fO (VyG(E’ fs/EQ) (2 + Zk Vy\Ifk gOmk, v (8)) . 0'(55/52) €dWs/52 s
clearly M¢(t) is F;—adapted square integrable martingale.

Proposition 4.5 The following limit relation holds true:

lim E'sup |[M*(t)| =0.

e—0 t<T

Proof It is easy to see that the operator £ does commute with averaging in
variable 2. Thus, taking the mean value in z in Equations (13) and (35), we
find (V,¥(-,y)) =0 and (V,G(-,y)) = 0 for all y. Therefore,

Esupcr | i1 (VyF @y, v°(5)) + (Vy G, v°(s))] - 0/(Eye2) AW
= e Bsup,cp| fo[ X4 (HE, V(pa, v°(9))) + (H, V(pve(s)))]
'O'(fs/sz) dWS|
where H*(z,y) and H(z,y) are given by

div,H*(z,y) = V,¥*(2,y),

div,H(z,y) = V,G(z,v).
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By virtue of (E1)—(E2), and the Burkholder-Davis—Gundy inequality we have

: k : 2 =
1;¢0 ig? ‘ Z/ \Ij Py U ( )) U(gs/s ) O,
eld <7 1 Jo

|

Passing to the limit in the right hand side of (36) by means of Propositions
4.5 and 4.3, we complete the proof of Proposition 4.4.

Now, the convergence of v* in probability can be derived in the same way
as in the case a < 2.

Case a > 2

The approach used in this case is quite similar to that of the preceding cases
so we consider it briefly. We introduce a function o(z,t) to satisfy the Cauchy
problem

0 =div(a Vo) + ¢, 9(z,0) = up(z), (37)

with @ and ¢ defined in Section 3.3. The proof of the fact that v* converges to
v in probability relies on the following

Proposition 4.6 For any test function ¢(z,t) € C*°([0,T]; C§°(R")) the fol-
lowing limit relation holds

lim; o £ sup<r ‘(w(t), vE (1) = ((0), u0) — fo(s(s), v°(s)) ds

— (507 Prs, () + G 0(s),v7(s)) ds| =0 (38)

Proof We define the functions G' € H(T"), ¢ € HY{(T"xR%), 1 =0,..., K,
to be solutions of the system of equations:

AG(2) = —c(z,-), )
Lg(z,y) = —[e(z,y) — c(z,-) + AG°(2) — AG°(2)], (39)
AG'(z) = —Ag1(z,-),

Lg'(z,y) = —[(A—=A)G(2) + Ad" ' (2,y) — Ag='(2,-)]
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and the functions U € H'(T") and ®* € H)(T" x R*), k = 1,...,n, to
satisfy the system

AV(2) = - (z), w0
LOM(zy) = = [(A= AUR(2) + ¥, (a¥(2,y) — a7, )|
ATF(2) = —ADHI-D(z, )
LOH(zy) = — [(A— ATH(2) + ABCD (2, y) — AT, )|
(41)

k=1,...,n,1=0,...,K with K =[1/§]+1,and § =a—2 > 0.
Applying Ito’s formula to the expression

(o), v°(1) + 32,8 22 (TH(2) @a, (1), v°(1))
+ 20 e ST (M2, Giyen) 0 (1), 07 (1))
+ 2 eT(G (D) (1), v (1)
+ 20 e (g2 €yen) (1), 07(1)) -

we obtain after simple transformations

(p(8),v°(t)) = (#(0),uo)
+ 305 Jo (ps(s) v5()) ds + 3055 fy (a7 pu, (5),v%(5)) ds
+ 30 Jo (UH S%k( ) &, v°(s)) ds
+2 ok Zz] fo a*" \Ijko )zi Payx; (s)
+a \I!ko Oupa; (8),v5(8)) ds
+ 2 fo a G°);; oy (5) + a5 GY. g, (5),v°(s)) ds
+f0 (GO & (s),v°(s)) ds + /2 R*(t)

where E'sup,cr |Re(t)] < C.
Therefore, (¢(t),v°(t)) can be represented as:

(@), (1) = (0(0),u0) + [3(0s(5),v°(5)) ds
0 (2 €5) §7(s),v%(5)) ds + /2 BeE(2),
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where ¢™ denotes one of the functions ¢, @z, ¢z,4;, and A™ one of the functions
al, Uk gk G0 Gl e
He’nce, I
(1), v*(8)) = (9(0), uo) = [y (is(s), 07 (s)) ds
=3 Jo (™) (¢™(s), v%(s)) ds
= PR + 3, fo (P7(2, €)= (Wm)] g™(s), v5(s)) ds

and to complete the proof it is sufficient to show that

/0 ([P™(2,62) — (hm) g™ (s)],v5(s)) ds| = 0

P—lim sup
&0 <1

for any test function p(t, ).
This relation is a direct consequence of Proposition 4.3.

It remains to show that the first order terms in the limit equation are equal
to zero or, equivalently, that

(eI +avaG) =0.
Indeed, Definitions (39) of G° and (40) of ¥* lead to:
eI +ava® = (—(AG°) ¥* +aVvGY)
(G (AV* + Va))
= 0.

|

4.4 Convergence in law of the solution of initial problem
— Description of the limit distribution

In this section we establish the convergence of the family {u°} in law. We
start by studying the limit distribution of the exponent from (24). According
to [13], Theorem 3, the family of integrals

E,Q ]' ¢
Jy :m/o@(',ﬁs/ga))ds
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converges in law in C[0,7] as ¢ — 0, to AW,, where W, is a standard one-
dimensional Brownian motion and A is defined as follows:

N =2qVG-VG, LG = —(c(-,y)).

In fact, this definition coincides with that of Sections 3.1, 3.2.
In particular, the above result implies that for oo > 2

t

1
P-lim — | (c(+,&/ea)) ds =0
0

e—0 g

and, therefore,
: I
Potimesp (1 [ (et ggas) =1 (12)

For o < 2 the family exp(J&®) converges in law to the distribution of exp(AW).
In order to pass to the limit in the product exp(J;'*) v¢, we represent it in

the form:
exp(Jy®) v® = exp(J;*) 0 + exp(J;%) (v° — D) (43)

It is easy to see that the map v(-) — v(-)0 is a continuous map from C[0, T
to Qp. Thus, the first term on the right hand side of (43) converges in law to
exp(AW;) © in Qg as & — 0.

The second term converges in probability to zero. Indeed, by Prokhorov’s
theorem [2], for any v > 0 there is a compact subset K” of C[0,T] such that

P{exp(J*) e K"} > 1—1.

For a finite y—net fi(t), fo(t),..., fy(t) in K7, we construct mutually non—
intersecting sets K7, Kj,..., K} such that K;' belongs to y-neighborhood of
fi(), 1=1,2,...,N, and K7 = |J, K]. Now one can rewrite the expression
studied as follows:

xD(TE) (05 =) = Lorrergrcr exp(JE) (vF — 9)
+ Z lexp(Jf’a)EK;’ fl (t) (UE - 1})
l

+ D Togupoyery [exp(F7%) = fi(t)] (v —0) (44)
l
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It remains to notice that by (E1) and (E2)

[Lexp(rzeyery [exp(J;) = fil)] (vF — 0)||Loo(o,riz2(rm))
[ Lexprzoyery [exp(J;%) = i) (v° = D[z (rey) < €7,
and pass to the limit in (44) first as € — 0 and then as v — 0.
Finally, in order to show that the limit distributions obtained satisfy the

limit SPDEs (8) or (11) one can apply Ito’s formula to the product exp(AW};) 6 (t, z)
and use the auxiliary homogenized equations (28) or (34) respectively.

With evident simplifications, one can use (42) to pass to the limit in the
product:

w(tn) = o (£ [ lutds) o0

in the case a > 2, and to show that the functions v* converge in probability
in Q7 to the solution ¥ of problem (37).
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