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Abstract: This report deals with the problem of parameter estimation in
generalized linear mixed models. Gilmour, Anderson, et Rae (1985) proposed
a method of estimation in a probit link model for binomial data. Foulley et Im
(1993) adapted this method to Poisson data in a log link model. We propose
a unifying formal description including also the case of exponential data in a
log link model. This approach enables us to consider other cases such as logit
link model for binomial data. Numerical examples are given to illustrate the
method.
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Une approche marginale par quasi-score
dans les modéles linéaires généralisés mixtes

Résumé : Dans ce rapport nous nous intéressons a la question de ’estimation
des paramétres d’un modéle linéaire généralisé mixte. Gilmour, Anderson, et
Rae (1985) ont proposé une méthode d’estimation pour des données binomiales
dans un modéle avec lien probit. Foulley et Im (1993) ont adapté cette méthode
a des données poissonniennes dans un modéle avec lien logarithme. Nous pro-
posons une description formelle permettant d’unifier ces deux cas et d’inclure
aussi le cas de données exponentielles dans un modéle avec un lien logarithme.
Cette approche nous permet d’envisager d’autres cas tels que celui de don-
nées binomiales dans un modéle avec lien logit. Des exemples numériques sont
donnés pour illustrer cette méthode.

Mots-clé : Modéle linéaire généralisé mixte, Composantes de la variance,
Modéle conditionnel et modéle marginal, Quasi-score, Lien probit et lien logit.



A quasi-score marginal approach in generalized linear mized models 3

1 Introduction

Generalized linear models constitute a major tool for the analysis of non Gaus-
sian data. When including random effects in the modeling hypothesis, they
have led to the class of generalized linear mixed models. This latter category of
models has been given an always greater practical interest during the last two
decades. This is the case for instance in the field of animal breeding where ran-
dom effects represent genetic values of animals and where the measurements
made may even not be continuous. In this type of model then, the estimation
of fixed effects and of variance components (giving an information about the
part of variation due to the random effects), and sometimes the prediction of
random effects are needed.

Parameter estimation in generalized linear mixed models is a problem which
has been tackled according to several approaches but rarely from a general
point of view on this class of models. In these models actually, distribution
assumptions are made conditionally on the non observed random effects. Thus
in order to describe the likelihood, an integral calculus has to be made which is
not analytically feasible except for the case where the random effect distribu-
tion is assumed to be conjugate. Here we concentrate on normal distribution
assumptions for these random effects. Therefore several kind of approximations
have been considered. A first approach consists in a numerical approximation
of the integral by a Gaussian quadrature, see for instance Anderson et Aitkin
(1985). Even with the great development of computation capacities, this seems
to be limited to the cases of overdispersion modeling (with one random effect
realization per data) or of nested random effects. A second approach suggested
by Schall (1991) lies in an iterative approximation of the model conditionally
on the random effects. Breslow et Clayton (1993), McGilchrist (1994) ended
up with the same method by means of different justifications. The proposition
of Gilmour, Anderson, et Rae (1985) (we will denote GAR method in the fol-
lowing) is an alternative approach to those two, by suggesting the calculation
of the first two marginal moments and the maximization of the quasi-score
function after having approximated the variance matrix. A similar method
has been proposed by Breslow et Clayton (1993) with a somewhat different
marginal model. Considering random effects as missing data, the EM algo-
rithm has also been adopted (Hinde 1982, Anderson et Aitkin 1985, Jansen et
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4 Catherine Trottier

Hoekstra 1993, Anderson et Hinde 1988) but this seems to be limited as above
when calculating the integral in the E-step.

Compared to the method proposed by Schall (1991), the GAR method
adopts clearly a different point of view on parameter estimation in generalized
linear mixed models. Whereas the former method works on the conditional
model, using first its conditional status as generalized linear model ; the latter
tends more to lay hands on the marginal model by calculating marginal mo-
ments. Thus the integration out of the random effect is not considered at the
same stage by the two methods. As the Schall method does not specify any
particular model and can be used in all the cases, it is important to investigate
the extension of GAR method to more cases than the two cases developed
up to now. Thus the aim of this article is to extend the use of the approach
developed by Gilmour, Anderson, et Rae (1985). Foulley et Im (1993) already
proposed the extension of GAR method to Poisson data with a log link. We
suggest here an other formulation of the approach leading to the same me-
thod in these two cases but giving the possibility to consider the estimation of
parameters in other models.

In Section 2, after a description of the model hypothesis, we present our
reading of the original approach, introducing at the same time some notation.
We then propose our extension of the method making use of a different ap-
proach. The object of Section 3 is to consider the particular case of a log link
exponential model according to both approaches and then the one of a logit
link binomial model for which our approach is necessary. In Section 4, we give
numerical results, first comparing the probit link and logit link procedures on a
small data set and then observing the behaviour of this method on simulations.

2 The estimation method

2.1 Model hypothesis

Let y be the N x 1 vector of observations (realization of the random vector
Y). Given the unobserved g x 1 vector of random effects &, the generalized
linear mixed model is defined as a generalized linear model with the three usual
assumptions (McCullagh et Nelder 1989) :

INRIA



A quasi-score marginal approach in generalized linear mized models )

e the Y;’s (1 = 1,...,N) are assumed to be conditionally independent, with
distribution from the exponential family with conditional mean

and conditional variance
var(Y;[€) = v(pe,) ,

where v is the variance function of the distribution including sometimes an
unknown dispersion parameter ¢.

e explanatory vectors x} and u/ are the i*! lines of X and U matrices for
respectively fixed and random effects and enter the model through the linear
predictor

ne =XpB+UE,

B being the p x 1 fixed effects parameter vector. X and U are respectively
N x p and N x g known matrices. X’ means X transpose.

e the link between the conditional mean j¢ and the conditional predictor 7 is
done through the link function g (h = ¢g7!) :

ne = 9(pe) -

Concerning the random effects, we assume in the following J random effects
€= (&,...,&)) where the ¢; x 1 (¢ = Z}']:1 qj) vector &; concerns the ;™
random effect with variance component 0'J2- :

6_7' ~ N(O’O—?Aj) s

J

with A; a known matrix. So & ~ N (0, G) where the block-diagonal matrix G
is defined by G = diag{c}A4;};-1,..s.
2.2 A review of the GAR method

The method developed by Gilmour, Anderson, et Rae (1985) consists in the
maximization of the quasi-score function built on the first two marginal mo-
ments. In this section we present our interpretation of this approach relaxing
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6 Catherine Trottier

one of the hypothesis. We consider the two models up to now investigated
with this methodology : the binomial probit link model, model M1 and the
Poisson log link model, model M2; and we introduce some notation to unify
the approach in both cases. In these two models, we have :

M1 : v(pe;) = pei(l — pei)/ni; and g = &1 where @ is the standard normal
cumulative distribution function (we work here with the frequencies Y; i.e.
when O; ~ Bin(n;, p;) we define Y; = O;/n;),

M2 : v(pe;) = pe,; and g = log.

In order to set up a method for parameter estimation, Gilmour, Anderson,
et Rae (1985) and Foulley et Im (1993) adopted the following four steps rea-
soning.

e Step 1 : as it is difficult in generalized linear mixed models (except for the
Gaussian case) to get the marginal density function of the observations, the
authors propose to only calculate the first two marginal moments. This gives
for the marginal mean :

M1 : p; = E(Y;) = ®{zjp/(1 + a})?},
M2 : p; = E(Y;) = exp(i + o /2),
where a? = u}Gu;. The parameter o often coincides with a variance com-
ponent parameter insofar as the lines of G are often composed of a one and
zeros. We do not assume, unlike Gilmour et al. and Foulley and Im, the a?’s
to be constant. This prevents us from setting up 3 = 3/(1 + a?)? and from
analyzing this integration as a change in scale for the fixed effects as suggested
by Foulley et Manfredi (1991).

We introduce the notation n = X3 which we call the marginal linear predic-
tor, and

n* = Mn + C the h-marginalized linear predictor. M is the diagonal matrix
containing the multiplicative effect due to the integration of the random ef-
fects, and C' is an off-set vector. The previous expressions for the marginal
mean can then be written

with :
1
M1l: M= dlag{l/(l + Oé,?)ﬁ}izl’___,]v and C = ON,
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A quasi-score marginal approach in generalized linear mized models 7

M2: M =1Iyand C = (ad/2,...,a%/2).
For the marginal variance matrix V' of Y, we have :
V=W+W",

where
M1 : Vp = diag{[pi(1 — pi) — {@a(nf, m5, tis) — (0F)?}]/nitiz1,...N

Vi ={@a2(n;, mj, tig) — @)@ () bij=1,..v
with t;; = v;Gu,; /{(1 + a?)%(l + oz;f)%} and ®, is the cumulative distribution
function of the bivariate standard normal distribution : ®5(y1, ya, p) = P[(Y; <
y1) N (Y1 < 1)), where Y ~ N(0,1),Ys ~ N(0,1) and corr(Y7, Y2) = p.
M2 : V; = diag{p;}i=1,..~

Vi = {pipj{exp(uiGu;) — 1} }i o1, N

e Step 2 : let us define the following diagonal matrices K = diag{h'(n}) }i=1,..~n
and L = KM. When variance components are known and with the two
moments 4 and V' derived from step 1, fixed effect parameters can be estimated
by maximizing the quasi-likelihood, using the following iterative algorithm, see
McCullagh et Nelder (1989) (¢ denotes the iteration step)

(Xlw[t]—lX)IB[t—l—l] — XIW[t]_IC[t] (1)
where (! = XM + L= (y — 4M) and W = LIE-1yHI A1,

e Step 3 : in practice variance components are unknown. The previous pro-
cedure cannot therefore be directly used. To face this problem, the authors
propose to approximate the variance matrix V' and to recognize in this ap-
proximation a structure which enables the estimation of fixed effects and va-
riance components parameters. For small values of variance components, V' is
approximated by
V="+V

M1 : Vo = diag{[ui(1 — pa) — tisp(n;)°] /i }izs,..

Vi = {1 + a2) 7% uwiGu; o(n)) (1 + o2)”
where ¢ is the standard normal density function.

N

}i,j—l N’

=1,...

RR n~ 3522



8 Catherine Trottier

M2 : % = diag{pi}i=1,..n
Vi = {pipy wiGugtij=1,. N
This approximation of V' can thus be written in both cases :

V =V, + LUGU'L .

e Step 4 : V being approximated suchlike, this leads to the following approxi-
mation for W : B
W=R+UGU',

where R = L™'W,L~!. In W we recognize the variance structure of a linear
mixed model. The maximum quasi-score estimation of 3 from (1) with W
can be therefore obtained by solving iteratively the Henderson’s mixed model
equations associated with this variance structure

X/R[t] -1y X/R[t} -1 ﬁ XIR[t] —lc[t]

UIR[t] -1x UIR[t] -1 + Gt 5 = U’R[ﬂ —lg[t] : (2)
This is an iterative procedure setting up and solving at each step these equa-
tions with the current values of the parameters and for the working vector

¢M. As a by-product, we then get an estimation of the variance components
(Patterson et Thompson 1971) and a prediction of the random effects.

2.3 A new approach for the GAR method

The approach of Section 2.2 is described for the two particular models M1
and M2. When considering other types of models, we face the problem of the
marginal moments calculation and above all the one of the marginal variance
matrix V' which is far from being easy. We thus propose to first approximate
the conditional model and calculate the marginal moments only afterwards.
This approximation leads to an easier marginal calculus and, as we will see,
works out the same approximated marginal variance matrix V. As V is actually
the matrix used in the procedure, we will eventually end up with the same
estimates.

INRIA



A quasi-score marginal approach in generalized linear mized models 9

_ Let us assume that the observations y are realizations of a random vector
Y which components are conditionally independent and with conditional mean

fie; = h(n}) + A (n))u€

where @} is the i line of U = MU, and conditional variance

var(Vi[€) = v(fie;) ,

with the same variance function v as in the original model.

We introduce the notation 7 = n* + MU, which we call the approximated
conditional linear predictor. As we can see, it is obtained by adding to the
h-marginalized linear predictor n* the random part pre-multiplied by the same
multiplicative effect matrix M. This can be interpreted for the conditional
predictor 7¢ as a change in scale of the regressors : X =MX,U = MU. The
conditional mean jiz so defined can be seen as a first order approximation of
h(7e,i) at n} for £ close to zero.

Having approximated the conditional model, we then proceed to the mar-
ginal moments calculation in this new model on Y. We get for the marginal
mean

E(Y;) = h(n;)
and for the marginal variance matrix

V = diag{E(v(jigs))}i-1..n + KUGU'K
= diag{E(v(ﬁg,i))}i:L___,N + LUGU’L

The first term of this sum gives
M1 E{v(fie:)} = Elfigi(1— figs)/ni]
[2(n;) (1 — @(n7)) — () (MU);G(MU);] /i

Elfig,q]
= Hi-

M2 E{v(figq)}

We thus end up in this new approach with exactly the same marginal moments
as the approximated marginal moments in the original approach. Constructing
the quasi-scores on the basis of these moments, we obtain the same estimates as
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10 Catherine Trottier

described in Section 2.2. The approximated variance structure from the origi-
nal model and the variance structure of the approximated model are the same.
The procedure is defined similarly solving iteratively Henderson’s equations.

In this new approach therefore, instead of calculating first the marginal
moments and then approximating them, we first approximate the model and
calculate the marginal moments afterwards. This is a way to avoid the direct
calculation of V' which is actually not useful. This is particularly interesting,
as we will see below, when the marginal variance matrix cannot be calculated.
The approximation is so done one step before. And by this, it encompasses for
model M1 and M2 two different types of approximations when done further
on. Nevertheless to define the approximated conditional model on Y the ma-
trices K, M and C have to be known. They are identified once the marginal
expectation is calculated. This is for sure a limitation of this approach insofar
as we are doing the underlying assumption that we are able to calculate the
marginal mean and to write it F(Y;) = h(n}). But as we will see in the model
considered below, this hypothesis is verified.

3 Other models

3.1 Exponential log link model

We here consider the model :

Vi€ ~ Exp(pe)
and pe; = exp(ne;) -

In this case, as in the two previous cases, both approaches can be used. Indeed
we do not encounter any special difficulty to calculate the marginal moments.
For this model, we have :

EYile) = pei = exp(if+uif),
and  var(Yil§) = vlpei) = pg; -

Thus following the original approach, we compute the marginal moments :

INRIA
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B(Y) = = exp(alf +uGuif2)
var(Y;) = p?{2exp(uiGu;) — 1},
cov(Y;,Y;) = pipi{exp(u;Gu;) —1} .

So, V. =V, + V} with

Vo = diag{y; exp(ujGu;)}iz1,..n
Vi = {pipj (exp(u;Gu;) — 1) }ij=1,..N -

The approximation of this matrix leads to V = V; + V; with

Vo = diag{p}(1 +uiGui)}ica,..w
Vi = {pipjuiGujtijm,. v -

Thus, the approximated variance structure is W = R + UGU' where R =
diag{l + u;Gu; }i=1,.n-

Now, following our approach and since E(Y;) = exp(z}8+u,Gu;/2) = h(n}),
we define M = Iy, C = (u\Gu1/2,...,u\x\Guy/2) and n* = MXp3 + C.
Therefore, we get K = diag{exp(zi3 + uGu;/2)}iz1,..n, L = KM = K and
the conditional approximated model is defined through

EYil6) = fiee = (1+uf)exp(e)B+ujGui/2)
var(Y;[€) = w(fig;) = (1+ ui€)? exp{2(zif + uiGu;/2)} .

We then obtain for the two marginal moments in the approximated model:

E(Y;) = exp(z; 3 + u;Gui/2)

V = VW+ LUGU'L

where V, = E [diag{(1 + ui&)? exp{2(x}3 + ulGui/2)} }iz1,..N]
= diag{(1 + v[Gu;) exp(2z;8 + w;Gu;) }i=1,..N -

In this approach, we end up with the same variance structure as in the first
approach above

W LYWL+ UGU

= diag{l + u/Gu;};—

.....

RR n~ 3522



12 Catherine Trottier

In this case again, as for models M1 and M2 in Section 2.3, we verify that
the two approaches lead to the same approximated marginal moments. And
we may use the system (2) to get the expected estimates.

3.2 Binomial logit link model

We here consider the model :

Oz‘|§ ~ Bin(ni:,uf,i)
and pe; = logit’l(n&i),

where logit™"(z) = exp(z)/{1 +exp(x)}. As in Section 2.2, we work here with
the frequencies Y; = O;/n;.

This is a case where the original approach cannot be used since the mar-
ginal variance matrix cannot be calculated explicitly and even the marginal
expectation, as we will see thereafter, is approximated. Our approach is thus
needed to propose a marginal procedure for parameter estimation in this mo-
del.

The conditional model hypothesis give

EYil) = pei = exp(nei)/{1+exp(ne;)}
var(Y;|§) = w(peq) = pei(l — pes)/mi -

Let us first consider the marginal expectation E(Y;) = Elexp(ne,;)/{1 +
exp(7e,i) }], which cannot be directly calculated. This is the reason why we use
the usual approximation of the logistic function (Zeger, Liang, et Albert 1988)
in two ways. Indeed, we use it first by writing E(Y;|€) ~ ®(cne;) where ¢ can
be set up to ¢ = (3216)/(157). We then get

E(Y;) » E[®(cne)]
which is equal to

Elo(cne)] = El@(calfs + cult)]
= oferlf/(1+Pa)}}

INRIA



A quasi-score marginal approach in generalized linear mized models 13

where o? = u,Gu; as in Section 2.2.
Now using once again this approximation of the logistic function, we finally
have

B(Y) ~ exp{aiB/(1+ )2}/ [1 + exp{alf/ (1 + ) 2}] = h(n}) = i

Thus, we define :
e M = diag{(1+ 02041'2)_%}1':1,...,N )
o K = diag{h'(n})}iz1,..n
= diag{exp(m/){1 + exp(n})} *}iz1,..v
diag{ /(1 — fis) }i1,...v

o [
o (

Il
o
=
2
o
—~
=
P
[u—y
|
=
N
~
~—~
—
+
o)
[N}
Q
SSe
SN—
D=
-
Il
o
4

.....

On .

And the conditional approximated model verifies

EYi|6) = e = ju+ il — )i
var(Y;[§) = v(fig,) fiei(1 — fig;i)/mi -

We now calculate the variance matrix of Y, which is the marginal second
moment in the approximated model.

V="Vy+ LUGU'L
where Vj is the diagonal matrix with i* diagonal element

%n‘ = E[ﬂ&ﬂ'(l - /lf,z)/nz]
= (1 — {1 — (1 — ) 4G /ng}

Eventually we have in this case the following variance structure W = R +
UGU' with

R = diag {[~uiGu: + (1 + ¢o}) /{fu(1 = f)}] /i

i=1,.,N

And this variance structure of a linear mixed model is used to work out and
iterate the Henderson’s mixed model equations as in Section 2.2.
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14 Catherine Trottier

3.3 Identity link models

The identity link receives a particular place in this methodology since the mar-
ginal mean is then defined by u; = x}8 = n}, which leadsto M = K =L = I,
and C' = Opn. So the original model and the approximated model turn out to
be the same. And the two approaches end up in a unique one. Moreover we
do not need any additional approximation in that case.

This link may be used for instance in a Poisson or an exponential model:

e Poisson model:

v(p) = p so Vo = R = diag{ E(fi¢,i) }i=1,...n = diag{ziB}i=1,..n
e exponential model:
v(p) = p* so Vo = R = diag{ E(i ;) }i=1,..,v = diag{(z{B)*+ujGu;}i=1,..n-

4 Numerical examples

4.1 A small data set

We first consider a small data set of 18 observations concerning calving diffi-
culties. This is a simplified extract of a data set presented in Foulley (1998).
In this test example, for each observation, the number of calvings in each of
two categories (easy/difficult) is reported. A binomial model is used and the
explanatory variables considered consist of two environmental factors of fixed
effects (with respectively 2 and 3 levels), and one random effect : the sire, with
4 levels and variance component 2. This data set is given in Table 1.

Table 2 gives the GAR parameter estimates and their precision for a probit
link model and for a logit link model, making use in the latter case of the
procedure presented in Section 3.2.

These results illustrate once again the link between logit and probit func-
tions. It is well known that parameter estimates in fixed effect binomial model
with probit link and logit link are expected to be proportional with a coeffi-
cient c related to the approximation of the logit function by the probit function
(¢ = (3216)/(157)). In the case of random effect models, we here get the same

INRIA



A quasi-score marginal approach in generalized linear mized models 15

No Environmental factors Sire Categories
easy difficult

1 1 1 1 20 13
2 1 2 1 35 22
3 1 1 1 36 6
4 1 2 1 18 3
3 1 2 1 14 4
6 1 1 2 24 12
7 1 1 2 18 3
8 1 2 2 49 3
9 2 1 2 7 4
10 2 2 3 16 3
11 2 1 3 40 17
12 2 2 3 27 3
13 2 3 3 97 14
14 2 2 3 35 4
15 2 3 4 36 3
16 2 3 4 14 4
17 2 2 4 49 8
18 2 2 4 34 2

Table 1: A test data set concerning calving difficulties.

type of relationship.

Let us denote p (resp. () the fixed effect parameters in the probit link
model (resp. logit link model), and «, (resp. «f ) the parameter related
to the variance component o2. From Table 2, we have for the fixed effects :
Bp/Br = (0-6255,0-5382,0 - 6507,0 - 5720)". This estimation is based on the
marginal models for the expectations :

E(Y;)=®(zi8p/(1+ afp)%) in the probit case,

E(Y;) = logit ' (z}8, /(1 + cza?L)%) ~ O(cxiBr/(1+ cQa?L)%)] in the logit case.
Now, estimating also o2, we have here ¢(1 + &2,)3 /(1 + 2aZ,)7 = 0 - 5846,

RR n~ 3522
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probit link logit link

estimate standard error  estimate standard error

B —0-6219 0-1958 —0- 9942 0-3526
B, —0-5189 0-1859 —0-9641 0 - 3382
B —0-1158 0-1282 —0-1780 0-2236
B —0-2169 0-1908 —0-3792 0-3637
52 0- 0654 02254

Table 2: Estimates and standard errors of fixed effect and variance component
for the calving data using a binomial model

which is very close to the above given ratios.
As regards the variance component estimation, in our approach the approxi-
mated conditional models considered are the followings :
probit case : E(Y|¢) = ®(z'6p/(1 + afp)%)
+o(aifp/(1+02,)2) (L +a,) 72 uf €
logit case :  E(Y;|¢) = logit (z}8./(1 + ?a2,)?)
Hogit™" (a}61/(1 + a3,)7) (1+Paf,) 77 wf €
logit_ll being the derivative of logit™.
Now,

logit "' (#}81/(1 4’0}, )?) ~ ¢ (1 +a],) 7> pleifr/(1+af,)?) .
We thus expect to have
alzp/a?[, ~ 62(]‘ + azzp)/(l + CZOK?L) Y

which is here estimated to 0 - 58462 = 0 - 3418, whereas we get in fact the
relatively close ratio &;,/&; =0-29.

These results therefore mean that our procedure for the logit link model
stay in agreement with the original GAR procedure for the probit link model.

INRIA
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It also shows that the proportionality of probit and logit estimates for fixed
effect models is also present for random effect models.

4.2 Simulation results

We now observe the performance of this extended GAR procedure on simulated
data. We simulated 200 data sets and we give in the first part of Table 3
the mean and standard error of the 200 estimated values obtained for each
parameter. We consider here a log link exponential model and we are so in
position to use the extension described in Section 3.1. The model involves one
fixed parameter and one random vector with 8 realizations in an unbalanced
experimental design. The size of the data vector is 72. The simulated value of
3 is set up to 3. And results are given for different values of o2

Simulated values c2=0:-05 ¢2=0-5 o?2=1 o2=2
GAR &2 mean 0-0714 0-4893 0-9657 1-6172
s.e. 0-1014 0-3984 0-8119 1-2624

B mean 29743 2.-9840 2-9432 2-9653

s.e. 0-1519 0-2999 0-4470 0-5712

SCHALL 6% mean 0-0733 0-5177 1-0280 2-0345
s.e. 0-1023 0-3266 0-5940 1-2648

mean  2-9647 2-9737  2-9546 2-9482
s.e. 0-1533 0-2772 0-3847 0-5223

™

Table 3: Means and standard errors of estimations on 200 simulated data sets
from a log link exponential model using GAR and SCHALL procedure
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Concerning the fixed effect, whatever the simulated values of variance com-

ponent o2 are, means of estimations give back the simulated 3, and non sur-
prisingly standard error increases as o2 increases. Concerning the variance
component, even if means of estimations are close to the simulated value, the
procedure seems to have more difficulties to reach higher values of o%. Stan-
dard errors stay around the mean value.
Let us note that for 02 = 0- 05, in around one third of the cases, the estima-
tion of o2 tends to zero. This is the case when simulated data are marginaly
close to exponential distribution and so the random effect does not introduce
a much high perturbation.

In the second part of Table 3, we give the estimation results of the SCHALL
procedure on the same simulated data sets. As regards fixed effects, this
procedure gives the same results as the GAR procedure. However, concerning
variance component estimation, it performs better for high values of o? : We
do not encounter the same problem as for GAR procedure in this range of

values. Moreover, all the estimation dispersions are somewhat smaller with
the SCHALL procedure.

5 Discussion

A conditional approach to parameter estimation in generalized linear mixed
models has been proposed by Schall (1991). It is conditional in the sense that
its first step is a conditional linearization of the model. This procedure can
be used for any model in this category. The procedure proposed by Gilmour,
Anderson, et Rae (1985) in the case of a probit link mixed model lies more on a
marginal approach since it first tends to get information on the marginal model.
It was thus important to study the extension of this procedure to more models
in the category. Even if we were able to propose such an extension for cases
described in Section 2, it is however not valid for any generalized linear mixed
model due to the limitation of the marginal expectation calculation mentionned
in Section 2.3. Let us note however that besides the models considered in this
paper, the approach may also be used for the inverse-link exponential model.
In that case, the marginal expectation is hard to be calculated but after an
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approximation of the conditional expectation the estimation method can then
be set up without much difficulty.

Eventually it would be interesting to investigate more in deep this com-
parison between marginal and conditional procedures. With the results given
in Table 3, in the case of an exponential log link model, we are led to prefer
the use of the SCHALL procedure insofar as it seems to be less limited in the
range of variance component values. Nevertheless a more general and exten-
sive study should be done. And the different types of approximations used in
each approach should also be more enlightened.
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