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Abstract: Timing analysis of real time scheduling policies is concerned with the analysis of response
times, because real-time constraints impose that tasks must complete before their deadlines. For
the well studied earliest deadline first (EDF) and the fized priority preemptive (FPP) policy, results
are known under various assumptions about tasks. In this report we propose a mathematical model
based on trajectories to represent and analyze the scheduling of recurrent tasks on one processor. We
identify generic ideas and concepts such as majorizing work arrival functions, which allows to study
scheduling policies separately from assumptions on tasks. We develop in particular a common approach
for deriving response times bounds under policies that can be defined by priorities which are assigned
to instances of tasks. Not only FPP and EDF but also the classical first in first out or the last in first
out policies fall in this category. By developing the model as general framework for timing analysis we
have also obtained some extensions of existing results about EDF and FPP.
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Analyse de faisabilité sous contraintes temps-réel:
Un modéle & base de trajectoires

Résumé : L’étude de politiques d’ordonnancement temps-réel concerne ’analyse de temps de réponse
de taches afin de déterminer si leurs dates d’échéance sont toujours respectées. Pour I’ordonnancement 3
échéance la plus proche en premier (EDF) et celui & priorités préemptives fizes, des résultats sont connus
pour diverses hypothéses sur les taches. Dans ce rapport, nous proposons un modéle mathématique
basé sur le concept de trajectoire, permettant de décrire et d’analyser I’ordonnancement de taches
récurrentes sur un processeur. Nous identifions des idées et des concepts génériques comme les fonctions
d’arrivée de travail majorantes qui permettent d’analyser les politiques de maniére indépendante des
hypothéses faites sur les taches. Nous développons en particulier une approche commune pour I’analyse
de politiques qui attribuent a toute instance d’une tache une certaine priorité. Cette classe de politiques
englobe non seulement EDF et FPP, mais aussi premier arrivé, premier servi (FIFO) et dernier arrivé,
dernier servi (LIFO). En développant le modéle comme cadre général pour ’analyse de temps de
réponse, nous avons aussi obtenu des extensions de résultats concernant EDF et FPP.

Mots-clés : ordonnancement, temps-réel, faisabilité
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1 Introduction

Scheduling is concerned with the problem of organizing the execution of resource consuming jobs under
constraints. In the context of real-time systems, these jobs are recurrent invocations of tasks and the
main resource is a processing unit that must be shared under the constraint that all invocations of
tasks complete their execution before their deadline, i.e. are feasible. The feasibility constraint is
originated in the fact that in real-time systems a result must not only be logically correct, but also
be produced within a certain time span, given by a deadline. Deadlines are supposed to be such that
feasibility guarantees the safety and physical integrity of the real-world system. Typical examples are
the on-board computer of an airplane or the command and control system of a chemical plant.

The aim of a timing analysis is to prove off-line that tasks always meet their deadlines at run-time.
A naive approach would consist in attempting to simulate all possible evolutions of the system and to
check the feasibility for each execution. But in general there are infinitely many different evolutions,
which makes this approach only useful for estimating the average behavior of the system. On the
other hand, efficient timing analysis could be seen as a kind of simulation which is aimed at testing if
under worst conditions task still meet their deadlines. Ideally, the timing analysis examines only those
scenarios where tasks have their worst response time. It depends however on task types and the policy
how many different such scenarios exist and have to be analyzed. If tasks are periodic and the policy
is based on fixed preemptive priorities, then there is exactly one scenario, the critical instant [22]. But
if tasks have offset constraints [32] or if their execution times follow a certain pattern as for multiframe
tasks [24], then the worst case response time can occur during several different scenarios and it is not
possible to know in which, unless examining each of them individually. This diminishes the efficiency
of the timing analysis, but satisfactory results can be obtain using conservative approximations if
necessary. However, for a policy such as Dual Priorities [11], no efficient timing analysis is known
because the underlying mechanism makes it difficult to determine a restricted set of scenarios where
worst response times occur.

Timing analysis is usually expressed as feasibility tests, which are sufficient and/or necessary,
depending on the policy and assumptions made about tasks. These assumptions define models for
real-world tasks. It appears that the simpler the model compared to the actual properties of the
real-world tasks, the worse these tests perform, rejecting actually feasible sets. The reason is that for
real-time systems, tasks models must be build on conservative approximations of the properties of a
real-world task, in order to be able to guarantee feasibility. In the literature, simple initial models have
been extended little by little, to account more accurately for the properties of tasks. In this document
we will somehow proceed the other way round. The idea is to construct a mathematical model of
a processing unit that executes recurrent invocations of a set of tasks according to some scheduling
policy. The aim is to provide a unified framework for deriving timing analysis.

The model is as general as possible to include virtually any kind of scheduling policy and kind of
task. It is based on the concept of point process, see [3], which is a stochastic model for discrete event
systems. We do not consider any stochastic assumptions (in this document), but use the related concept
of trajectory space to model all possible evolutions of the system. By analogy, we call it (scheduled)
task process. The basic entities are instances of tasks, with their attributes. To represent the effects
of the scheduling policy, we define a priority assignment at the level of instances and a scheduling
function. Together with work arrival functions and the workloads, we are able to exactly describe the
state of the system at every moment and to write equations for execution ends and response times.

The model as such allows a wide range of behaviors, for which only general or generic properties can
be stated. We define then in particular the class of scheduling policies determined by time independent
priority assignments, which includes not only real-time scheduling policies such as Fixed Preemptive
Priorities (FPP), and Earliest Deadline First (EDF) but also First In First Out (FIFO) and Last In
First Out (LIFO). In the analysis of the class, we derive a generic result about response time bounds
and the related feasibility condition, which we apply then to all four policies. Proceeding this way,
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we identify common ideas that characterize the timing analysis of these policies. In particular, we
show that the analysis can be done independently of specific assumptions about the task, and is only
based on the their characterization in terms of majorizing work arrival functions. In other words, we
separate the analysis of task behaviors from the analysis of policies, which reduces the difficulty of
deriving timing analysis. With our approach, we have also obtained some specific results in timing
analysis. An overview can be found in Section 5.

The document is organized as follows. In Section 2 the basic model and related concepts are
introduced. Section 3 regroups the definition, within the model, of different task types that have
been considered in the literature; their characterization in terms of majorizing work arrival functions is
derived. Section 4 is concerned with those scheduling policies which can be defined by time independent
priority assignments. Apart from their general timing analysis in the context of the model, a subsection
discusses improvements in computational complexity and tradeoffs between complexity and accuracy
of response time bounds. In the last section we give an overview of the specific timing analysis results
that have obtained with our approach. Furthermore we draw conclusions and give an outlook on
further extensions of the model.

2 Framework

2.1 The task process

In this section we define the concept of task process. Its purpose is to describe the possible evolution
of the demands of tasks that are to be scheduled. We also introduce the concept of work arrival
function to formalize these demands. The scheduling itself is represented by the concept of scheduled
task process, defined in the subsequent Section 2.2.

2.1.1 Recurrent tasks

The system to be modeled consists in a finite set of recurrent tasks T = {71,... ,7m} and a processing
unit that executes the successive instances or invocations of these tasks. We denote by 73, the nth
instance of task 7, and by Ay, € Ry, with n € N, the corresponding activation or release time. For
each task 7y, the arrivals are assumed to be indexed such that:

0< Apo S Ap1 oo S Agnot S Agn < Agng1 < (2.1)

i.e. in the order of their occurrence, with some given order among synchronous arrivals. The time

between two successive arrivals, the inter arrival time or cycle time is denoted T}, def Ak g1 — Ag -
We assume that the sequence of invocations of a task has no point of accumulation, i.e. for each 7, € T
there are a finite number of activations in any interval of finite length.

Vi<t eRy D Wyicay <ty < 00 (2.2)
neN

Since each task has by definition infinitely many instances, (2.2) implies that tasks really are recurrent
in the sense that for any time ¢ € R} there exists a release of each task after ¢.

Let us denote A C (RY)™ the m-dimensional set of sequences satisfying (2.1) and (2.2). With a
release Ay, is associated its ezecution time Cy, € Ry, the amount of work to be done to complete the
instance and its absolute deadline Dy, ,,, the time before which the task should complete its execution.
It is related to the activation time by the relative deadline denoted Ek,n:

def

Dk,n = Ak:,'n +Ek,n

It is reasonable to assume that Ek,n > 0 because otherwise, a task may be activated after its deadline.

RR n° 3561
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We call T %' A x (RY)™ x (RY )™ the set of task sequences. The elements of T represent all possible
ways in which instances of m recurrent tasks can be activated and request the processing unit in the
time interval [0, col.

The behavior of a real-world task set is modeled by a subset of T, i.e. a certain set of task sequences
that represent all possible behaviors of the tasks. To be able to identify in T the task sequences that
correspond to the modeled system, we introduce an index-set {2, which might be countable or not. We
use a mapping

(A,C,D): Q—T: w+— (a,c,d) (2.3)

to pick out the concerned task sequences from T. Notice that we denote the function by (A, C, D), to
remind that it is composed of three components "activation sequences", "execution time sequences"
and "deadline sequences". An element w € Q is called trajectory or history of the system. In a similar
way as a random variable represents the different possible outcomes of a random experiment, (A, C, D)
represents the different possible evolutions that correspond to the modeled system.

Definition 2.1 A mapping (A,C, D) from a set Q) into the set of task sequences T is called a task
process.

Notice that in the terminology of point processes, activation times are the points and execution times
and deadlines are marks.

We should for example write A ,(w) for the ntt release of task 71, on trajectory w, but in order to
avoid cumbersome notations, we will simply write Ay, ,,, unless making appear w explicitly is needed.

As with random variables we write in small letters a particular realization of the task process. A
task sequence in T, that is an arrival time sequence together with an execution time sequence will
be denoted (a,c,d). In order to keep notations sparse, we will avoid as far as possible to address
particular realizations. Definitions and properties are stated in terms of task processes - written with
capital letters - under the convention that they are meant for all trajectories. But trajectories are
explicitly written where this convention leads to ambiguities or if this is required for any other reason.
Remark: Assumptions (2.1) and (2.2) are aimed to be as less restrictive as possible to ensure on one
hand that the mathematical concept of recurrent task does indeed have the properties that one would
expect it to have, and on the other hand that it is possible to define within the resulting framework
the types of task that are needed to model real-world systems.

2.1.2 Work arrival functions (WAF)

The response time of an instance of a task depends on the concurrent demands of other instances,
belonging to the same task or not. Demands become effective after the corresponding release time
Ay n, meaning that an instance can not be executed before that time. To represent the amount of
requested execution time of an instance 7y ,, if there is an effective demand, we introduce

def
Skn(tita) = Crem - Ly gay<t] (2.4)

for any interval [t1,t2[. We call Sy, the work arrival function (WAF for short) of an instance. It
measures the amount of work due to instance 7, and arriving during the interval [ti,2]. It is a very
simple function, that is of minor interest as such, but it serves as building brick for other functions.

Let Z be a set of instances (not necessarily belonging to the same task). The corresponding WAF is
defined by

Szt te) € 3 Sijlty,t). (2.5)

Ti,jEI
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An example is the WAF of a given task 75, which corresponds to Z = {7, | n € N}:

def
Sk(t1,t2) = Z Skn(t1,t2) = Z Crn - My cay, ,<t]- (2.6)
neN neN

Notice that this function is piecewise constant, meaning that any interval of finite length can be
subdivided into a finite number of subintervals on which the function is constant. This is partially
due to the fact that the sequence of activation times is assumed to have no points of accumulation,
see (2.2). We will call a piecewise constant function also a step-function. A WAF is in particular an
increasing step-function in its second variable, see Figure 3 on page 29. Notice that these functions
are left-continuous in their second variable which means that an arrival at ¢ is not taken into account
by S;m(tl, ts). In order to have possible releases at t9 taken into account, we do not need to introduce
a new function. We can use the right-hand side limits in the second variable. To see this, notice first
that [t1,t2] = ﬂ6>0[t1,t2 + ¢[. Thus,

Crn Tty Ay o <ta] = Elif(l)lJr Skn(ti ta +€) = Spa(ts, 7). (2.7)

In a similar way, the right-hand side limits in the first variable implies that possible arrivals at ¢; are
not taken into account: Skjn(tif—,tg). Which of the variants is needed, depends on the context. Notice
that on contiguous intervals, for example [t1, t2[U][t2, t3[, WAF’s are additive:

Sk(t1,t2) + Sk(ta,t3) = Sk(t1,t3) Vit <t < ts. (2.8)

In connection with feasibility it is useful to consider sets of instances Z that are determined
by a deadline d. The deadline based work arrival function a given task 7, which corresponds to
I ={mkn|n €N, Dy, < d} is defined by:

def
Sk(t1,t2,d) = ch,n My <ay<ta) Aoy, <d)- (2.9)
neN

For the analysis of other scheduling policies than those considered in this document, it might be
necessary to introduce further kinds of WAF, based on other sets of instances.

2.2 The scheduled task process

The processing capacity or speed of the processing unit is shared by the instances according to a given
scheduling policy. In this section we introduce the scheduling function, which is an exact representation
of the way in which the policy attributes the processing unit to tasks. We also define the resulting
responses times of instances of a task.

2.2.1 The scheduling function

Since we only consider one processing unit at the same time, we can choose a unit capacity and assume
that execution times and other characteristics are expressed in the corresponding time unit, to simplify
the notations. The effect of the policy is "materialized" by the scheduling function II that gives for
every instance Tk,n the part

Hk,n(t) S [0, ]_]

of the processor capacity that the scheduler attributes to 7y,.
Several assumptions have to be made about II. Each function IIj ,, is assumed to be right-continuous
in ¢, see Appendix A.1 for an explanation. Notice that the right-continuity implies that the Il , are
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Lebesgue-measurable. The following assumptions have interpretations in terms of the system to be
modeled. The first is:

Vi<Apn, Tga(t)=0, (2.10)

which means that an invocation can not use the processor before its activation date. Furthermore

to
/ Hk,n(t)dt < Ck:,n v t17t2 € R’ (211)
t1

which means that an invocation can not use the processor for longer than its nominal execution time,
given unit processor speed. And finally

VieRy 3511 Dinen Min(t) <1, (2.12)

meaning that the tasks can not use more capacity than available at time ¢. Let us denote F the set
of functions II satisfying (2.12). To represent the effect of a scheduling policy, we introduce the set
T € T x F of scheduled tasks sequences, satisfying (2.10) and (2.11).

Definition 2.2 A mapping (A,C, D,II) from Q into TV is called scheduled task process.

A scheduled task process can represent random scheduling policies which take their decisions "by
tossing a dice", but we will not consider such policies here. We are only interested in policies that
apply a fixed rule. These policies are deterministic in the sense that the same task sequence (a, ¢, d) can
be scheduled in only one way, i.e. is transformed into exactly one scheduled task sequence (a,c,d, )

and hence the abstract concept "deterministic policy" can be represented as a function from T into
T,

Definition 2.3 A mapping v from a T into TV is called a deterministic scheduling policy.
With this definition, a task process is said to be scheduled according to policy v if
(4,0, D,1I) = v((4,C, D)). (2.13)

Figure 1 shows a graphical representation of v and all other concepts defined within our model.

The scheduling function II of a task process does depend on w because the task process is a function
of w, but not because of the scheduling policy. For random policies it would be necessary to introduce
a "stochastic driver", that is a random variable which represents the random part of the scheduling
policy.

2.2.2 Response times

The basic structure being settled, we can define the quantities we are interested in, such as response
times, execution beginnings and execution ends. ends. A very useful tool for their analysis are workload
functions, defined by: workload function

t
Wen() % Sen(0,) / e () du. (2.14)
0

For each instance 7y, it represents the amount of work which has arrived before ¢ and which is still
waiting for execution. Notice that Wy ,(Ar,) = 0 because Sk, (0, Ax) does not account for the
arrival at A ,. This property corresponds to the left-continuity of Wy ,(t), which is induced by the
continuity of the integral of Il ,, and the left-continuity of Si ,(0,t). Taking the right-hand side limit
in t gives:

Win(th) = Spn(0,7) — /0 i () (2.15)

It represents the pending work at ¢ whether it arrives before or at .
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Figure 1: Overview of the model
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Definition 2.4 An instance 7, is said to be pending at a time t if Wy ,(t*) > 0.

Notice that a task can only be executed if it is pending:
Hk’n(t) >0= Wk,n(t) > 0. (2.16)
It is implied by assumptions (2.10) and (2.11). Notice also the following property:

Lemma 2.5 The number of pending instances is finite on any interval of finite length:

V tl < t2 (S R_|- Z ]I[Wk,n(t+)>0] . ]I[t1<t<t2] < 0. (217)

Tk,n

Proof: Because of (2.4), TI(¢) € [0,1] and the definition (2.14), W}, ,(t) > 0 implies Ay, < t. But in the
interval [0,¢2[ there can only be a finite number of activations because of (2.1). B

It is sometimes necessary to consider only instances that have deadlines earlier than some deadline
d. For this purpose we define deadline based version of the involved functions:

def def def
Wk}n(t, d) = Wk’n(t) ‘ ]I[kagd} Sk’n(o, t, d) == Sk}n(o, t) N ]I[kagd] Hk’n(t, d) == Hk,n(t) : ]I[Dk,ngd]'

The sum over all instances of a task gives Wy (t,d), Si(0,¢,d) and II(¢,d). It can easily be seen that

t
Win(t,d) = Spn(0,t,d) — / Iy (u, d)du.
0

A pending instance completes its execution as soon as its workload vanishes. Thus, the ezecution end
or completion time of an instance can be defined by

Epp = min{t > Agy | Wia(t) = 0}, (2.18)
if it exists, that is if the set on which the definition is based on is not empty. Notice that between Ay,
and Ej ,, the execution of 74, could be interrupted if the scheduling policy is preemptive and thus,
the response time, defined by

Riw © By — A (2.19)

3

can be longer than the execution time C}, ,,. Notice that because we assume II}, ,, to be right-continuous,
we have Iy ,(t) = 0 for t > Ej ,,, see Corollary A.3.

The ezecution begin of an instance can be defined as the first time after its activation, where its
scheduling function becomes positive (see appendix A.1.2, for why it can indeed be defined like this):

Bip & inf{t > Ap, | i (t) > 0} (2.20)
2.2.3 Feasibility

Under real-time constraints, tasks must complete their execution within their relative deadline Ek,n,
i.e. before their absolute deadline Dy, = Ay, + Dy . If all instances meet their deadlines then the
task set is feasible. In our model feasibility is defined a follows:

Definition 2.6 A set of tasks is feasible under a certain scheduling policy, if in the corresponding
scheduled task process (A,C, D,II), all task instances finish before their deadline:

Epn(w) < Dipn(w) Yw e Q,Vk =1..m,Vn € N.
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Tk,n

Figure 2: Times and functions associated with the instance of a task 7.

Notice that feasibility only concerns the property that response times are shorter than relative dead-
lines. On the other hand, maximal response times or bounds on response times, provide additional
information. They tell how close to the deadline response times could come. Close could be below or
above. If a task is not feasible, it allows to know by how much a deadline is not met and if it is feasible
it gives an idea about the safety margin. These are useful informations for the design of a system. If
the relative deadlines of the instances of a task are all equal, Dy, = Dj Vn € N, then the maximal
response times of a task allows to say if the task is feasible or not. A task is then feasible if and only if

def -
R = max Rk w) < Dk.
k we,neN ,n( ) =

2.3 Basic assumptions

As said above, execution ends or even beginnings might be undefined. This can happen if the schedule
does not allow an instance of a task to execute. In the context of real-time system where feasibility
is the seeked property, such behaviors are of course undesired. If the used scheduling is non-idling,
meaning that the processing unit does not idle if work is pending, then the existence or non-existence of
execution ends or beginnings is related to the long term load on the processing unit by task’s demands.
Since we are only interested in non-idling scheduling policies, we will impose a deterministic stability
condition, that guarantees together with the non-idling assumption that all execution ends are defined.
In this section we express these properties in the model of scheduled task processes and show which
kind of basic properties they induce.

2.3.1 Deterministic stability

The aim of introducing this stability condition is to ensure that response times are finite. It does
not imply feasibility but it is a necessary condition. If response times are not finite, then there is no
use in trying to derive response time bounds. Furthermore, the commonly used iterative algorithm to
compute response time bounds numerically is only valid if the stability condition is satisfied.
Stability can be interpreted as the guarantee that the processing unit is not overloaded by task
demands in the long run. To determine if a set of tasks does or does not overload the processing
unit on the long run the tasks demands must be estimated. For this purpose, (o,p)-bounds [10] are
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appropriate. They are based on a slope pr € R, and constant o, € Ry that satisfy

Seltitaiw) =Y Skt toiw) <op+pe- (b2 —t) Vi <heR, Vwe (2.21)
néeN

It means that the task’s WAF’s are uniformly bounded by one affine function on all intervals of all

trajectories. The sums o1 ., def Yo oiand pim def Y., pigive a (o,p)-bound for the whole task

set. On any interval [t1,to[ the average demand of tasks is bounded by

S1.m(t1,t2) < OLm
ty—t; ty—1t

+ Pl.m-

If p1.m < 1, then ty > t1+01.m/(1—p1..m) implies that the average demand is lower than the processor
capacity in the interval. Thus there is some idle time left and hence the processor is not overloaded.
If no (o,p)-bounds exists with p1.,, < 1, then it can not be guaranteed that response times admit
finite bounds. In the case where no (o,p)-bounds exists with p;.,, < 1, then response times could
nevertheless be bounded but examples show that the processor is then at the limit between stability
and instability and thus feasibility and infeasibility. We do not want to consider such systems, because
their behavior is difficult to predict in general and because they do not seem to be useful for real-world
problems.

Definition 2.7 A task process is said to be stable if there exist (o,p)-bounds such that py ., < 1.
The subset of stable task sequences is denoted Ty.

Notice that this property is independent of the used scheduling policy. Together with the non-idling
assumption this implies policy independent properties, which are presented in Section 2.3.3.

The slope p1..m is not to be confused with a bound on the average load, which could be defined under
stochastic assumptions. Suppose for example that inter-arrivals are distributed i.i.d. exponential, i.e.
they are given by a Poisson process, and execution times are also i.i.d. exponential. The average load
Y i E Cyn/E Ty, exists, but no (o,p)-bound can be found. The reason is that for any interval
and any threshold, there is a positive probability that this threshold is exceeded. A (o,p)-bound
can only exist if the the execution time distribution is bounded from above by some C™%* and the
inter-activation time distribution is bounded from below by some 77" > 0, then

¢gmaz .
Tmin

fit) =™+

is a (o,p)-bound. This situation is related to the fact that under real-time constraints deterministic
bounds are required, which leads to a stronger kind of stability condition, than in queuing theory.

2.3.2 Non-idling

In order to state this property of scheduling policies, we introduce

m m m

Spm(ti,te) =) Si(tita)  Wim(t) =Y Wi(t)  Iynm(t)=> IL(t) (2.22)

=1 =1 =1

that are, respectively, the total amount of work arriving on [t1,%3], the total pending work from the
past and the total use of the processing time at time ¢. Notice that the considered sums potentially
concern infinite numbers of terms, but since an arrival process is assumed to have no points of accumu-
lation (2.2), Si_,, is finite and piecewise constant in ¢y, for a fixed w, implying that its left-continuity
is preserved.
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Definition 2.8 A scheduled task process is said to be non-idling if
Wim(t) >0 = T i) =1 (2.23)
The subset of scheduled task sequences satisfying (2.23) is denoted T§..

It means that the processing unit is fully used if work is pending. As counter example, consider a
task that has to do some pre-processing, acquisition of data (say, from a buffer) and finally the actual
processing. If the task has to wait before the data is available, then an interval could occur where the
processor is idling although work is pending - the work that corresponds to the actual processing. This
work has to be considered as pending because the definition of the task comprises all three steps and
by the definition of activation dates, the entire amount of work is considered as pending as soon as the
task is activated. In such a case, the initial task would have to be subdivided into two tasks with a
precedence relation.

2.3.3 Properties

Under the stability and the non-idling assumption some general properties of scheduled task processes
can be established. We will show that in this case the response times of all tasks are finite. This
property is related to the concept of processor busy periods.

Definition 2.9 An interval [t1,t2] is said to be a processor busy period if it satisfies:

Hlm(t) = ]-7 Vi € [t17t2]’ (224)

Wim(t1) = Wim(t3) = 0. (2.25)

Because activations don’t have points of accumulation by (2.2) on page 7, the last arrival before ¢; and
the first arrival after ty are situated at positive distances of the interval and thus (2.25) is equivalent
to

Je > 0such that Iy, (¢) =0 VitE [t —e,t1[U]te, ta + ¢,

which is exactly the definition of Lehoczky’s busy period at processor level in our model, see also
Section 4.2.2.

Proposition 2.10 Busy periods of a stable and non-idling scheduled task process are bounded.

Proof:
Let [t1, 2] be a processor busy period. From (2.22) we get

[2)
Wi.m(t2) = Wi.m(t1) + St.m(t1,t2) — / Iy (t)dt.
t1
By definition 2.9, Hl__m(t) =1on [tl,tg[ and Wl__m(t;_) = Wl__m(tl) = 0. Since Wl__m(t;—) = Wl__m(tQ)—F
51__m(t2,t;—) we have Wl__m(tz) =0. ThUS,

S1.m(t1,t2) = ta — 1.

On the other hand Si ., is bounded: Sy, (t1,%2) < 01..m + p1.m - (t2 — t1), see (2.21), and hence, since

01..m

to —t < ————.
1 — Pl.m

|
From this proposition follows a property which is independent of scheduling policies and task types:
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Corollary 2.11 An interval [Ag n, Eg |, during which an instance 7, is pending is part of some
processor busy period. The response time Ry, , = E}, ,, — Ay, is bounded if the scheduled task process
is stable and non-idling.

Proof:

The definitions of the workload (2.14) and the execution end (2.18) on page 12 imply that Wy, ,,(t) > 0 for
t €]Akn, Exn| and thus Wy _,,(t) > 0. Because of the non-idling assumption (2.23) on the page before
we also have Iy ,,,(¢) > 0 and thus |Ay ., Ej »[C [t1,%2], where [t1,15] is a processor busy period. Thus

oy,
Ripn=FEgn— Appn <ty —t] < ——.
1-— Pl.m

[ |
Response time bounds as in the proof of this corollary have been derived by Chaouiya et al. in [9] for
periodic tasks.

2.4 Bounds and critical instances

In order to derive response time bounds and to test feasibility, it is necessary to be able to bound
the demands of each task. An example are the (o,p)-bounds introduced in Section 2.3.1. In a more
general way, we define in this section majorizing work arrival function, a concept that allows to express
these bounds appropriately in our model. We show the connections with the well known concept of
critical instant in Section 2.4.2. Section 2.4.3 is about tight (o,p)-bounds for tasks which are needed
to detect processor overloads in the long term.

2.4.1 Majorizing work arrival functions (MWAF)

To bound the response time of an instance or to check feasibility, it is necessary to bound the concurrent
demands from other tasks. To formalize this, we define the concept of majorizing work arrival function.

Definition 2.12 A majorizing work-arrival function (MWAF) for the demands of a task 7, after some
epoch u on some trajectory w, is a function Si(x), that bounds the WAF of 7y:

Si(u,u+ 73 w) < Sp(z) Yz > 0. (2.26)

The function §k(x) could be a conservative bound or an exact bound. For deadline based WAF we
define in an analogous way majorizing deadline based work arrival function.

Definition 2.13 A majorizing deadline based work-arrival function for the demands of a task 7, after
a time v on a trajectory w, is a function Si(x,d), that bounds the deadline based WAF of 7y:

Sk(u,u+ z,u+ d; w) < §k(x,d) Vz>0,d>0. (2.27)

For the policies considered in this document these kinds of MWAF allow to derive response time
bounds. We denote a MWAF, for which (2.26), resp. (2.27) do hold for every trajectory and every
moment u, by :S’\z and say it is a unique MWAF.

The following proposition can be helpful for deriving MWAF in practice. It allows to derive a
MWATF for an interval of limited length and to extend over all R, .

Proposition 2.14 Suppose a unique MWAF S’\,’; is available only for intervals up to a maximal length

y, i.e Sk(u,u + x) < §:(;v) for all u, but + < y. Then a MWAF for all x € N can be obtained by
extension:

Sk(u,u+ ) < SE(y) - |z/y] + Sf(x mod y) V u,z. (2.28)
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If §,’g is furthermore a deadline based MWAF, i.e. Si(u,u + x,u + d) < A,’g(a:,d) for all w, all d, but
x < y, then a deadline based MWAF for all z is given by

L=/
Se(u,u+ z,u+d) < w(y,d—1i-y)+ Sp(r mod y,d — |z/y| -y) Yu,z,d. (2.29)

=

~
I
=)

Proof: Subdivide the interval into contiguous subintervals of equal length y as far as possible

lz/y]

[u,u + x[= U [wi, wig1] U (U /y]> U+ 2] with u; =u+1i-y
i=0

and use (2.26) for each resulting WAF term, see (2.8). Since S (ui, ui+1) < Sk(y), a sum of |z/y] equal
terms S} (y) appears and thus (2.28) is obtained. In the deadline based case we obtain Sy (u;, wit1,u+d —
u;) < Si(y,d — u;) and since u; =i -y (2.29) is proven. W

A task may have several distinct behaviors, depending on the context in which it is released. For
each behavior an individual tight MWAF’s may exist but their supremum could be a rather conservative
bound, resulting in response time bounds which are much longer than the actual maximum. To improve
the analysis in such a case the different behaviors must be analyzed separately. This has been done
for example by Tindell for tasks with offset constraints, see [33]. Hereafter, we define the appropriate
concepts for our model.

The analysis of tasks with mode changes and also multi-frame tasks shows that it is useful to have
several MWATF for the same task. To formalize this, let us introduce a family of majorizing work arrival
functions.

Definition 2.15 A family of majorizing work arrival functions for a task 1, is a set of functions

Sk = {§,(€q’°)(m) | ¢k € Qi} such that for any time u and trajectory w, there exists a function of the
family that majorizes the WAF of the task after u on w:

Vu e Ry, Yw € Q Jqr € Qx Sk(u,u+x; w < S () Vo > 0.
k

For the case where the scheduling policy relies explicitly on deadlines, the corresponding deadline based
definition is needed:

Definition 2.16 A family of majorizing deadline based work arrival functions for a task 7y is a set of

functions 8), = {g,(ch)(m, d)| qr € Qi } such that for any time u and trajectory w, there exists a function
of the family that majorizes the WAF of the task after u on w:

Vu € Ry, Yw € Q Jqr € Qx Se(u,u+ z,u+d; w < Slaw) xz,d) Yz >0.
k

A family of majorizing WAF’s for tasks allows a more accurate description of their individual behavior
than a single WAF’s does, but as such, it does not allow to account for dependencies between tasks
(like offset relations) and to represent the resulting global patterns exactly. To allow this we introduce
a family of MWAF for the whole task set:

Definition 2.17 A family of majorizing work arrival functions for a set of tasks is a set of functions
8 = {Sk(z,q) |k =1..m, ¢ € Q} such that for any time u and trajectory w, there exists an index q € Q
such that the WAF of each task is bounded by the corresponding MWAF':

Vu e Ry, Vwe Q Jg€Q Sk(u,u + x; w)égk(m,q) Ve>0,k=1,... ,m.
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Definition 2.18 A family of majorizing deadline based work arrival functions for a set of tasks is a
set of functions § = {Sk(a: d,q) | k =1..m, ¢ € Q} such that for any time u and trajectory w, there
exists an index q € Q such that the WAF of each task is bounded by the corresponding MWAF':

~

VueRy, Vwe Q JgeQ Se(u,u + z,u+d; w) < Sg(z,d,q) Ve >0,k=1,... ,m

Dependencies between activation patterns of tasks may be represented as follows. Suppose we have for
each task as family of MWAF’s §; = {S,(cq’“)(:c) | gk € Qi }. If we choose Q@ C Q1 X Q2 X ... X @ with

q=1(q1,92,--- ,qm) € @ and define §k(x, q) = §’(qu)($) then the dependencies are represented by the
particular combinations ¢ = (¢1,¢2,--- ,¢m) of MWAF that are part of Q. An example are tasks with
offset constraints, where given the activation pattern of one task, other tasks can only be activated
with certain offsets and thus only certain activation patterns of other tasks can occur (see Section 3.2.3
for more details).
Remark: A concept similar to MWAF has been introduced by Baruah et al. in [6] to express a
feasibility conditions under EDF for generalized multi-frame tasks. It is the feasibility condition which
does not rely on response time bounds, see Section 4.3.3. The so called demand bound function dbf(7y,t)
is defined for each task and gives the maximum demand of instance of a task 74 in an interval of length
t and with absolute deadline within the considered interval.

Thus it corresponds to the case of a unique deadline based MWAF and deadlines equal to the end
of the interval:

dbf(7s,, 1) = SE(0,¢, ).

2.4.2 Critical instant and majorizing task process

Above, we have made no particular assumption about what kind of functions MWAF should be, only
that they must be bounds. They could for example be linear functions, like (o,p)-bounds. If a MWAF
is an increasing, left-continuous step-function just as an actual WAF is, then a sequence of wirtual
activation epochs le\k,n with execution times ék,n, may be found such that

x) = Z Ck:,n . ]I[Ak,n<$]'

neN

As deadline we choose ﬁk n = A\k nt Dy. We call them virtual because they do not correspond to
actual instances of the task. The corresponding cycle times are Tk = Ak bl — Ak - The releases of
tasks after some epoch u follow a certain pattern which is captured by the WAF’s Si(u,u + x). We
will therefore equivalently use the terms majorizing activation pattern for MWAF's.

If deadline based MWAF’S are left resp. right-continuous step-functions in variables  and d, then
sequences Ak s C’k . and Dk » might exist such that

d) = Z Ck’n ) ]I[;‘\k,n<z] ) ]I[ﬁk,ngd]
neN

but not necessarily.
If for each function of a family of MWAF a sequence of activations exists, then they can be seen
as the WAF of a task process with trajectory space Q
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Definition 2.19 A majorizing task process for (A, C, D), is a process (;1\, C, ﬁ), with trajectory space
Q, such that for all w € Q, Vu € Ry a trajectory q € Q) exists satisfying for all k =1,... ,m

Sk(u,u + x; w) < §k(0,x; q) V. (2.30)

The set B = (121\, C, ﬁ)(Q) is called the set of majorizing task sequences.

If for each function of a family of deadline based MWAF a sequence of activation exists, then they
can be seen as MWAF of a task process with

§k(07 z, da Q) = §k(m7 d7 q)

Definition 2.20 A deadline based majorizing task process, is a task process (E, C , 13), with trajectory
space Q, such that for all w € 2, and for all u € Ry a trajectory q € @ exists satisfying for all
k=1,...,m

Sk(u,u 4+ z,u+d; w) < §k(0,x,d; q) Vr,d € R,. (2.31)

Notice that when d — 400, (2.31) reduces to (2.30), implying that a deadline based majorizing WAF
is also an ordinary majorizing WAF.

Definition 2.21 A family of MWAF consists of exact bounds if for each q there exist a trajectory w
and a time u, after which the WAF are equal to the MWAF’s:

VgeQ, FJweQuelR, Sk(u,u+x,u+d;w):§k(x,d,q) Va,d e Ry, k=1.m. (2.32)

In that case a majorizing task process necessarily exists and its trajectories are a collection of worst case
activation pattern that can be realized by the initial task process. A worst case activation pattern of
tasks is commonly called critical instant. The canonical example is the critical instance for periodic
tasks [22], where all task are activated at the same time. For accumulatively monotonic multi-frame
tasks, see [24] and Section 3.1.3, there exists also a unique critical instant, but if the task execution
times are not accumulatively monotonic then several critical patterns exist, because none of them
represent larger demands than all the others on all intervals of time. The same is true for tasks with
offset constraints, see [33] and Section 3.2.3, generalized multi-frame tasks, see [6] and Section 3.2.4,
or recurrent branching tasks [4]. Because of the number of different worst-case patterns that must
be analyzed, the feasibility tests or the computation of response times could be too complex to be
tractable, so that approximations are necessary. We will return to this point on several occasions in
subsequent sections.

2.4.3 Tight (o,p)-bounds.

Let us return to the problem of deriving (o,p)-bounds, which are needed to determine if a task set is
stable. Usually, one tries to find the bound with the smallest possible slope to avoid over-estimation
of the bound function. The question that naturally arises is if there exists a general method of
determining the tightest possible slope. The answer is given by the following proposition, but requires
some explanations. Let

def —— Sk(0,t;w)

T « def
pr(w) = limy 4 oo and pr = sup pi(w). (2.33)

t weN

Proposition 2.22 Ifa (o,p)-bound with slope py, exists, then py > pj.
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Proof: Suppose a (o,p)-bound exists, i.e. Yw € Q

Sr(0,t;w o
7’9(75 )<%+Pk-

As t tends towards 400, the inequality tends to pi(w) < pi. Since it is valid for all w, we have p} < pi. B

The slope pj; is only an infimum and not necessarily a minimum of all possible slopes for a (o,p)-bound.
To illustrate this consider the following example. Suppose the WAF of a task has a shape of the form
f(t) = p -t +In(t +1). We have lim; .o f(t)/t = pj. For every given slope pr > pj the tightest
(o,p)-bound is given by the tangent of f(t), corresponding to that slope:

F&) = pr-t+ pe — Py — 1 — In(px — pf)-

It is easily seen that o = f(0) = pi — pr —1—In(pr — pi). When p;, decreases to p} then oy tends to
+00. Thus, there is no (o,p)-bound with slope p; and hence pj, is not a minimum but an infimum. A
(o,p)-bound can nevertheless be obtained by taking a slightly larger slope.

Another point to note is that the existence of p; does not imply the existence of the (o,p)-bound. To
see this consider the case of a task with T}, = 2" and Cj,, = 2" 2. Notice that Sk(0,t) = Sk(0, A;C"n)
for t €A 5, Ak nt1]. The releases occur at Ay, = E?:_Ol 28 =27 — 1 and Sk(O,A;’n) =y",2/4=
(2"+! —1)/4. Thus

— Si(0,8) et —1) 1

1 = li -— = =
t—g—noo t n—1>1—}-loo 4. (2" — 1) 2

But because Sg(Akn, Ak n+t) = (2771 —1)/4, we have sup,, Sk(u,u+t) = +oo and thus no (o,p)-bound
exists.

Tasks, as they appear in real-world system, do usually not behave as in the particular case just
described; usually the limit p} can easily be computed and a (o,p)-bound with this slope exists. The
following proposition can often be used.

Proposition 2.23 If a unique MWAF is available for interval of maximal length y, i.e. Sk(u,u +
zyw) < Si(z) for all w and all u, but x < y then a (o,p)-bound with the following parameters exists:

ok = S (y) pr = Sg(y)/y- (2.34)
Proof: To prove (2.34), divide both sides of (2.28) by z = |z/y] -y + (x mod y). The left-hand side can
be rewritten as

Siy) - lefyl  Siy) - la/yl - (¢ mod y) Si(z mod y)

lz/y] -y lz/y] -y = lz/y] -y + (x mod y)

by splitting the first term into two. As z — 400 this expression tends to §,’;(y)/y. Now, since

Si(y) - lz/yl + Sz mod y) < Si(y) - = + Si(y),

< |8

the result is proven. B
The slopes pi of (o,p)-bounds on MWAF’s have some importance for the numerical computation of
response times bounds, see Corollary A.8 and Proposition A.9. Let us thus introduce:

ala)
. def — 537 () . def .  y def .
pe(g) = Tim —* ; p* = sup pr(q), &* = supbx(q).
t——+oo X qeQ qeQ
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Proposition 2.24 Let 8, = {5\(x) | ¢ € Q} be a family of exact MWAF’s. IfV ¢ € Q, j(q) < o

and there exist 61(q) € Ry so that S'\,gq)(x) < ok(q) + pr(q) -z Vo eRy and if p* < 0o and 6* < o0,
then p* = p* and p* is the smallest slope of a (o,p)-bound for the task.

Proof: The definition of §; implies that for each w’ there exists a ¢’ such that Si(0,z;w') < §,(cq’)(:v),
V z. Hence, pr(w') < pr(¢’(w')) and thus p* < p*. On the other hand, since it is assumed to be an exact
bound, there is for each ¢ an w and a u such that §,(cq)(x) = Sk(u,u + z;w).

Notice first that in general for given u,v € Ry, lim, oo (v+ f(x))/(u+2) = limg— 4 o f(x)/z. Now,
we can derive:

. ; ; . §(q)
lim Sk(u, t;w) — im Sk(0,u + z;w) — lim Sk(0,u; w) + Sk(u,u + z;w) — L Ok (a:)

t—+o0 1 z—400 U+ z—+00 u+x e R ¢

Thus, for each ¢ € @ there exists an w(q) such that pi(¢) = pr(w(q)). Thus, p; < pj and finally p* = p*.
Since 63, and p} are supposed to be finite we have a (o,p)-bound for all trajectories of the task process:

Sp(u,u +zyw) <o+ pr-z  YweQ, VueRy, Ve eR,.

Proposition 2.22 implies that pj is the smallest possible slope of a (o,p)-bound for 7. W

2.5 Highest Priority First Scheduling

So far we have only considered the effects of scheduling policies via the scheduling function II. In
this section we do a first step in the direction of defining concrete policies by introducing the class
of policies that allows only one task to use the processing unit at the same time. Such policies can
be described within the highest priority first paradigm (HPF). A straightforward example is the fixed
(or static) priority preemptive scheduling policy. There are many other policy where the processing
unit can be used by only one task at the same time: earliest deadline first (EDF), first in first out
(FIFO), Round Robin (RR), etc. To allow all this policies to be described within HPF, we introduce
a concept priority assignment, which attributes to each instance of a task a multidimensional priority.
This priority assignment enables us to write general properties, which are valid for every scheduling
policy of the class. In Section 4, we take advantage of this by deriving results that are common to the
timing analysis of all policies based on time independent priorities.

2.5.1 Motivation and definition

Consider a processing unit that can be used by only one instance at the same time, i.e. such that

Tl (t) € {0,1} and > ia(t) € {0,1}. (2.35)
k,n

In this case, the scheduling policy could be based on a mechanism that designates at each time exactly
one instance among those which are active. For this purpose we introduce a priority assignment T,
that gives the priority of every instance at any time ¢:

Tin(t) € P. (2.36)

To promote flexibility, the priority space (P, <) may be any set of totally ordered elements. For the
policies studied in this document we choose as priority space the set of R-valued sequences, with reverse
lexicographical order. ~ We write p < p’ to say that priority p is smaller than or equal to priority p’.
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For example: (1,1,4,9,2,...) < (1,1,3,5,6,...). The relation "p < p'", that is "p < p’ and p # p'" is
defined by

(D13 3 Pns o) < (Phy-ev s Ppy---) = Fib p;>p;and p; = pj, j <i. (2.37)

It can be seen that the smaller the index of a component, the higher its importance, and the smaller
a component, the larger its weight. Since the actually needed number of coordinates depends on
the context where they are used, we have chosen sequences instead of vectors. The less significant
components, which have no impact in a given context will not be written.

A priority assignment must be decidable that is such that at any time there is exactly one instance
with maximal priority among the currently active instances. This implies that the priorities of the
active tasks are totally ordered, but they also have to be different.

Definition 2.25 A priority assignment is said to be decidable, if
t € Ry, Tipm # Thr e such that W, (t7) > 0 and Wy (t7) >0 = Tpn(t) #Tww(t). (2.38)

Definition 2.26 A non-idling scheduled task process is said to satisfy the highest priority first rule
(HPF, for short) for a priority assignment I' if for all Ty ;0 # Trn and ¥V w €

Hk,n(t) =1 and Wkl’nl(t) >0 = Fk,n(t) = Dgt (t). (2.39)

The question that arises now, is under which assumptions about priority assignments the HPF-rule
determines a scheduling policy. This question is not only motivated by theoretical considerations. The
answer tells how a policy can be defined that will always work properly, meaning in this context that
the processing unit neither idles, i.e. does not execute any instance although tasks are pending, nor
tries to execute two instances at the same time, although it should not, see assumption (2.35). We do
not know which conditions are necessary, but we know a reasonable sufficient condition:

Definition 2.27 A priority assignment ' is said to be piecewise order preserving if for any finite
interval [to,t;] there is a finite partition ty < t1 < ... <ty such that for all T, T nr, % € {1,... , I}

Fk’n(tifl) > Fk/,n/(tifl) = Vzxe€ [t,',l,ti[ ka(:c) > Fkl7nl (z). (2.40)

Consequently, if a priority assignment does not satisfy this definition, then there exists an interval of
finite length where the priority order changes infinitely often. No physical processing unit can realize
such a scheduling and thus requiring the assignment to be piecewise order preserving is not restrictive
for applications. Thus, although this property is probably not necessary and only sufficient it is not
a loss of generality to consider only such assignments. Furthermore, the proof of Theorem 2.28 below
shows that such a scheduling can be constructed step by step, as a real-world scheduler would.

Theorem 2.28

For any decidable and piecewise priority order preserving assignment I' there exists exactly one non-
idling scheduling function II that satisfies the HPF-rule, i.e I' specifies a non-idling scheduling policy.
The scheduling function and the priority assignment satisfy the following identity:

Ve Mn(t) = Tw, o0 1] (0= T )500 - Trey e 0])- (2.41)
Ti i FEThyn

Proof: Remind that a scheduling policy must associate to each task sequence exactly one scheduled task
sequence . Let us denote T! C T§ the subset of non-idling scheduled task sequences satisfying (2.35).
The "e" stands for "exclusive". Thus we have to prove that to each (a, ¢,d) € Ty, can be associated exactly
one scheduled task sequence (a,c,d, ) € T™ which is non-idling and satisfies the HPF rule.
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Existence First we show how to construct from an element of Ty via (2.41) an element of T, i.e. satisfying
the basic assumption right-continuity, (2.10), (2.11) and (2.12) on page 10, the non-idling assumption (2.23)
and the “exclusive use” assumption (2.35). Furthermore it must obey the HPF rule (2.39). The construction
is by recurrence and based on a sequence of times {¢;}. Let

t() = min{Ak,O | k= 1m}

The required properties and (2.41) trivially hold on [0, ¢y][.

Now,

assume that on [0,¢;[, for some 7 > 0 the Il ,, are defined and satisfy the required properties and also

(2.41). Notice that via Wy ,(t1) = Sk (0,¢7) — fot Iy (u)du the workload Wi ,,(¢7) is defined on [0, ],
i.e. including ?;, because the value of II} ,, at ¢; has now effect on the value of the integral - a point being
a set of Lebesgue measure zero. We have to distinguish two cases, positive or zero processor load:

(i)

Wl..m(t;") > 0: Since the priority assignment is supposed to be decidable, there exists at ¢; a
pending instance 7y, with a higher priority than any other pending instance, see (2.38), i.e. such
that Wy ,(t1) > 0 and for any 74 v # Th

Wew(ti) >0 = Tpu(ti) > D (ti).

Thus at ¢;, 71, is the task to be executed, according to the HPF rule. Assume we would extend II
for x € [ti,t; + Wkn(t;")[ by Il »,(z) = 1 and Iy nr(x) = 0 if Tp ny # Tk . But as soon as there
would be a pending instance with higher priority than 7, ,,, this extension would violate the HPF-rule.
Thus, let

Xz' = {3}' > tz | 3 Tk:lynl - Wk’,n’(x+) > 0, Fk’n(]j) < Fkl,n/(x) }

be the set of instants where II;, ,(xz) = 1 would not be allowed. Let z; = inf(X;), with z; = 400 if
the set is empty. By definition x; > t;, but z; > t; is needed since otherwise, IIj ,(x) could not be
defined such as to be right-continuous at #;. The infimum of X; is the infimum of the times where
the priority of some pending instance becomes higher than that of 7 ,,. There a two case to be
distinguished:

— Instances which are pending at ¢;, i.e. with Wy ,,/(t) > 0, can contribute to X; if their priority
becomes higher than the priority of 7 ,,. By (2.40), this can only happen strictly after ¢;.

— Instances which are not pending at t;, can only become pending by being activated (strictly)
after ¢;.

Now, since by Lemma 2.5, the total number of pending instances in [t;,t; + Wy ,(¢])] is finite, the
infimum of the times x € X is strictly larger than ¢;, i.e. x; > ¢;. Finally, let

tit1 = min{ti + Wk,n(t?—), xl}

Since kan(tj') > 0, we finally have t;11 > t;. Now, for ¢ € [t;,t;11[ set I () = 1 and
g nr(t) = 0 for all 7 1 # Tg - The resulting scheduling functions are right-continuous on [t;, ;1.
Furthermore (2.39) and (2.41) hold at ¢; and also throughout ]t;,%;11[, since neither Ty, (+)>0).
T ot+)>0) mor Tiry ryery i(t+)] change their value. By construction, II; ;(t) = 1 implies
Wi j(t) > 0 on [t;,t;41] for any task 7; ;. The definition of the workload (2.14) on page 10, im-
plies (2.10) and (2.11). Furthermore, since only one task is active (2.12) is satisfied, too.

Wl,,m(t;") = 0: Let t;1 = inf{Ax, > t; | k = 1.m,n € N}. As above, using Lemma 2.5,
we have t; 1 > t;. For t € [t;,tir1[ and all 73, set Iy ,(t) = 0. Then also Wy ,(t*) = 0 and
hence equation (2.39) and also (2.41) will be satisfied for all ¢ € [t;,t;41[. By construction I ,, is
right-continuous and satisfies (2.10), (2.11) and (2.12).
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So far we have proven that the sequence of construction points is strictly increasing: ¢; < t;11. To complete
the construction by recurrence of II, it remains to prove that the sequence diverges i.e. that II is defined
for all t € Ry. Each construction point t; is either equal to an activation time or date of priority order
modification (case where ¢; = y;), or it is equal to an execution end (case where ¢; < v;):

Vi ElTk,n F (ti = Ak,n) or (ti = Ek,n) or (HTkl,n/ F [F/C,n(t_) < Fk’,n’(t_)] and [F]C’n(t) - Fk’,n’ (t)])

In an interval of finite length, the number of activations is finite, by (2.2) on page 7, the number of pending
instances and thus of execution ends is finite by (2.17), and the number of priority changes of active instances
is finite by (2.40). Thus an interval of finite length contains only a finite number of ¢; and thus the sequence
must diverge.

It implies furthermore that Il ,, is piecewise constant and thus right-continuous for all ¢. Since (2.41)
satisfies the non-idling assumption (2.23) and exclusive-use (2.35), the constructed task sequence is an
element of T
Uniqueness Assume for a task sequence (a, ¢, d) there would exist two different scheduling functions IT and
IT' satisfying (2.39). Let

to =1inf{t > 0| 3 7 : My n(t) # IO, (1)}

By the right-continuity of IT and (2.35) on page 21, we have also Il ,,(to) # IT; ,, (o). For all tasks 7;
ILi(t) = I, (1), t < to, but

W, ;(t) = Wi;(t) vt < 1o, (2.42)
because the workload depends on II through an integral, see (2.14). Two symmetric cases arise:
1. Hk,n(tO) =1 and H;cn(to) =0 2. Hk,n(tO) =0 and H;cn(to) = 1.

We only need to study the first. By (2.16), I ,(to) = 1 implies that Wy »(to) > 0 and Wy (o) > 0.
On one hand Il ,(to) = 1 implies T'y (o) > I'; j(to) for any other pending instance 7; ;, see (2.41). On
the other hand, II; , (t0) = 0 implies that there is a task 7; ; with II; ;(to) = 1 because of the non-idling
assumption. The HPF-rule implies then ' ,,(¢) < T'; ;(¢), which is a contradiction. W

A simple example of a piecewise order preserving assignment is I'y ,(¢) = (k,n), which produces
the fixed priority preemptive scheduling (Section 4.2). It is decidable, since never two instance have
the same priority and order preserving, because the order is always the same. If we had chosen
I () = k+ 1,n + 13, the resulting schedule would have been the same. More generally, different
aséignments can be equivalent in the sense that they produce the same schedule.

1 2
Definition 2.29 Two priority assignments T' and T', with values in priority spaces (Py,>) and (Ps, =)
respectively, are said to be equivalent if any pair of task 7y, # 7; j have at any time t the same priority
order:

1 2
Tin(t) = s j(t) © Ty, (2) = T7 (1) (2.43)

Proposition 2.30 For a given task process, two equivalent priority assignments produce the same
scheduled task process.

Proof: By contradiction, using (2.41). B
The fact that two different assignments can implement the same policy is actually a very useful fact
for the construction and analysis of complex policies.
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2.5.2 Some formulas

Consider the set of instances Hy, »(t) having a higher priority that 74, at some epoch t € [Ay p, Ey x[
where it is pending:

Hin(t) € {717 | Tij(t) = Tin(t)}. (2.44)

Let the corresponding set of instances with lower priority be

def
Lin(t) E {7 | Tij(t) < Tin(t)}. (2.45)
The only instance being in neither of the two is the considered instance itself, because of the decidability
assumption about the priority assignment. Notice that these sets only take the priority structure into
account, independently of activation times. Such a set can contain instances that have already been
executed before ¢ or that will be activated far after ¢. Recall the execution end formula:

Ek,n = min{t > Ak,n | Wk,n(t) = 0}.

It is based on the workload, which in general is the result of task activations and their scheduling.
In order to derive response time bounds, it is necessary to introduce WAF, because the worst-case
characteristics of tasks are given in terms of majorizing WAF, see Section 3. Workloads and WAF’s
are related via the scheduling function II, see equation (2.14).

Omne could try the following approach: since Wy, (t) > 0 implies IIz,  (¢) = 0, we have 1 =
My, ) (t) + g n(t). But the set of instances with a higher priority might depend on the consid-
ered instant ¢. An instance that is in My ,(¢1) but not in Hy »(t2) for t; < ¢2 might completely execute
during [t1,t2], or only partially or not at all. Thus, it is not possible to characterize My, (1) (t) in a
general way.

Another approach is needed to work around this difficulty: since Wy, (g, .)(Ekn) = 0, we have
Win(t) =0 Wim(t) = W, . )(t). Thus, the execution time formula can be rewritten as

B =min{t > Agp | Wim(t) = We, (D} (2.46)

which means that the execution end is the first epoch after the activation time, where the total amount
of pending work is equal to the pending work of instances with lower priority.

Now, for t €]A.n, Eknl, Win(t) > 0 implies Wy (t) > 0. Furthermore, because Il ,(t) = 0, the
non-idling assumption implies then Iy, (1) (t) +1Ilg,  (1)(t) = 1. Using this with the general formula

t2
Win(ta) = Win(ti) + Skt t2) — / g n(uw)du (2.47)

t1

derived from (2.14), leads to
Wim(t) = Wim(Akn) + St.m(Akns 1) — (= Akpn)-
Thus, the seeked execution formula making the WAF appear is
BEgp = min{t > A [ Wim(Akn) + St.m(Aknst) + Ak =t +We, ()} (2.48)
For the response time we obtain, by applying Lemma A.5:
Ry = min{z > 0| Wi_n(Akn) + Stm(Akns Akn +3) =2+ We, (4, 10)(Akn +2)} (249)

These formulas still contain workloads, which can only be transformed under further assumptions.
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The execution begin formula can be transformed in a similar way. From (2.20) on page 12 and (2.41)
on page 22 it follows that

By = min{t > Ay, | Wy, y(t7) = 0}. (2.50)

It means that the execution begin is the first time after Ay, where the workload of instances with

higher priority becomes zero.
Since Iy »(t) = 0 for t € [Ag n, B n| and Wi »(t) = C 5, the same formula also reads

Bip = min{t > Ay | Wi (t7) = Cpn + W, ()} (2.51)

Thus By, can also be seen as the first epoch after Ay, where the total amount of pending work is
equal to the execution time of the instance and the pending work of instances with lower priority.
Replacing W1 _,,(t") using (2.47), and (2.15) finally gives

Bk,n = min{t > Ak,n | Wl..m(Ak,n) + Sl..m(Ak,m t+) + Ak:,n =t+ Ck,n + Wﬁk,n(t) (t+)}. (2.52)
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3 Examples of tasks

Several kinds of tasks have been considered in the literature, in general with increasing complexity to
model more and more accurately real-world tasks. In this section we give their corresponding definition
in the framework of task processes. Notice that here, defining a task means: give the collection of
conditions that discriminate in the set of all possible task sequences T those sequences which are in
accordance with the task’s behavior. We shall do this for the types of tasks we have encountered in the
literature, and new ones combining their features. For each type of task we give a family of MWAF,
which will be needed for the timing analysis.

We distinguish independent tasks and dependent tasks. By "independence" we mean that the
defining assumptions do not involve more than one task at the same time. Examples are the peri-
odic tasks which have been extended to sporadically periodic task to account for inter-activation time
patterns, and to multi-frame tasks to account for execution time patterns. As synthesis of both, we
propose sporadic multi-frame tasks. Examples of dependent tasks are transactions and tasks defined
by a directed acyclic graph. These can be seen as high level tasks consisting of dependent sub-tasks.
Another example are tasks with mode change.

It can also be noticed that by the use of statistical inference, WAF’s allow even to characterize
tasks whose internal mechanisms are not known, see Section 3.4.

We will see that for a (sporadically) periodic task, a unique MWAF exists which is based on the
worst-case activation pattern which moreover is realized by the task. But a unique release pattern
which is worse than any other, does not necessarily exist. In such a case one can either divide the
set of all possibilities patterns into subsets, such that for each subset a worst pattern exists, so that a
family of MWAF can be found or one can use a unique MWAF which is then a conservative bound.
Using a family of MWATF’s, increases the accuracy of the bound, but the computational complexity of
the resulting analysis increases too. A tradeoff might be necessary to keep the analysis tractable, see
Section 4.6.3.

Timing analysis assumes that the temporal characteristics of task are known. To be concretely
applicable one must be able to determine these characteristics for a real-world tasks. Cycle times are
often chosen by the designer, see for example [14]. The tasks execution times depend on the speed of
the processing unit and also of the code that is actually executed when the task is invoked. In practice,
worst-case execution times (WCET) of tasks are often estimated with the help of a profiler, although
analytical approaches to worst case ezecution time analysis do exist, see for example [25].

3.1 Independent tasks

In Section 3.1.4, we define sporadically periodic multi-frame tasks as synthesis of two well known types
of tasks and derive (deadline based) MWAF’s. These tasks are characterized by two aspects. On one
hand, exact MWAF’s of the whole task set can be derived by examining each task independently of all
others, because their are no relations between them. On the other hand, all instances of the same task
have the same relative deadline, implying that (exact) response time bounds can be used for sufficient
(and necessary) feasibility tests. If instances of the same task can have different relative deadlines, as
with generalized multi-frame tasks, then subtasks must be considered (not always, but in general), see
Section 3.2.

3.1.1 Periodic tasks

Periodic tasks are at the basis of the seminal paper [22] by Liu & Leyland. In discrete time, a task
Tr € T is periodic with period T} € N, constant execution time Cy € N and constant relative deadline
Dy, if

Tk,n =Ty and Ck,n = C Ek,n = Ek Vn € N. (31)
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Consider a set of periodic tasks. If at least one task, 75 say, can start with different initial offsets,
which are given by the first activation time Ay o, then several trajectories are to be considered. The
h activation of Tk,n satisfies Ap, = Apo + n - Ty. If for each task, the possible initial offsets are
Ao €{0,1,... T — 1} and if all offset combinations are possible then Q2 consists of || =T1-... Ty,
different trajectories, which are characterized by the initial offsets A1, Ag,... Ay 0. In this example
a task process (A, C, D) is equivalent to a collection of concrete task sets, as defined in [18]. A concrete
task set is a set of periodic tasks with specified vector of initial offsets. To every possible vector
corresponds a trajectory of the task process.
It is often assumed that a real-world task 71 has a known smallest cycle time T}, a longest execution
time Cy and fixed relative deadline Dy, i.e. Vn € N

Tk,n >T,>0 (32)
Crn < Ci
Ek:,'n - Ekz

As in 28], we refer to these kind of tasks as sporadic periodic tasks. Notice that the periodic task with
constant execution time Cj and period T} does also satisfy this assumption. As a result their MWAF
is the same. Thus from the point of view of timing analysis, describing a task as sporadic task (even
if it has more complex behavior) is like using a periodic task as model for the real-world task.
Consider an interval [u,u + x[. Let Ay, be the first activation after or at u and Ay ,, be the last
before u + =, with deadline smaller or equal to w + d. Let ¢ = n; — ng + 1 be the number of instances
taken into account by Si(u,u + x,u + d). The amount of work of these instances ) Lo Ck,n 1s thus
bounded by i - C. Assuming there is a least one activation, the last activation takes place at

ni—1

Ay = Ak + > Thn 2 u+ (i — 1) - T (3.5)

n=ng

On one hand, Ay ,, < u+ = and on the other Ay ,, + D; €< v+ d. Thus, z_< 1+ z/T}, implying
< [#/T], because in general [2] —1 < x. Furthermore, i < 1+ (d — Dy)/Tk, implying i <
1+ |(d — Dy)/Ty], because in general || < z. Hence the demand of the task is bounded by

~ . d—D —
Sk(x,d):mln([%-‘,{ T, kJ-I—l)-C’;C d> Dy, x

V

0. (3.6)

For d — 400, we obtain Sk( ) = [z/T}] - C. This is exactly the demand of a task being activated first
at Ay 0 =0 and then at Ay n = n - Ty with execution times Ck n = Cr. Thus we recognize the critical
instance (22|, where all tasks are activated at the same time and with the shortest inter-activation
times.

Since for x € R, [x] < x + 1, we can deduce from (3.6) a (o,p)-bound with parameters

o = Cy px = Cr/Tk. (3.7)

3.1.2 Sporadically periodic tasks

Sporadically periodic tasks have been introduced by Tindell in his thesis [32] to model more accurately
the inter-activation patterns of bursty tasks arising in applications. A burst consists of at most Ni
activations with minimal inter-activation time T,gl) and maximal execution time Cj. The starting times
of two bursts are separated by at least T,El), the so-called inner cycle time. The time T,gz) is called

outer cycle time. It is assumed that Ny -T,gl) < TIEQ) in order to guarantee that the time between the
last activation of the previous burst and the first activation of the next burst are separated by at least
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Ny -CipH
O'kAz_i

T,gl) T]SQ)

Figure 3: Afin bound of a sporadically periodic task.

T ,gl). We define sporadically periodic task in our model axiomatically by the following conditions. For
alln e N:

Ckn < Ck (3.3)
Dy, = Dy, (3.4)
Apmrs > App + T (3.8)
ApniNg 2 Ak + T,SZ) (3.9)

Conditions (3.3), (3.8), and (3.9) determine the subset of all task sequences in T that can be realized
by sets of sporadically periodic tasks.

The (deadline based) MWAF for this kind of task are particular cases of Proposition 3.1, below.
They are equivalent to bounds on "the maximal interference from higher priority tasks", used in [31]
under FPP and in [26] under EDF.

The majorizing WAF, illustrated in Figure 3 together with a (o,p)-bound, is given by

v ([/TP7 1) . 7
Sp(z) = Cy - (([%w _1) - N + { (/T (]) V-7, w /\Nk) : (3.10)
Tk: Tk:

see Proposition 3.1 below. Proposition 2.23 with y = T,§2) gives

Ny - C,
Pk = % (3.11)
k

as slope of the (o,p)-bound and o} = Nj - Cy as additive constant. As can be seen in Figure 3, it is
possible to find a smaller value:

(2) (1)

T Ne—1)-T,

o =Np-C, - —£ ( k(2) ) Ty
jk

which characterizes better the burstiness of the task. For the stability condition however it is only
important to have the smallest possible slope.

A sporadically periodic task also satisfies conditions (3.2) and thus (3.6) is also a majorizing WAF
for the task, with T = T,gl). But the more important the difference between Ny -T,gl) and T,?), the
less accurate (3.6) is as a bound for a sporadically periodic task and the looser response time bound
that could be derived. Furthermore, even if the slope given by (3.11) is smaller than 1, i.e. the task
does not overload by itself the processing unit, it is possible that Cj/ T,gl) > 1, meaning that in that
case, using a periodic task to bound the worst case behavior of a sporadically periodic task does not
even allow to compute finite bounds.
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3.1.3 Multi-frame tasks

Multi-frame tasks have been introduced by Mok and Chen in [24] to represent more accurately task that
decode MPEG video. Under the MPEG standard, successive frames are not all encoded in the same
way. If intra-frame encoding is used, the encoded frame contains all informations to entirely rebuild
the picture, while with inter-frame encoding informations about the previous frame are used, which
reduces the size of the encoded frame, but also requires the previous frame for being decoded. The
size of encoded frames has an impact on the execution times of the corresponding decoding task. The
MPEG standard foresees a certain pattern of intra- and inter-frame encoding. In [24] it is shown that
the resulting execution time patterns of the real-world task are more accurately captured by so called
multi-frame tasks. It is shown that the multiframe task model improves the utilization bound of the
processor in comparison to the usual periodic task model. The authors also give feasibility conditions
based on an appropriate critical instant and show that the rate-monotonic priority assignment is
optimal for multiframe tasks. The latter result requires the assumption of relative deadlines being equal
to minimal inter-activation times Pj. In this section, we define multiframe tasks in the framework of
our model, but without restriction on relative deadlines. As a result of our timing analysis ( developed
in later sections) it is possible to compute response time bounds for multiframe tasks with general
deadlines and under any of the scheduling policies considered in this document. An optimal priority
assignment under FPP can be found by Audsley’s algorithm, see Section 4.2.5.

A multi-frame task is characterized by a vector of execution times C"k = (C,g, C,%, e ,C’,iw k_l) and
a minimal inter-activation time P,. Axiomatically they are defined by

Chn = CpmedMe (3.12)

Tin > P (3.13)

In a similar way as for periodic tasks, one obtains Sg(u,u + z) < ZL“;/%] Crmn- The first of these
execution times, C p,, could be equal to any of the components of C_"k Since the following execution
times only depend on Cj p,, a family of MWAF is 8) = {§,(c“°)(a:, d) i =0,..., M — 1}, where

~(i n+ig )mod M,
S d) = 30O Lo Ty e

]’\7. (3? d) Mp—1 Ny, (x,dymod My, —1 ( \
_ | 2R Z ol + Z O (ik+7)mod My
= k k

{ M J =0 =0

with
Ni(z,d) = min([z/P:], [(d — Dy)/ P + 1).

This family consists in one WAF for each possible case Cj ,, = C,i’“. In order to obtain a single
MWAF that is valid in every case one must take the maximum over all possibilities:

~ ~(7 P, NV - _
Si@) = max | S0() = HﬂJ O 4 g/ Prlmodii (3.14)
which leads to define a vector (CY, ... 7(;,]?/[ *~1) of maximal partial sums of execution times
def j+h
Cr= jzoma]\}/(fk—l C,lcmOdM'“. (3.15)
=

A task with Z;:O C’i = C} is called accumulatively monotonic in [24]. In that case, a unique MWAF

§,’;(a:) (3.14) represents the worst case release pattern, otherwise it is a conservative bound.

INRIA



A trajectory based modael

3.1.4 Sporadically periodic multi-frame tasks

In this section we define in our model sporadic multi-frame tasks as synthesis of the different types of
task described so far. We derive the corresponding MWAF’s which can then be used to derive response
time bounds under the different scheduling policies, which are treated in later sections.

Let C—"k = (C,(c), C’,i, . ,C’,iw ’“1) be the vector of execution times. As for sporadically periodic tasks
let T,gl) be the inner and TIEQ) the outer period, satisfying Ny -T,gl) < T,gz). A sporadic multi-frame
task is a task that satisfies

Dy, , = Dy (3.4)
Apngr = A + T (3.8)
ApniNg 2 Ak + T,Sz) (3.9)
Crm < OF0IMs, (3.16)

In the particular case where N - T,gl) = T,gQ), (3.9) is actually implied by (3.8) and has then no
additional effect.

Proposition 3.1 A family of exact MWAF"’s for a sporadically periodic multiframe task is given by
Sk = {8 (2,d) | ix = 0,... , My — 1}, where

]/\7 (Qj’ d) M;—1 ]vk(w,d)mode—l
~(3 ez, i i+ )mod M,
S/E: k)(xad) = {TJ . Z Cl+ Z C',g e+d) k
k =0 =0
with
Nio(z,d) = min(Ik( 2, [T, I(d— Dy, |(d - Dp)/TP ] +1 )),
and
. (2)
. . t—3g-T,
Ie(t,5) = J - N + {#-‘ N Nk.
h
A unique MWAF is given by
O ]Vk(:c,d) “Mp—1 | A(Ny(z,dymod My)—1 . <, def = Imod My,
Sp(x,d) = |GG with Cjf = j:of?%’}k_lgck :

Proof: Assume an interval [u,u + x[ contains at least one release of a task 7. Let Ay ,,, be its first release
and Ay, its last in this interval, satisfying also Ay, + Dy < u+ d. There are thus i = ny3 —ng + 1
activations of 75 in the interval and we have:

no+i—1
Sk(ua u+x,u+ d) = Z Ck,n . I[[ugAk,n<u—|—z] . ]I[Dk’ngu—l—d] = Z Ck,na
neN n=ng

which is increasing in i. The first step consists in deriving a bound on i. We have

ni—1

Ak,nl = Ak,no + Z Tk‘,n-

n=ng
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Starting from the first activation, we subdivide the releases into groups of Nj consecutive releases. The
last group may contain less than Ny, releases. Let j; = [i/Ni] — 1. Since for z € R, [z] —1 < z, we have
j1 - Ni < i. It implies that ng + j1 - Ny < n1 + 1 and thus

no +j1 + Nk, < n1,

a property that will be needed below. From (3.9) we can derive

. 2
Ak,n0+j1~Nk 2 Ak,n() +]1 N T]E )

Let jo» =i — j1 - Ni be the number of releases remaining after the first j; groups of Ny releases. There
is at least one such instance because jo» =i —j1 - Ny =i — ([i/Nx| —1) - N > i — (i/Ng) - N, =0
and thus jo > 1. The first of them is released at Ay po+j,.n,. Furthermore, since for x € R, [z] > z, we
have j; = [i/N] —1 > i/Ny — 1, implying i < (j1 + 1) - Ny and therefore jo =i — ji - Ny < Ni. Thus
1 < ja < Ni. We have

nyi—1

Ak,nl = Ak,n0+j1~Nk + Z Tk,n'

n=no+j1-Ng
Condition (3.8) applied to the remaining ny — 1 — (ng + j1 - Nx) + 1 = jo — 1 releases implies
. 2 . 1
Ak,m = Ak,n0+j1-Nk+j2 2 Ak:no +J1 'Tk(: ) + (]2 - 1) : TIE )'
Now, on one hand A, < u+ z and on the other Ay ,, + Dy < u+ d. Since A, > u, it implies

. . <z 1
T+ (G2 1) - 1Y { <d-D, EZZ)
The left hand side is a function of i through j1 = j1(7):

def

F(i) :jl(i)'T1§2)+(i—j1(i)'Nk—l).TISI) { <z (4)

<d—Dy (i). (3.17)

In order to derive the maximal possible value for i we prove that F is increasing in i. First notice that
J1(i + 1) = j1(i) + Qpw,)s), meaning that j; is increasing in i. We can derive then

implying F'(i +1) > F(i) + Tx(1), since T(2) > N - T (1). Now, since F' is increasing in i we only have
to find the largest value for i, for which (3.17) holds. We have to treat separately the two inequalities:

(i) Because of the term j;(7) -T,SQ), (3.17) can only hold if ji(i) < :c/T,g2). Then, since z < y for
z € Ny € R implies x < [y] — 1 the largest value is given by

xT
) < | = | - 1.
1 {TM
From (3.17) we deduce

() ) - TP
it UL SRR [%w i) N
k

using again x+1 < [z|, Vz € Ry. Since jo < Ni, we have on the other hand i < Ny + j7"%* (i) - Ng,
and thus we finally obtain

. oy def ., x — j1(i) 'TISQ)
i < Ix(x, 71(1)) = j1(i) - Np + T A Ng. (3.18)
k
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(ii) Because of the term ji (i) ~T,§2), (3.17) can only hold if j1(i) < (d — Ek)/TISZ). Then, since z < y
for x € N,y € R implies x < |y] the largest value is given by

L d — Dy
Ji(i) < {TJ .
Ty
By analogy we derive from (3.17) in this case i < Ix(d — Dy, j1(i)).

Thus, we finally obtain

i=n1—no+1< Np(a,d) € min( L(w, [2/TP1 1), I(d—Dy, [(d—Di)/TP]) ).

Having derived a bound on the number of activations, we still have to bound the sum of their execution
times. Notice that Cj ,, can be any element C}* of Ci. Hypothesis (3.16) implies in particular that any

sequence of M), consecutive execution times is bounded by Zjﬂi’co_l C’,Z. The number of activations Ny (z, d)

constitute at most Lﬁk(x,d)/MkJ complete bundles of M}, activations and a rest of ﬁk(x,d) mod M. :

ni1—no Nk(éﬂ,d)—l ) .
Sp(u,u+ z,u+d) = Z Ckno+j < Z C,i“““)m"de
Jj=0 =0

-~ Mp—1 (N (z,d)mod My)—1
- {MJ e TR ppameans
j=0 J=0

5 (2, d).

So far we have derived a family of MWAF’s. It remains to show that these bounds are exact, i.e. that for
each i there is a trajectory w € Q and a time u € Ry such that Si(u,u + x,u + d;w) = S,(;’“)(x, d). The
trajectory w with

Crm(w) = CPmeMe v e N

Ak,n(w) = {

n-T,gz) if n <1
Apn—iy, fn>ig

satisfies the assumption that define a sporadically periodic multiframe task, and thus is part of (A4, C, D)(2),
)

the set of task sequences of the process. Of course, u = iy, -T,§2 . Notice that we have chosen the outer
period T}gz) as inter-activations at the beginning of the trajectory. It is a simple way to ensure that on the

interval [0, i -T,Sz)], the assumption are satisfied.
It remains to derive a unique MWAF. Since

(N (z,d)mod My )—1 oty mod ip+(Ni (z,d)mod My )—1 (ymodns (Nemod )1
Lk TJ)mo k __ J)mo k (N mo k)—
E Cy = E Cy <Gy ,
Jj=0 J=

and Ni(z,d) is independent of iy, §};(x,d) is derived.
[ |
Notice that the activation pattern, underlying to 3\,(:’“)(33, d) is:

Apn = |n/Ne - T? + (n mod Ny) - TV (3.19)
Ch = Cletmmod My (3.20)
Din = Dy (3.21)
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Proposition 3.2 The smallest slope py, of a (o,p)-bound for a sporadically periodic task is given by

Ni - CMe?

Pk = .
My, - T

Proof: Let :S’\,gz’“)(x) = limg_. g,gi’“)(m, d) be the non deadline based version, with Ny (z) = limg_.co N (z, d).
We intend do derive

(k)
Pr(ix) = lim i (x)-

r—00 x

We have

Since in general t — 1 < [t] < ¢,

Ni(z) LEMT _ M ¢ G 4 < k() LEM Ly GMT,
Mk Mk:

First we will bound Ny (x). Since in general [£] > ¢,
v ([o/TN = 1) TP <o = (w/T) = 1) - T < 1.

Recalling that T,§2)/T,£1) > Ni, and using [t] — 1 < ¢ we obtain

-~ "N
Ne(@) € —= - N+ [T/ T AN, < 228 + N
70 70
k k

~

Furthermore z - Nk/T,gQ) < Ni(z). If we introduce this into the double inequality above, divide by = and
let © — +o00 then be obtain

ale My —1
pr(ix) = lim S (@) N G
@m0 My, - T

Furthermore, with 6y (i) = Cv’,iw’“_l we have a (o,p)-bound for §,(c”°)(:1:) Since pr(ir) and 6y (ix) are finite
and independent of iy, p; and 6; are finite and thus Proposition 2.24 applies, which proves the statement
of the proposition. H

Notice that in the context of finding a tight slope for the (o,p)-bound for a task, the parameter o
of the used (o,p)-bound do not need to be "as small as possible", only their existence is required. If
response time bounds are derived from (o,p)-bound, better results might be obtained by choosing o
tighter, which can induce a loss of accuracy on p.

3.2 Dependent tasks

So far, we have considered tasks which are defined independently of each other, by assumptions that
concern tasks separately. In this section we will consider assumptions in which instances of different
tasks are involved.

By examining types of task such as transactions, introduced by Tindell in [32], and tasks that are
defined by an directed acyclic graph (DAG), see [5] by Baruah or even generalized multiframe tasks
(GMF) [6], we can identify two kinds of constraints on activation patterns that we call offset constraints
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and sequencing constraints. In this section we give their definition in our model and show how to derive
a majorizing task process that takes these constraints into account. As illustration we apply the result
to transactions, generalized multiframe tasks and DAG-tasks. By doing this, we implicitly derive
some new results. For the considered types of tasks, mainly feasibility condition are known. We are
interested in response time bounds. It will be possible to compute response time bounds under EDF,
for dependent task; in [26], response time are only derived for sporadically periodic task. Furthermore,
it will be possible to derive response time bounds under FPP for GMF and DAG tasks, which is so far
limited to transactions [32]. The same applies to FIFO and LIFO.

Notice that the so called precedence constraints mean that an instance of one task must finish
its execution before an instance of another task starts to execute. This is for example required if
the first instance has to communicate informations to the second. Notice also that sequencing and
offset constraints only concern activation times. They do not have any influence on the order in which
pending instances are executed, because this is determined by the scheduling policy. Offset constraints
can not guarantee precedence relations, but can be used to realize them, see [1] for FPP and [27] for
EDF. See also [16], [29] for a policy based on fixed priorities, but with the additional constraints, that
a certain task can not be activated before some other task has finished.

3.2.1 Offset-relations

3.2.1.1 Introduction The critical instant [22] is based on synchronous activations of different
tasks. But if for some reason the activation times of two different tasks can never occur at the same
time or more precisely only with a minimal offset, then the sum of their demands as function of time
is always lower than after the critical instant. As a result, the preemption these tasks impose on lower
priority tasks is overestimated by considering the critical instant. The aim of taking offset constraints
into account is to obtain tighter majorizing WAF’s and thus tighter response time bounds. There
are several situations where the accuracy of response time bounds can be improved by taking offset
relation into account.

e Suppose for example that several preemptively scheduled tasks need a same critical resource,
i.e. a resource during the use of which task should not be preempted because otherwise it could
leave the resource in an inconsistent state. It can be possible to impose offset constraints on the
task activation patterns such that each instances of these task ends before another is activated,
making the use of semaphores unnecessary. It is the response time bounds analysis that takes
offset relations into account which allows to guarantee such properties.

o Offset constraints can be deliberately introduced to scatter the demands of tasks in order to reduce
response times, by making the critical instant impossible; because of the offset constraints, only
certain tasks are released at the same time.

e They can also appear naturally if for example two tasks need a common resource which after use
is not immediately available again for tasks of the set, because of an external actor that needs the
resource. To remain within the non-idling assumption, the second task must be released when
the external actor has released the resource, which implies a certain offset with the activation
time of the first task.

3.2.1.2 Definition In [32], Tindell has considered a task model called transaction, where recurrent
tasks, belonging to a certain group are activated with specific offsets. A transaction can be seen as a
higher level task consisting of sub-tasks that are not necessarily executed as soon as possible one after
the other, but at certain minimal temporal distances. We generalize the idea as follows.

Definition 3.3 Let with each pair of tasks (1y,7k) be associated an offset ¢y > 0. The offset
constraints specified by the matrix [¢y | are respected if every pair of instances (Ty g, Tk' n'), With
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n#n' if k =k, satisfies
A > Apt or At Z Ak + G- (3.22)

Sometimes Pk = Prk - Lz 1s needed.

Several points can be noticed. If ¢y pr = 0 (3.22) is actually not constraint. The offsets ¢y, 1 concern
consecutive instances of the same task; thus for a sporadic task ¢, = T}. Offset constraints give two
kinds of information. On one hand, they give by ¢, x, @ minimal distance between two instances ¢, n,
and 7y, n,, independently of the context in which they are activated. On the other hand, if some other
task 7, is activated between them: Ay, ., < Ag; ny < Aky o, then also a minimal distance depending
on the context can be obtained A, n, = Ak, ny, + Oy ks + Pk ko- If 00 a trajectory 7, is activated
between 7, », and 7g, n,, the minimal distance is

max(d’khks + Ok ks> ¢k1,k2)a

but only ¢x, k, if Tk, is not activated in between. This is of some importance for finding exact MWAF.
Notice that offset constraints must be chosen carefully to avoid contradiction with other assumption
such as those which define the tasks. For example, two strictly periodic task 75, 7; with equal periods
Ty = T; = P can not satisfy offset constraints given by ¢r; = ¢, = P.

Notice also, that with an additional constraint on the first activation times Ay it is possible to
represent systems of strictly periodic tasks with some fixed initial offsets, such as they have been
studied in [2] and [15]. We will however not consider such systems.

3.2.1.3 Majorizing task process The process (A, 6,13) that we construct below, is just a ma-
jorizing task process, with WAF’s that are not necessarily exact bounds for all kinds of offset relations.
But, for transactions and GMF-task they are exact MWAF, as we will see.

Recall that by definition, for each trajectory w € © and every interval [u,u + z[, there must exist
a trajectory ¢ € @ such that

Sk(uau +x,u+ daw) < §k(07xa da Q)

Consider a trajectory w after some time u and let us construct the corresponding majorizing trajectory
g. In general, the earlier an instance is activated, the larger the resulting WAF but offset constraints
can imply that a task can not be activated anywhere because of the presence of some other task.
However, if ¢y = ¢pr ) = 0, then the activations between 74, and 75 have no influence on each other.
Let us thus partition the set of task 7 into subsets G, (h =1,... ,g) with size m;, of related tasks:

h#h = G NGy=0
Tk € Gh, T € G, h#£ L = i = g =0.
Let 74, be a task of G, which is activated earlier than any other task of G, after u. For 7, , the earliest

possible activation time is u. Since 74, is the first task, any other task in 75, € Gj, can not be activated
earlier than u + ¢, &, i.e. there is no activation of 75 in the interval [u,u + ¢g, x|, implying

Sk(u, v+ z,u +d) = Sp(u+ dg, kv +x,u+d) < §,Ef’°)(ac — Ggu k> d — Ggy k)

assuming there is for each task a family of MWAF’s § = {S’Igz’“) |ig =0,..., My —1}. If g5, = k, then
the first arrival is not at ¢g, r = ¢q,.q, but at ¢3, ., = 0. We can thus choose as majorizing trajectory
q=1(q1,--- »qhs--- »qg>%1,--- ,1m), With activation defined by

~

S4(0,2,d;q) = S (@ — ¢% 4 d — 7, ) V. (3.23)
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3.2.2 Sequencing constraints

Offset constraints are not sufficient to capture certain behaviors of real-world tasks. They can not
express in general, that between each activation of a task 7, and the following activation of a task 7;
there must be exactly one activation of some other task 7;. It can be noticed that such a behavior
occurs with recurring branching tasks as introduced by Baruah in [4] to model task that can execute
differently, depending on the state of the system during the period where they execute. The task is
subdivided into subtasks which represent the (alternative) parts of the task. The possible combinations
of the parts and their order of execution can be expressed by sequencing constraints, as we will see.
We formalize such constraints by a matrix [ay x| with values in the set {0,1}. If ag p = 1, then an
activation of 7, can be followed by an activation of 74, but if oy, = 0, then some other task must be
activated in between.

More precisely: let the set of tasks 7 be partitioned into subsets G, of sizes my, such that

T = U Gn h#h: GunGL=0.
h=1

yeeesd

For each subset Gy, let with each pair of tasks 7, 7; € G) be associated a number ay; € {0,1} and

define A, def {ri € Gn|ar; = 1}. The set A, can be seen as the set of those tasks that can be
activated "immediately" after 7.

Definition 3.4 The sequencing constraints specified by the matrix [oy ;] for a group of tasks Gy, are
respected if each pair of tasks Ty, 7; € Gy, satisfiesVn,j € N

Ai’j < Ak,n or (3.24)
Ak,n < Ai’j, Qi = 0 = d7 € .Ak, peEN F Ak,n < Al,p < Az’,j-

Notice that a task process can only satisfy sequencing constraints if
A # 0 VEk. (3.25)

Notice also that at; = 0 does not necessarily imply Ay, # A;; for all n,j € N, i.e. there is not
necessarily an offset ¢ ; > 0. In the case Ay, = A; ;, the tasks that appear between 74 and 7; in the
sequencing constraint are also activated at Ay, = A, ;.

3.2.2.1 A majorizing task process Consider a set of tasks with offset and sequencing constraints.
On a trajectory w after some time u, the sequence of activation times of tasks belonging to a group G,
can be described by a sequence of indexes (k;,n;) in the order of their appearance

A n; < Ag

i4+1,Mi41

without omission. i.e. such that for all 4, 7, € G, and 7, € G, =V n, 37 F k; =k, n; =n.
Notice that Ay, ,,—1 is the previous activation of 7, before Ay, ,,, if it exists. The offset constraints
imply

. > maX(Aki—lm-;—l + Pki_i ki Akini—1 + ¢kukz) if Ap;mi—1 2 u
ng 2 .
v Ak 1miiy + Pk ks if Ag; ni—1 < u.

The sequences (k;,n;) are only those which satisfy the sequencing constraints. There are two cases
depending on whether the activation time Ay, ,,_1 of the previous instance of 7, is is situated after u
or before. In the latter case, the corresponding constraint induced by ¢y, r, is ignored because Ay, ,,—1
lies outside of the interval of observation [u,?.
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Notice that it is a deliberate choice to consider only the constraints due to the offsets ¢, |, and
Ok, k5 it leads to an exact majorizing task process for the kinds of task considered hereafter.

Let us now define the majorizing trajectory g. The construction will associate with each sequence
(k;i,n;) a trajectory ¢ based on the smallest allowed offsets between activation times. Without further
knowledge about the sequencing constraints we can not do more. The analysis will be refined for the
different kinds of task in Propositions 3.8, 3.9 and 3.10.

We need for each task the index of the first instance activated after or at u: ng;(u) = min{j| Ay, ; >

u}. Let i; def n; —ng, (u). If the trajectory space @ of the majorizing task process contains a trajectory
g with activation times for the tasks of Gj such that

aki,ﬁi = Ck-;,nk,;(U)-I-fli
0 ifi=0

Aki;'ﬁi = Aki—l;'ﬁi—l + Oki ks ifi>1,n,=0
max(Ag,_ya; g + Phiy ko> Aking 1+ Okk;) i1, ni>1

then it is indeed majorizing because flkm < Ak ny,. (w)+a; — w- The same must be true for all other
groups and thus a majorizing trajectory is a function of the different sequences {(k;, ,n;,)|in € N} for
the different groups G-

3.2.3 Transactions

Particular kinds of offset constraints appear if groups of tasks are executed as recurrent transactions
[32]. A transaction is based on a subset G of tasks. Each instance of the transaction consists basically
in one activation of each task of the group, in a certain order and with certain offsets. Tasks are not
necessarily activated in every transaction, but at least once in a certain number of transactions. In [32],
response time bounds are derived that take offset constraints into account under the fixed preemptive
priority scheduling policy. In this section we derive the corresponding family of majorizing WAF’s,
which will be used in later sections to determine response time bounds that take offset constraints into
account, for FPP as in [32], but also for EDF.

A transaction consists of a subset of tasks G = {7y, Tky,--- Tk} C 7.  The activation times of
each task 7, € G are determined by the activation times Ag , of the transaction and an offset ®g j:

TEEG: Vi, dnk Ak:,j = Ag}n + q)g,k:- (3.26)

It implies offset constraints between tasks. It is assumed that the offsets are smaller than the smallest
cycle time of the transaction:

Bg, <Tg Vi (3.27)

Definition 3.5 A transaction is said to be sporadic if there exists a minimal inter-activation time Tg:
Agni1 2 Agn + Tg. (3.28)

Conditions (3.28) and (3.26) imply for tasks of the transactions that they are sporadic with T; = Tg,
i.e. a task can not be activated more often than the transaction it is belonging to. Being part of
a transaction implies certain constraints on the inter-activation times of the task, but some freedom
remains. We can define a kind of task by the additional constraint: for two integers NV; < e;

Aij = Agn + Pg,i

!
= n —n| > e;.
AZ,]+N1 = Ag’n, _|_ (}g,l } | | =z “1
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Such a task is activated at most N; times in e; transactions. Thus, it satisfies the assumptions of a
sporadically periodic task with parameters

R S V< 320

The transactions defined in [32] correspond to N; = 1; task are then sporadic, with T; = e; - Tg. So far,
constraints only concern activation times but not execution times. In [32] a maximal execution time
is supposed. We will also consider multiframe execution times.

As example consider a periodic transaction G = {1, T2, 73} with Tg = 50.

e1 =1 ‘ ey = 2 ‘ e3 =1 5030 20
cclplestdasi (0w
g1= G2 = g3 = 30 10 50
The matrix [¢y 4] is derived using Proposition 3.7 below.
T % % % %
Ao A A1 A
Ty — }
Az Az
T3 % % %
As o Az As 2
g — : : :
Ago Ag Ago Ags
0 25 50 75 100 125 150 175 200

Figure 4: Offset relation due to transactions

In Figure 4 the beginning of some trajectory is shown. Notice that the activation Ags = Ag1 + 75,
it is not situated at the smallest possible distance from Ag ;. It can also be seen that the following
sequencing constraints are satisfied:

[ak,i] =

=)
- o o

1
0
0

But notice that they are actually a direct consequence of the offset constraints and thus [ay ;] is neither
needed to define transactions, nor to derive response time bounds.

Notice also that a transaction could be represented by a directed acyclic graph (see Section 3.2.5),
if for each task 7k, lcm{e; | 7 € G}/exr consecutive instances are modeled by different tasks (with the
same execution time and relative deadline as 1), then an equivalent DAG task can be constructed.
It has a period of Tg - lem{e; | 7; € G}. However, an analysis based on the transaction model is more
efficient.

One can also imagine other kinds of transactions:

Definition 3.6 A transaction is said to be sporadically periodic if there exist an integer Ng > 1 and
Tél),Téz) € R, satisfying Ng -Tg(l) < Téz) and such that

Agny1 2 Agn + Tél) AGning = Agn + Tg)-
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For tasks in such a transaction, (3.26) implies
71 _ (1) 72) _ p(2) N, = N
i g i g d g

i.e. they are sporadically periodic.
Independently of the type of transaction or task, the offset parameters are given as follows.

Proposition 3.7 Let tasks of a set T be part of (sporadically) periodic transactions Gi, ... ,G,. Tasks
are supposed to be part of at most one transaction: Gp N G, = 0. The offset parameters of tasks in
sporadically periodic transactions are given by

0 Pt {7, 70} C Gp
b, 0= ¢ - Tg, dh b7 C Gy and i =1
4 = @gh,i’ — q)gh,i dh {Tj,Til} C G, and q)ghﬂ' < Qgh,i'

Tg, + @g, it — Pg, i and ®g, ; > g, i

Proof: Let 7; and 73 be two different tasks of a transaction G. Let A; ; and Ay j» be some activation times.
Suppose Ai,j < Ail’jl. By (3.26) there exist n,n' such that A,’,j = Agm + (I)g,i and Ail’jl = Ag}nl + (I)g,i’-
Two cases arise

en<n': Ail’jl — Az’,j = Ag}nl — Agyn + (I)gﬂ'l — (I)Q,i > Tg + (I)g,il — (I)g,i.
e n=n'" Ai’,j’ — Ai,j = q)g’il — (bg,i.

The case n > n' can not occur. Otherwise, we would have Agn 2 Agn + T_C(ll). On the other hand
Agn+Pg i < Ag . + g v, implying then &g ;v — Dg ; > Tg(l), which is not possible because of (3.27). B

If we had not assumed (3.27), then instances of one transaction could actually be activated near
instances of a following transaction and because of (3.28) no offset constraint could be guaranteed.
3.2.3.1 Majorizing task process In thissection we will derive a majorizing task process (A\, 6, ﬁ),
that gives exact bounds on WAF, i.e. consists of critical instants.

Recall the majorizing task sequences given by (3.23). For (multiframe) tasks in (sporadically
periodic) transactions, the families of MWAF’s §; are provided by Proposition 3.1. To know if the
MWAF of this majorizing task process are exact bounds, we have to check if the activation patterns
represented by each ¢ € @) can actually be realized, i.e. if there exists a trajectory w € €2 which behaves
after some time u exactly as ¢ after t = 0.

The offsets ¢, , that appear in (3.23) induce

A\k,n = ¢qh5k + |_n/NkJ . TISZ) + (n mod Nk) . Tlgl),

for the activations on a majorizing trajectory ¢; compare with (3.19). The execution times and relative
deadlines satisfy (3.20) and (3.21).
Consider the trajectory w with activation times

Agh,n =MNn- Tgh
for the transactions and
A = bo, e+ [0/Ne) - T + (n mod Ny) - TV

for 74 € Gp. Because of (3.29), they satisfy (3.26). Let the execution times and relative deadlines be
given by (3.20) and (3.21) and thus this trajectory is part of (A, C, D) because all required assumptions
are satisfied.
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Now, since @g, k = ¢G,.q, + Pank + T, - Ljgy 1 <gg,, 1, Se€ Proposition 3.7, we have
Si(u,u + z,u + d;w) = S(t, d, q)

for u = ¢g, x +Tg, - ]I[¢g,k<¢g,qh]'
Thus, ¢ is a trajectory that can be realized by (A4, C, D), i.e. using ¢ gives exact bound. We have
now proven the following:

Proposition 3.8 The task process (;1\, 6’, ﬁ), with trajectories defined for 7, € G by

~

def (¢ * *
Sk(O,-’L‘, da q) = Sl(c k)(x - ¢qh,k:a d— ¢qh,k) Vka

where ¢ = (q1,--- ,qh,--- ,qgs%1,--- ,im) With g, € {1,... ,mp}, ix € {1,..., M — 1} and S,(:’“)
are given by Proposition 3.1, is an exact majorizing task process for a set of sporadically periodic
transactions consisting of multiframe tasks.

It remains to determine the pi. We have

=My, —1
. e alis) A g Nk O .
pre(q) = lim S (x — ¢g, ) = lim S * (1) = ———— = pp,

Jm Sy an Am S5y M, 'TIEQ) k

using Proposition 3.2 and the fact that the limit is independent of i, and g,. With 6(q) = 6% = Cv’,iv" k_l,
a (o,p)-bound is obtained for all ¢ € @ and thus by Proposition 2.24 implies that pj is the tightest
bound.

The size of trajectory space @, that is the number of different majorizing trajectories, contributes
to the complexity of the numerical computation of response time bounds. It is thus important to
know this size. As can be seen from the definition, a trajectory ¢ depends on the tasks 74, ac-

tivated first in each transaction G, and on an appropriate MWAF §,(;’“) for each task. Therefore,
¢ =(q1,---+qny--- 14gs015--- »im), with g, € {1,... ,mp} and i € {1,... , M} — 1}. The different
components being independent, we have

1Q=my-...-mg-My-... My, (3.30)

which is a finite number. Notice that 2 has usually not a finite size. The size of @ is finite, but expo-
nential in the number of tasks. With M = maxy M} and given that Zzzl myp = m, Proposition A.10
implies

m m

g
@l < (2) <um e,
9

It shows that the number of trajectories is the largest for a given number of task, when m/g = e, i.e.
all transactions contain 2 or 3 tasks, since e = 2.72.

If exact bounds are not required, then it is possible the reduce the size of (). If instead of families
of MWAF &, unique MWAF’s §,’: are used then |Q| = my -...-my. The complexity due to different
offset patterns can also be reduced, see Section 4.6.3.

3.2.4 Generalized multiframe tasks (GMF)

The definition of multiframe tasks impose the same minimal time Pj between all successive activations
of its frames. Furthermore relative deadlines are supposed to be equal to P,. The aim of defining
generalized multiframe task (GMF) [6] is to allow different minimal offsets between frames and to
weaken the assumption on relative deadlines.
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We define a GMF-task as a subset G, = {70, 71,... ,Tm, } C 7 of tasks. To simplify notations, we
assume that G, consists of the my, first tasks of the set. For each task 7, € G), a worst-case execution
time C}, and a constant relative deadline Dy, are known :

Dy, = Dy, (3.4)
Chn < Cr (3.3)

The tasks have to be activated in a certain cyclic order that we will express by sequencing constraints:

io =k, iy =k

, Jig,... .4 F -
Y Ti, T € G, 205+ 52U i, =1 j=0,...,1—1.

(3.31)
41
It means that between any two tasks of G, there is a path which is allowed by the sequencing constraints.
Furthermore, each task can only be followed by one other task:

A = 1. (3.32)
Offsets are supposed to satisfy
Thy TinTj € G Qg = a5 = 1 = br,j = ki + bij- (3.33)

The defining assumptions imply the following properties: because of (3.25), the assumption (3.32)
implies a cyclic activation order containing each subtask once. Furthermore, only the mj different
offsets ¢y ; for which ay; = 1 need to be given, all other being implied by (3.33). It can thus be seen
that our definition is equivalent to the one given in [6].

The defining assumptions also induce for each task a certain minimal cycle time

Ty = Qg = Z Gij - g, (3.34)
T, Ti€Gh
corresponding to the sum of the offsets of the sequence of activations of other tasks two successive

instances of 7. It is the same for all tasks. We called it minimal cycle time of the GMF-task:

Tg, o ¢k, It means that subtasks (=frames) of GMF are sporadic tasks with the same period.

3.2.4.1 Majorizing task process

Proposition 3.9 The task process (//1\, C, 13), with trajectories defined for 1, € G}, by

. z— g d—¢* ,—D
Sk(o,x,d;@:minq ”H fnk ’“J+1>-Ok VE, (3.35)

Ty, Ty
where ¢ = (q1,.-. ,qn,--- ,qq), Is an exact majorizing task process for a set of GMF-tasks.

Proof: Consider a trajectory w after some time u. Let 7, denote the task that is activated earlier than
any other task of G;,. Because |Ai| = 1, there is exactly one possible activation sequence (k;, ,n;, ) for the
tasks of G,. Since T}, = ¢y 1 we have for 7, € G,

X

Sk(ua u+x,u+ d’ W) < :9\;(.7) - ¢;h,k7 d— ¢;h,k)7
with S¢ given by (3.6) and ¢ = (g1, ... ,¢4). Because of (3.33), the instances of each task can actually be
activated periodically and thus, (3.35) defines a majorizing task process with exact MWAF. B
It can easily be proven that for the MWAF’s given by (3.35), the smallest slope is ¢; = Ci/T}.
Remark: The demand bound functions dbf used in [6] to express a feasibility condition for GMF-tasks
under EDF, are related to (3.35) by
dbf(7g, z) = sup §k(0,x,w; q)-
q€@
The family of MWAF’s extends the concept of demand bound function so that also (exact) response
time bounds can be computed.
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3.2.5 Directed-acyclic-graph tasks (DAG)

The aim of introducing tasks that are defined by a directed acyclic graph [5] (DAG), or also recurring
branching tasks, is to remove assumption (3.32), i.e. is to be able to represent alternative activation
sequences of subtasks.

In Figure 5 we show the DAG-task example given in [5] with the corresponding notations of our
model. FEach vertex represents a subtask and each edge from a task 7 to a task 74 corresponds to a
parameter oy, = 1. Paths along the edges of the graph determine the different possible activation
sequences. Each instance of a DAG task starts with a unique subtask, which we denote 7y and ends
with a unique subtask, that we denote 7,,,,. In the corresponding graph, 79 appears as source vertex
(no incoming edges) and 7,,, as sink vertex (no outgoing edges). It is assumed that from 7 any other
task can be reached. With each edge is associated a value, which we denote ¢ ;s if the edge goes
from 73 to 7. It represents the minimal time between to activations of 7, and 7. With each vertex
are associated the subtasks worst case execution time Cj and its relative deadline Dy. An additional
constraint is that two successive activations of 7y, must be separated by a minimal time that we denote
Tg, -

In our model we define a DAG-task as subset G, = {70, 71,... ,7m, } C 7 of tasks, with specific
offset constraints and sequencing constraints. For each task, the worst-case execution time Cj and the
relative deadline Dy, are given. Two tasks play a particular role: all instances of the DAG-task must
end with 7, and (re)start with 79. More precisely, 7,,, can only be followed by 7y and after some
minimal time ¢,,, 0. Thus, the sequencing constraints must satisfy

A, = {10} (3.36)
and no other task can be followed by 79, i.e.
ko =0 0 <k < mp. (3.37)

Notice that the sequencing constraint (3.36) does not appear as an edge in the DAG.
Furthermore, any path allowed by [o /] that returns to the same task must pass through 7,,, . For
0<k<mp:
w=14==%

(igy ... ,41) F Qi =1 j=0,...,0—1 = Ire{0,...,l1} ki, =my. (3.38)

For pairs of tasks with oy ; = 0 the corresponding offset is to be chosen neutral:
ag; =10 = ki =0, (3.39)
except for the offset between instances of the subtask 7y
ago =0 ¢0,0 = Tg, - (3.40)

Notice that ¢; = 0 does not necessarily mean that an instance of 74 could be activated at the same
time than an instance of 7;, because of the interaction between offset and sequencing constraints. The
offsets concerned by (3.39) are chosen to be zero because they are not needed to define DAG-tasks.

It is assumed that the period of the DAG-task is given by Ty, , i.e. the minimal time between
two activation of 79 induced by the different possible path must be shorter than Ty, . The amount of
work corresponding to the subtasks activated between two successive activations of 7y is supposed to
be exactly bounded by Cg, :

; . -1
to=1t =0 Zj:O ¢ij,ij+1 < Tgh
(t0y-.-,01) F Qi =1 j=0,...,0-1 = (3.41)
i #0 r=1,...,1—1 >4 Ci; < Cg, .
To be an exact bound there must exist a sequence (i, ... ,i;) such that Zé-_:% Ci; = Cg,.
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Umy,,0 = 1

¢mh,07 ¢0,0

(Co, Do)

0,2

Figure 5: DAG-task.

3.2.5.1 Majorizing task process The sequences Ay, ,, of activations that can be observed on a
trajectory w after some time u, are only those that satlsfy the sequencing constraints and those only
who need to be considered for the construction of (A, C D) But with DAG-tasks, the majorizing task
sequences can not be characterized by a finite set of parameters with finite range, as it is the case for
GMF-tasks. Recall that for a set of GMF-tasks majorizing task sequences are exactly determined by
be tasks activated first in each group, see (3.35). Nothing like this is true for DAG-tasks and thus
(A, C , 13) consists of infinitely many trajectories. However, it will appear later that for the computation
of response time bounds, MWAF’s only need to be defined on intervals of finite length, see Remark 4.4
on page 52. On any finite interval [0, L] only finitely many trajectories are different one from another.
Their number can be estimated given the number of different possible paths between 7 and 7,,,. Let
this number be b,.

Because of assumption (3.38) and (3.41), subtask 7 appears periodically in the activation sequence
for each ¢ and at fixed distances Tg, . The interval [0, L] contains at most 1+ |L/Gj | activations. Since
furthermore there are by, different possible paths between two successive instances of 7y, there are thus
at most

2+|L/G
p+LL/On)

different majorizing trajectories ¢ on [0, L]. From Section 3.2.2.1 we derive:

Proposition 3.10 For a set of DAG-tasks the exact majorizing task process (fl, 6, ﬁ) consists in all
possible trajectories ¢, that satisfy for a 7, € G, the following:

Cem=Cr VYn,k
Dim = Agm+ Dy VY, k

0 ifi1=0
Ak-;,ni = Aki—l,ni—l + ¢ki—1,/€i ifi>1, k; # 0 ork;=0,n;=0
Agp; 1+ T, ifk; =0, n; >
Tk, € Gn Faki;ki-kl =1VieN
n._{o ifk; £k Vj<i
" | 1+ max{n;|j <4, kj =k} otherwise .
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Proof: Recall the majorizing task sequences constructed in Section 3.2.2.1. Since ¢, = 0 if k; # 0 and
because of (3.41), the sequences of activation times can be rewritten as stated. B

3.3 Mode change
3.3.1 Introduction

The functions a real-time system has to provide may change over time and consequently the task that
implement them can change too, as the system moves from one mode to another. Timing analysis,
adapted to mode changes, has been derived in [30] for periodic tasks scheduled under fixed preemptive
priorities; in this model tasks may be removed or added to the current set and priorities can be changed.
Furthermore, task characteristics may vary. In this section we are only interested in changes of task
behaviors.

The analysis developed in [30] is equivalent to using a unique MWAF, i.e. a conservative bound by
taking the supremum of MWAF over all possible cases that could arise in the analysis of a response
time bound. We consider the case of mode changes to illustrate the concept of family of MWAF. In
[30] tasks where supposed to be periodic; we remove this restriction on the type of task. Tasks can be
of any type, provided a MWAF (or a family of MWAF) for each mode is known. These tasks being
always more or less accurate models for real-world tasks, it improves the usefulness of the model.

An important consequence of this section is an immediate extension to all other policies considered
in this document, because the timing analysis of policies we derive in following sections are only based
on MWAF and not on types of task. In [30] it was assumed, in order to simplify the analysis, that
Dy < Agnt1, ie. every instance of a task finishes before the following instance is released. We will
see that using a family of MWAF allows to remove this restriction.

3.3.2 Definition

We consider a task with two different modes. The analysis can easily be extended to more modes.
In [30] it is implicitly assumed that during the execution of an instance, any preempting task can
switch at most once between modes, which is like assuming that tasks remain in the same mode for a
sufficiently long time, as for example the maximal length of a processor interference period. To obtain
a general theoretical result, we will introduce the minimal time a mode can last.

We represent a task with two modes by a subset of task G = {71, 72}, mainly because in each mode
the task could have a different relative deadline. We assume that for each subtask a family of MWAF’s
are known:

L= {8 (@, d) ¢ e @} 8y ={58(x,d) | g2 € Qs}.

For notational convenience, we suppose the S(ql) to be defined for z,d € R with S (ql)(:c d)=0ifd <0
or z < 0. Let A; 1, Tesp. Agl denote the times where the mode change from 2 to 1, resp. 1 to 2 occurs.
We assume that the task remains for at least 7; > 0 in mode 1 and for at least 75 > 0 in mode 2.
With e = T4, - 4,, this can be written as

A+ T < Agpye and Aoy +To < Apjyie.

Furthermore, we assume a minimal time between the last release time in a mode and the first release

time in the following mode, see Figure 6. In [30], the authors have assumed that the first release of
following mode can not occur earlier than would a release of the previous mode i.e. T(:?) = T} and
T2 = Ty, Since we do not make any assumption about the type of task, we consider these times as
additional parameters to be given.
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Figure 6: Minimal times related to changing modes.

3.3.3 A family of MWAF's.

On a trajectory w after some time u we can observe a certain sequence of mode changes, but there is
no way to foresee which trajectory will be worse than others. We will derive a family of MWAF’s.

We limit the interval of observation to [u,u + z[ with = < % def min(77,T3), so that at most one
mode change can occur in the considered interval. We discuss the extension to longer intervals later.

To start with, assume the unique mode change is from mode 1 to mode 2 at AQJ. Let u+xo = Az
be the first release in mode 2. Notice that our analysis will be based on this release date, rather than
the date of mode change itself as in [30]. To write the bound, we divide [u,u + z[ into two parts,

: Sla) ;
< <
Sl(u,u-l-:z;,u-i-d):{ Si(u,u+z,u+d) ifx<x <{ Sy (x,d) iz < x

Si(u,u+zo,u+d) if x>z §§q1)(xo,d) if z > zg

. o -~ def S(q1,n
= min(5{ (2, ), C1%), ) & S (2, a),

where n; = max{n | qu;) < zg}. For 5 we have

0 if x <z

Sz(u,u+x,u+d):{ So(u+zo,u+z,u+d) if x>z

_ §§q2)(x _ 14(1?711)1 _ T(I’Q),d _ fig‘f’é)l - T(1,2)) def §§Q1,n17¢12)($’ d).

The MWAF’s for the case where the mode change is from mode 2 to mode 1 at 141,1, are obtained in a

similar way and will be denoted §§q2’"2)(m, d) and §§q2’n2’q1)(:1:, d). As can be noticed, the range of n;
and ng is limited because the interval of observation [u,u + xg| is limited. Thus, let

n{) = min{n | Ag?;b)l + 702 > 20} n® = min{n | flgﬁ)? + T > 20}
Thus the family of MWAF’s for G = {71, 72} is given by

8= {gk(.ib',d, q) ‘ k € {172}7 q= (]-aQIanlaQZ) or g = (27Q2,n2,Q1)}

R §(Z2az3)(x d) it 1 =k
S CU,d; R15%2,%3,% = o ’
& ( (21, 22, 23, 24)) { S}(cm,z&z‘i)(x,d) if 1 #k

G EQL, 2 €Qy 1< <nM, 1< ny <n®.

Let us consider the following example of a task that behaves like a sporadically periodic task in
one mode and as a multiframe task in the other mode.
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Figure 7: WAF in two modes and the corresponding MWAF

mode 1 | ) = 4 Di=14 TV=16 T =40 N, =2
mode 2 | Cy = (3,2,1) Dy =20 T} =10

The WAF’s are shown in the upper part of Figure 7. We have chosen 702 = T(21) = 10. In the
lower left figure is depicted F5 = §k(x, d,(1,q1,4)) = §§q1’4) (z,d) + §§q1’4’q2)(:1:, d), the case where the
first five activations (0,1,2,3,4) are part of mode 1 and the following are part of mode 2.

We have assumed that #y is smaller than the longest interference period such that there is only
one mode change possible. If the assumption does not hold, then one must also consider all possible
scenarios of more than one mode change, but this is likely to become very complex. Another solution
could be to merge the two tasks into one, and to derive a more conservative bound. With 5 (z,d,q) =
§1(:c, d,q)+ §2(a:, d,q), ¢ € Q we have family of MWAF for all intervals [u, u + z[ for < to. With the
help of Proposition 2.14 the MWAF’s can be extended, for x € R. Notice that with this approximation
it is not anymore possible to distinguish between the two modes, which implies that for testing feasibility
the shorter deadline of the modes must be used. A further approximation would be to replace the family
of MWAF by a unique MWAF §*, which is shown in lower right graphic in Figure 7 as MWAF. Notice
that it is not simply the maximum of the majorizing WAF’s of both modes. Furthermore, it has an
arbitrary shape in the sense that it is made up from activations with shorter or longer inter-activation
times than the minimum of both modes. The same holds for execution times.

3.4 Tasks with arbitrary activation patterns

To illustrate further the concept of majorizing work arrival function, consider a sample of activation
and execution times on an interval [tg,t1[. One could build the WAF Si(a,b) for all g < a <b <t
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and define si(x) = maxy <i<t; Sk(t,t + x). The function si(z) would be a majorizing WAF at every
point of the interval [tg,t;[. Since a WAF on some interval is worse if the first arrival takes place at
its beginning. Thus, we actually have

Sk(x) = max Sk(Ak n, Akn + ).
k,n
One could use a more precise characterization of these tasks by deriving a family of majorizing WAF’s
based on offset constraints. For this purpose, the starting times ¢t must distinguished according to the
first task being activated. The first being 7, the majorizing WAF is

§1(gq)(x) = max Sk(Agn, Agn + ).

q,n

3.5 Remarks

It can be noticed that (families) of exact MWAF’s use so far are characterized by the following fact: in
any time interval [u, ¢[, cumulated demands from the first to the 7** instance in the interval are bounded
by the cumulated demands of the first ¢ instances of the MWAF; furthermore, the time elapsed in the
interval until the release of the i instance is longer than release time of the i** instance of the MWAF:

Ck,no +...4+ Ck7n0+1'_1 < 616’0 4+ ...+ akﬂ-_l (3.42)
<

u+ Agi—1 < Agngti-1,

where 7y, is the first instance of 73, activated after w. This is the reason why for example in the
proof of Proposition 3.1 the number of instances and the corresponding amount of work are bounded
independently of each other. These MWAF could be described as follows: Make the first instance
arrive immediately, the following with smallest possible inter arrival time and all instances with largest
possible execution time. However, Definition 2.12 does not imply the above described properties. Being
more general, it allows for example a MWAF with smaller execution times than the WCET, provided a
larger number of releases happen in a same period of time. As can be seen in Figure 8.a, the properties
(3.42) are not satisfied. A MWAF could also consist of fewer releases than on any interval of the same
length, provided the execution time are longer than the WCET, see Figure 8.b. The generality of
the concept of MWATF is fully exploited by MWAF’s that are conservative bounds, as for example the
unique MWAF for a task with mode changes. See also Section 4.6.3.

Si(u,u + ) Sk(u, u + )

(a) (b)

Figure 8: Examples of majorizing work arrival functions.

Notice also that whether the timing analysis for a certain kind of task is based on exact MWAF’s
or not is not the most important point for the practical use, since the chosen task model itself is a
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more of less tight (conservative) approximation of the behavior of the real-world task. Also, that a
feasiblilty test is necessary and sufficient or only one of them, depends on the underlying task model.
For instance, the test p;.,, < 1 on the load (=utilization factor) of a task set is a necessary and
sufficient feasibility test under EDF if task are periodic and have deadline equal to their period. In
case of shorter deadlines the test is not sufficient anymore. For the practical use of feasibility tests it is
more important to be able make an efficient compromise between accuracy and complexity. We return
to this problem in Section 4.6.

An important point to notice is that the timing analyses developed in subsequent sections are based
on equation (2.26) only, i.e. are valid for any kind of MWAF, whether the MWAF is exactly the worst
case behavior of a task or if the task can never exactly behave like the chosen MWAF or not. The latter
is typically the case when the MWAF is a supremum of several WAF, of which none is everywhere a
bound for all others. For the timing analysis it means in particular that the concept of (majorizing)
work arrival function allows to develop aspects which are related to behaviors of tasks separately from
aspects that are related to the scheduling policies.
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4 Time independent priority functions

Under the assumption of time independence the priorities of instances are fixed. This is not to be
confused with fized preemptive priorities (FPP), which are a particular case, see Section 4.2. If the
priority of an instance is for example given by its absolute deadline, then it has a time independent
priority, because the deadline is a constant. At the task level however, the priority assignment is not
time independent, since each instance has a different absolute deadline.

We will derive timing analysis for four examples of policies that are based on time independent
priority functions: fixed preemptive priorities, earliest deadline first, first in first out, and last in first
out. But before this, in the following section we will carry out the timing analysis as far as the time
independence hypothesis allows. This will show similarities between these rather different looking
policies.

4.1 Generic formulas

In this section we continue to develop the response time equation (2.49) under the additional assump-
tion of time independence, i.e. Ty n(t) = I'y,(0) for all . In this case, the sets of higher or lower
priority instances are time independent as well:

Hk,n = Hk,n(o) ‘Ck:,n = ck,n(o) (41)

Such policies are necessarily preemptive, because as soon as an instance is activated a currently ex-
ecuted instance with lower priority must be stopped to satisfy (2.38). As soon as no instance with
higher priority is pending anymore, the execution of the stopped task continues, due to the non-idling
assumption.

Consider again (2.49). For a task 7; ; € Ly, we have II; ;(t) = 0 during the interval [Ay ,, By 5[
and thus for all ¢ < Ey,, — Agpn:

Wep oAk +1) = We,  (Akn) + Sey (Ak s Ak +1).

It means that we can omit the functions related to lower priority tasks because their demands have no
effect on the scheduling while 7y is active. If we decompose Wi ,,, and Si ., the functions indexed by
Ly, appear on both sides of the equation in (2.49) and can thus be removed.

Introducing Zy ,, def Hipn U{7kn} we can then rewrite the response time:
Rk:,n = mln{t >0 | WIk,n (Ak,n) + SIk,n (Ak,na Alc,n + t) = t} (42)

Notice that Wz,  (Akn) = Way,, (Akn), because 7y, is not yet active before Ay ;. This response time
equation shows that while an instance is pending, the demands from lower priority tasks have no effect
on the scheduling and consequently also no effect on the response Ry ;. Similarly we have

Ekﬁ = min{t > Ak:,n | WIk,n (Akm) + SIk,n (Ak,nat) + Ak:” = t}. (43)

Remind that we want to derive response time bounds. The WAF Sz, =~ can be bounded given the
majorizing WAF’s introduced in Section 2.1.2. To see this, subdivide the set of instances 7 ,, according
to the task to which the instances belong. Whatever the priority assignment is, the subset of instances
of a task 7; is a subset of all instances of the task and thus the WAF of the subset is bounded by S;,
which is in turn bounded by some §§qi). Depending on the policy, Z; ,, has a particular form for which
a more specific majorizing WAF’s could give a more accurate bound, but the underlying idea remains
the same.

It remains Wz, (Agn), which we try to eliminate because it is the result of the work arriving before
A, and the scheduling policy, and can thus not directly be bounded using MWAF’s. As we will see,
its value does not depend on the whole past before Ay .
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Definition 4.1 The time Uy, satistying

Uk,n < Ak,n, WIk (Uk,n) =0 and Uk,n <t<gK Ak,n = WIk,n (t) >0 (4.4)

is called beginning of the interference period [Uy n, By [ associated with the nt? instance of task 7.

The term interference is motivated by the following proposition, which shows that the response time
only depends on the activations after Uy, ,, of instances in 7, ,,. These instances have an influence on the
execution of 73, via a positive workload WIk,n (t). Any instance activated before U n has necessarily
finished before Uy, and thus can not interfere with 74 ,. Instances of tasks with a lower priority have
no influence at all, wherever they are activated.

Proposition 4.2 Under time independent priorities, the execution end of an instance can be
written independently of workloads:

By = min{t > Ug | S7,,, (U nyt) + Upn =1 }- (4.5)
Proof:
Consider (4.3) under the form (A.5) on page 89 with zy = Ay, and
fy) =Wz, (Agn) + 570, (Akns y)- (4.6)
We intend to apply Proposition A.6 with yy = Uy ,, and
9(y) = Sz, Uk ns ) (4.7)

For y € [Uk,n, Ekn[ consider Wz,  (y) and write it using (2.14) as
Y
Wi, (1) = Wa, . (Us) + S50, Ue) — [ Tha, ()

By Definition 4.1 WIk,n(Uk,n) =0 and WI,M(u) > 0 for all w €)U pn, Akn]. The non-idling assumption
implies ITy_,(u) > 0. But for 7; ; & T ,, we have II; ;(u) = 0 since the pending instances in Z , have a
higher priority than 7; ;. Thus, Tlz,  (u) =1, implying

WIk,n (y) = SIk,n (Uk,n, y) —y+ Uk,n-
Using this for with y = Ay, gives

f@) =Sz, Uk n, Akn) — Akn + Uk + Sz, (Al s ¥)
= SIk,n(Uk,”H?y) - (Ak:,n - Uk,n)-

Thus, for [/ES [Uk,mAk:,n[
f) +z0 —yo =57, ,(Ukn,y) = 9(y)

and hence (A.6) holds. Furthermore, by definition 4.1 Wz, (y) > 0, implying g(y) > y — U, and
hence (A.7) holds also. B

In (4.5) only WAF’s appear and thus response times bounds can be derived based on majorizing WAF’s.
The structure of 7 ;, depends on the scheduling policy, which induces policy specific differences for the
computation of response time bound, but there is a common underlying idea, which can be expressed
as follows:
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Lemma 4.3 Let a task process (A, C, D,II) be scheduled according to a time independent priority
assignment I'. Suppose there is for each task 7 a set of increasing functions P = {Si(z,a,q) |q € Q}
such that

YVweQ,VneN Jge@ F Sz, (Ukns Uk + 3w) < Sk, Akn — Uk, 9)- (4.8)

Let Ex(a,q) o min{z > 0| Sk(z,a,q) = =} and A(q) o {a > 0] Si(z,a,q) >z, Yz < a}. A bound

on the response times of 1 is given by

=~ def ~
Ry, < R, = max max FEy(a,q) — a.
n < nax max (a,q)

Proof: Consider an instance 7y ,, on a trajectory w and let ¢ be given by (4.8). We have Ay, ,—Uy ,, € Ar(q),
because by the definition of Uy, ,,, see (4.4), and (4.8) :

0< WIk,n(‘T) = ka,n(Uk,m Uk,n + 'T) —x < S’/k:(xaAk,n - Ukz,m Q) - T,

forall z < Ag = Uk . Thus, a = A —Uskn € Ar(g). It remains to prove that that Ry, ,(w) < Ek(Akjn—
Ukns @) — (Akn — Ukn). We use Proposition A.7 with 29 = Uy, f(wo + ) = Sz, (Ukn, Uk + ),
Zo=0and f(do+1z) = §k(m,Ak,n — Uk,nyq)- Then (A.9) holds because of (4.8) and thus

2" =FEppn—Uppn <2 = Ex(Agn — Ukony @)-

Subtracting Ay, — Uk, on both sides gives the result.
The basic idea of Lemma 4.3 is to express a response time relatively to the beginning of the interference
period to which it belongs:

Rk,n = Ek,n - Ak,n = (Ek,n - Uk,n) - (Ak:,n - Uk,n)

and to bound the time until the execution end from above and the time until the activation time from
below. It leads to a kind of virtual response time Eg(a,q) — a, in a virtual interference period A (q).
We will see that for a majorizing task process these quantities have concrete meanings, depending on
the policy.

A question which has some importance for the numerical computation of bounds is under which
conditions the Eg(a,q) are finite. If for each function in Py = {Sk(z,a,q) | ¢ € Q} there exists a
(c,p)-bound in z with jj independently of a and ¢:

gk(x7a7Q) <&k+ﬁkx va

such that gy < 1 then Ej(a,q) < oo. It follows from Proposition A.7 and the fact that min{z >
0|6k + pr-x=x} =0r/(1— pi). Furthermore sup Ax(q) = maxAg(q) < 7x/(1 — pr) < oco. Thus:

Remark 4.4 MWAF’s only need to be known for an interval of finite length.

Necessary and/or sufficient feasibility conditions are known for different policies and under dif-
ferent assumptions about tasks. We give now a generic necessary and sufficient condition related to
Lemma 4.3. It concerns exact bounds on WAF and is thus independent of a particular type of task.

Proposition 4.5 For a task 7, with constant relative deadline Dy, let P}, be a set of function satisfying
(4.8). A sufficient feasibility condition is

Ry < Dy. (4.9)
It is also a necessary condition if

VgeQ,Va € Ap(q) FIweQneN
Ak,n - Uk,n < a (4.10)

Sk(z,a,q9) = S7,, (U, Upn + 730)  Va. (4.11)
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Proof: Since (4.9) implies Ry, ,(w) < Dy for all w € Q and n € N, it is a sufficient condition. Equation
(4.11) implies Ey(a,q) = Ek 5 — Ukn. Using this and (4.10), gives

Ey(a,q) —a < Erpn—Ugpn— (Akn — Uk ) = R n(w).

It means that each possible value for Ei(a,q) — a is weakly bounded by some realizable response time
Ry n(w) and thus Ry can not be larger than R}**, implying

By = R

Hence, if 74 is feasible then R, < D). B
In other words, a necessary and sufficient feasibility condition can be derived from exact response time
bounds. For EDF another condition exists, see Section 4.3.3.

If instances of a task may have different relative deadlines, then one should try to decompose the
task into subtasks to be able to use Proposition 4.5.

In the following sections, we will use Lemma 4.3 as guideline to derive response time bounds for
several known scheduling policies. Notice that because Lemma 4.3 only relies on MWAF, the results
are going to be generic, that is, valid for any kind of task for which MWAF are available.

4.2 Fixed preemptive priorities (FPP)

The scheduling policy which is based on fixed or static priorities for tasks is one of the policies studied
in the seminal paper [22] by Liu and Leyland. Initialy tasks were assumed to be periodic and deadlines
equal to periods. The assumption about deadlines has progressively been removed and the task model
enriched to sporadically periodic tasks and multi-frame tasks. Offset constraints between tasks have
also been taken into account. Except for multi-frame tasks not only feasibility conditions but also
response times bounds have been derived.

In this section we derive response time bounds that can be computed for any kind of tasks, provided
a family of MWAF’s is available. On this occasion, we discuss and illustrate the (small) differences
between interference periods introduced in Section 4 and busy periods introduced by Lehoczky [20].

4.2.1 Definition

To each task is assigned an integer which represents its priority. We assume the tasks are indexed such
that 7 is the task with the highest priority and 7, the task with the lowest. The instances of each
task are executed in the "first come first served" (FIFO) order which is the case if an earlier activated
instance has a higher priority than a later activated instance. Under convention (2.37) on page 22
this can be achieved by choosing the index of the task as first and the index of the instance as second
component of the priority:

Lin(t) = (k,n). (4.12)

This is the direct translation into a priority assignment of the commonly used definition of fixed
preemptive priorities. We will call it canonical fived priority assignment. We will call any assignment
which is equivalent to (4.12) a fized priority assignment. Because the priorities are all different and
constant, this assignment is decidable and piecewise order preserving, and thus it defines a scheduling
policy.

From (2.41) in Theorem 2.28, one can see that a FPP policy is characterized by

Vn,i <k Win(t) = 8 (4.13)

Mn(t) =1 = {Vj<n Wi s(t) = 0.
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These implications mean that an instance can not be executed as long as an instance of a task with
higher priority or a previous instance of the same task is pending. But as soon as none of these
instances is pending the considered instance is immediately executed if pending. This is implied by
the non-idling assumption (2.23) on page 15.

Property (4.13) actually defines a policy. We want to use it to give a definition of FPP independently
of priority assignments, i.e, a definition which is as general as possible. For this purpose we have to
check that the priority functions effectively determine a policy. We only have to prove that for one
task process there can not exist two different scheduled task processes satisfying (4.13). Assume there
would exist two different scheduling functions 7 and 7/, for the same scheduling sequence (a,c). Let
then to be the first time where 7 is different from #/. The corresponding workloads are equal for ¢ < .
There are two symmetric cases: 7y ,(to) = 1, 1, ,,(to) = 0 and 7, (t0) = 0, 7}, ,,(to) = 1. We treat
the first case. When 73, is executed, its workload is necessarily positive kan’(to) > 0 (see (2.16)
on page 12). Since at ¢y the workloads are still equal we also have W} (¢y) > 0. By the non-idling
assumption, there must then exist an instance 7; ; # 74, which is executed at to since ;.. (to) = 0.
Because of (4.13) it can only be an instance with ¢ < k or i = k and j < n. But (4.13) applied to Tij
implies W}, »(to) = 0, which is a contradiction.

Thus, a definition which is as general as possible is:

Definition 4.6 A scheduled task process is said to be scheduled according to fixed preemptive prior-
ities (FPP) if and only if the tasks can be indexed such that (4.13) holds.

4.2.2 Interference and busy periods

We have seen (4.2) on page 50 how workload functions appear in the computation of response times.
Because these functions contain information about the past of the process, the past before the release of
an invocation has to be analyzed to determine its response time. For this purpose we have introduced
the concept of interference period. The aim is to obtain intervals that start with no remaining work
from the past. Similar concepts have already been introduced long before. In [20], Lehoczky defines a
busy period which is then reused in a slightly modified form by Tindell et al. in [31]. We will discuss
them and justify the introduction of interference periods.

To illustrate the concepts considered in this section we use Figure 9. It represents the evolution
of a system with three periodic tasks on a processor, starting at the critical instant without initial
workload.

T T2 T3
cl 2 1 4
T| 6 14 8

Remind that at a critical instant [22] all tasks are released simultaneously. In the lower part of Figure 9
the different types of periods related to task 73 are represented. They are discussed hereafter. Above
are shown the cumulative scheduling functions with some further details. For the task of highest
priority, 7 the horizontal segments simply represents the executions of its instances. The first instance
of 19 is preempted by the first instance of 71, which is represented by a dotted subsegment for 75. In
the same way are represented the preempted segments of 73, with the additional particularity that its
second instance is preempted by its first one.

4.2.2.1 Lehoczky’s busy period In [20], Lehoczky gives the following definition, where "job" can
be considered as a synonym for the term "instance" used in this paper, although for us two instances
can not have the same priority.

"A level-i busy period is a time interval [a, b] within which jobs of priority 7 or higher are
processed throughout [a,b] but no jobs of level ¢ or higher are processed in (a — ,a) or
(b,b + ¢) for sufficiently small £ > 0."
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L ] w3(1)
‘ ' ws(2)
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ws (3)
I5(1) I5(2) I5(3)
[a, b]: level-3 busy period (Lehoczky) I5(q) : level-3 interference period
ws(q): level-3 busy window (Tindell et al.)

Figure 9: Critical instant for a set of 3 tasks and the different concepts of busy periods.

The main result presented in that paper is that only the busy period initialized by the critical instant
needs to be analyzed in order to find the longest response time (Theorem 1).

According to this definition, the level-3 busy period in our example lasts until the execution end
of the third instance of 73, since throughout [A3 1, F3 3] instances of priority 3 or higher are processed
but no instances of of priority 3 or higher are processed on |A3; — ¢, Az 1[ or |Es 3, E33 + €.

Furthermore, the author introduces a function Wy(n,z) to express a schedulability criterion.

k—1

Wiln,a) = inf § 365 ] +nC (4.14)
j=

where we used as in this paper k for the index of the task under study and n for the instances.

The function Wy determines for a time horizon z, the smallest ratio of the available processing
time ¢ and all demands that must be satisfied before the considered n'* instance can be completed.
The instance finishes before x if and only if the ratio is smaller or equal to 1 somewhere before x. If
D,, is its absolute deadline, then it is feasible if W (n,D,) < 1.

According to the author, only the first Ny = min{n | Wi(n,nT}) < 1} instances of 7, must be
checked to determine if the task is feasible. In our example, Ny = 2. It implies that the last instance
73 3 of the busy period is not checked, although according to Theorem 1 [20] it would have to be. The
reason why W (2,2-T}) = 1 is that at the release of 73 3, all previous instances have finished, and there
is no pending work from the past before 2 - T}.

4.2.2.2 Tindell et al.’s busy period Tindell et al. reproduce the definition of a busy period and
Lehoczky’s result about worst-case response times as follows:

A level-i busy period is defined as the maximum time for which a processor executes
tasks of priority greater than or equal to the priority of tasks i. Lehoczky shows how the
worst-case execution time of a task i can be found by examining a number of windows,
each defined to be the length of the busy period ! starting at the window, and each window
starting at an arrival of task i (hence at some multiple of T; before the current invocation

'starting with the critical instant
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of task i). A number of windows back in time need to be examined to find the worst-
case response time (in general, the worst-case response time can be the response time
corresponding to any one of the windows).

The length w(q) of the above cited windows is the smallest solution of the equation

we(g) =(g+1)-Cr+ > [wi’}(’qﬂ-cj, (4.15)
j€hp(k) J

where hp(k) is the set of task with a higher priority than task k. In this equation, ¢ is the number of
instances of 75, that are executed in the busy period before the instance under study.

In Figure 9 windows w(0), ... ,w(3) are represented as overlapping periods. According to Tindell’s
definition, a window has the length of some kind of busy period. Since (4.15) accounts for the demands
of 7 1...,7kq, but not for 74 411 nor for the following instances even if the window ends after the
activation date of 74 441, the busy periods are not level-k busy periods. The authors actually consider
that from the point of view of the instance 7 4 under study, the following instance has a lower priority.
This is sensible for the response time computation but induces a difference with the definition of level-k
busy period. In our model, these windows are level-(k,n) interference periods, see definition 4.7. Notice
that the interference periods associated to instances take the particular situation at E3 » into account.
While the first busy periods start at Uz ; = Uz 2 = 0, the third starts at Uz 3 = A3 3. As will be seen
below, this is the reason in our model why the response time of 733 does not need to be analyzed.
Tindell et al. use the condition

w(g) < (¢+1)T (4.16)

to determine the number of windows that must be examined. The condition detects the end of a
window that takes place before or at the release of the next instance. In our example it implies that
only two level-3 windows are analyzed though the definition of a busy period and Lehoczky’s result
would suggest three. The reason why the examination can effectively stop at Ej3 3 is that a new level-k
interference period starts at that moment and the periods the analysis is actually based on are precisely
level-k interference period . The worst-case response time is realized in the level-k interference period
starting with the critical instant.

4.2.2.3 1Idle periods of zero length In [13] George et al. give the following definition:

A processor busy period is an interval of time in which the processor is kept continually
busy by the execution of pending instances

They add that idle periods may have zero length. In the example illustrated in Figure 9 the epoch
A3z 3 = Az is to be considered as idle period of length zero. Thus this definition is different from
the one given by Lehoczky. The stopping conditions (4.16) correspond actually to Lehoczky’s theorem
with the definition of busy periods based on zero-length-idle-period.

4.2.2.4 Interference periods The discussion developed above shows that the concept which is
really needed is based on the idea of "arrivals in the past which have an influence on the response
time of the instance under study". This is another description of interference periods introduced by
Definition 4.1. In the context of fixed preemptive priorities it becomes:

Definition 4.7 The time Uy, satistying
Uk < Akns, Wi x(Uppn) =0 and Uk <t < Apn = Wi k() >0

is called beginning of the level-(k,n) interference period [Uy n, Ek [ associated with the n'" instance of
task 7.
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We choose the terminology ‘interference’ period, because at each instant ¢ inside such an interval the
past before ¢ interferes through a non zero workload with the present and even the future after ¢. The
term "level-(k,n)" describes the instances that can interfere with 7 ,. The level has two dimensions, a
first for the tasks with higher priority and a sub-level for the earlier instances of the task under study.
Intuitively, the beginning of the interference period related to Ay, is the point where in the given
priority context of the instance activated at Ay ,, there is no pending instance with higher priority
at Uk, but at least one at every moment until Ay ,. This idea can also be used with other policies.
With fixed preemptive priorities, these instances are the ones of tasks with higher priority and the
previous instances of the same task. The end of the interference period is given by the completion time
of the task under study. Because of the non-idling hypothesis, the interference period allows to take
into account only what is essential for the the response time. It is not necessary to know the evolution
of each preempting instance individually. With the interference period, it is sufficient to know the
amount of presented work and the time to complete it, without bothering further about the way this
is done. This was first noticed by Joseph & Pandya in [19] for periodic tasks

Notice that if Ey, > Agnt1 then Ug, = Ugpyr, ie. [Ukn, ExnlC [Uknt1, Expnti1[- Several
consecutive periods of that kind form an increasing sequence of periods. The longest one, will be called
level-k interference period. In Figure 9, the level-3 interference period I3(1) contains [A3 1, B3] and

[A3,2, E39[.
Definition 4.8 An interval |a, b| is said to be a level-k interference period if it satisfies:

Wl..k(t) > 0, Vi E]a, b[, (4.17)

Wi x(a) = Wi x(b) = 0. (4.18)

The level-m interference period accounts for all tasks of the task set. We call it therefore also processor
interference period.

There are some simple relations between level-(k,n) and level-k interference periods and busy peri-
ods: It is easy to see that a level-(k,n) period is always part of some level-k interference period and that
the beginning of the level-(k,n) period is necessarily the beginning of the level-k period. This plays
a role in algorithm that finds response time bounds. An interference period is always included in a
busy period but a busy period is only included in an interference period if they are actually equal, see
Figure 9. At the end of an interference period the workload is zero, but it is possible that 71 () =1
because at that very moment a task of priority k£ or higher is released.

Proposition 4.9
(a) Two interference periods of the same level have an empty intersection.

(b) Two interference periods of different levels have an empty intersection or the period with higher
priority is included in the one of lower priority.

Proof:
(a) Trivial.

(b) Let [a,b[ and [a’, b'[ be two interference periods of levels & < k’. Assume that their intersection is not
empty. If [a, b] where not included in [a’, ¥'[ then @' or &’ or both would fall inside [a, b[. But because
Wi ki(a') = Wi (b)) = 0 we would have Wy_i(a’) = Wy (') = 0, that is a zero level-k workload
inside [a, b], which is a contradiction with the definition.

For the length of an interference period there exist a similar formula as for response times of tasks:
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Proposition 4.10 The length Ly (U) of a level-k interference period starting at U, is given by
Li(U) =min{t > 0| S1. (U, U +t) =t}, (4.19)

with L (U) = oo if the set is empty.

Proof: Assume the period ends at V' < co. From definition 4.8 and (2.14) on page 10, it follows that for

0<t<V -,

U+t

0 < Wi x(t) = Wik (U)+ S1.x(U,U +t) - /U .k (u)du.

Since W1 (U) =0and I1;_(U) =1, see (2.23), we have
Sl..k(U7 U+ t) > t.

Using W1. (V) = 0, it can be proven in a similar way that Sy (U, V) = t and thus, the end of the period
is the first time after U, where S1 (U, U +t) =t¢. &

From (4.19) it can be seen that the length of an interference period is like a response time the first
solution of an equation as described in Proposition A.9 on page 90 and hence an iterative calculus can
also be used to determine it in practice.

4.2.3 Response time bounds

First we will write the response time equation (4.2) in the the case of fixed priorities. The assign-
ment (4.12) being time independent we can use the results of Section 4.1. The set of instances that
have a higher priority has a rather simple structure, since it comprises all instances of tasks with higher
priority, i.e. ¥’ < k and the previous instances of the same task, i.e. n’ < n:

Tpm={mijli<k; i=Fk, j<n} (4.20)
Thus, (4.5) in Proposition 4.2 becomes
Eipn=min{t > Ugpn | S1.6=1(Ukn,t) + Sk,0.0(Ukn, t) =t — U }, (4.21)
where we have used the notation

Sk0.n(t1,t2) = Z Sk,j(t1,12). (4.22)

jgn

The amount of work S o..(Ukn,t) is the simply the demand of 73, and previous instances of 73 in
the level-k interference period starting at Uy y,.

Equation (4.21) shows as expected, that the response times of a given task 7 is independent of
task with lower priorities: Tgy1,...,7m. This has some implications for the behavior of the system.
Suppose the demands of one of the real-world task are actually higher than they should, according to
the assumption that define the corresponding task in the model, and such that the real-world task set

isn’t actually feasible. Suppose that as a result the subset of tasks {71,... , 7} is stable and feasible
but with task 711 the task set overloads the processor. Then at least the tasks with a higher priority
{71,..., 7k} are protected against any consequence this could have on the feasibility of tasks. This is a

difference with the earliest deadline first policy, where a task that would demand more than it should,
can cause any other task to miss its deadline. Fixed priorities allow some kind of protection levels.

For obtaining response time bounds, Lemma 4.3 means here under FPP that bounds on the func-
tions S1. k—1(Uk s Ukn + ) + Sk0.0(Ukn, Uk 5 + ) are required. The following theorem gives them in
the case where a family of MWAF is known.
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Theorem 4.11
Let (A,C,D,II) be a stable task process scheduled according to a FPP priority assignment and let

S = {§k(:c,q) |k=1...,m; g € Q} be a family of MWAF for the whole task set. If

] def . & s 3
Sk(x’aaQ) = mln(Sk(x, Q),Sk(a+;Q)) + Sl..k—l(xaq) (423)
then a bound on the response times of a task 7y is given by

Ry, < max max Ei(a,q)—a
kn X €0 achr(a) k( aQ) ’

where Ay(q) = {a > 0| Sg(x,a,q) > =, Vo < a} and Ej(a,q) = min{z > 0| S(z,a,q) = z}.

Proof: Consider an instance 7, on a trajectory w. We intend to prove (4.8) for S, given by (4.23) and
S1,.,, under FPP, see (4.21). By definition of 8, see Definition 2.17, there exists a ¢ € @, such that for
i=1,....k

Si(Ukny Uk + 75 w) < §i($7Q)-

It implies directly Si_x—1(Ugn,Urn + ) < 31__k_1(x,q) and furthermore

Si(z,q) if o < App — U
Sk,0.0(Ukns U +7) < 4 5 i 7 ’
1,0.0(Ukn> Uk, + @) { Sk(Agn —Ukn)tq) ifz> Agy — Ugye

Thus (4.8) holds and Lemma 4.3 applies. B

Notice that Ag(¢g) could be an interval, i.e. does not necessarily contain a finite number of values.
This is related to the fact that Theorem 4.11 is valid for any kind of MWAF. In the next section we
consider the more concrete case of a majorizing task process, implying the finite cardinality of Ax(q).

4.2.4 Computing response time bounds

In this section we suppose that MWAF in § are are left-continuous step-functions. It implies that the
family of MWAF can be represented by a task process (;1\, c , 13) For this case we present and comment
an algorithm for computing response time bounds. Notice that in general the functions §k (z,q) could
be defined differently than in Theorem 4.11, as in the case of conservative bounds, see Section 4.6.3.
As long as the gk(a:,q) are left-continuous step-functions, then an algorithm very similar to the one
presented here is valid.

The WAF’s of the majorizing task process satisfy §k(0,a:; q) = §k(x,q). Since §k(0,a+;q) only
changes its values at activations a = Ak,j, for some j, the same being thus true for Ek(a, q), it
is sufficient to consider all a = Ak,j € Aik(q) to determine the maximum. If flkyj € Ai(q) then
§1,,k(0,x; q) > x for x < Ay ; and thus wlk(x) > 0, implying /U\'k,j(q) =0, ie. flk,j is part of the
first level-k interference period on ¢, see Definition 4.7.  On the other hand, ﬁk’j(q) = 0 implies
Ak,j € Ag(q). Furthermore Ek(fik,j,q) = E\k,j(q), i.e. it is the execution end of an instance of 7
activated on ¢. Taking all this into account allows to rewrite the response time bound of a task 7 as
follows.

Corollary 4.12 Let (/i, 6, 13) be a majorizing task process. Response time bounds under FPP
are then given by
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In other words, a response time bound of a task 73 is the maximum of all its response times in the
first level-k interference periods on all trajectories of a majorizing task process (Z, 5,5) Since [19]
it is known that response times for periodic tasks can be computed iteratively. In Appendix A.2 we
prove this result under the assumptions of our model for any kind of task. Here, for the numerical
computation under FPP we have to deal with

Ey,;j(q) = min{t > 0] S15-1(0,%; q) + Sk0.;(0, A ;(a); 0) = t}. (4.24)

Proposition 4.12 states that the level-k interference period containing a response time ﬁkﬂ-(q) must
start at ﬁkyj(q) = 0. If a unique worst-case release pattern ¢q exists, e.g. the critical instant for periodic
tasks, then @ = {qo} and necessarily ﬁk,o(Qo) = 0, or equivalently Ag(¢q) # 0. But in general, before
computing the response time in the first level-k interference period of some pattern ¢, we have to check
if (//\'k70 = 0 or equivalently that Ag(q) # 0, because the formula (4.24) is valid only in that case. Using
it nevertheless, would give a "response time" smaller than the actual bound, and thus the final result
would not be worse, but unnecessary computations would be done.

| [0 ]T [%]
[m2 [60]/ |
7212320

5|5 |32]15

Table 1: A small task set with a transaction.

The majorizing task process (A\, 6,13) may indeed contain trajectories that do not need to be
analyzed. To see this, let us consider a small example with parameters given in Table 1. The task set
consists in a periodic task 7 and a transaction with period Ty = 32 consisting of two other periodic
tasks. Suppose we analyze 73. Potentially, two worst case release patterns are possible, see Figure 10:

(¢1) 71 and 7y are released at the same time, followed by 73 after ®g 3 = 15 units of time,
(g2) 71 and 73 are released at the same time, followed by 72 after T + ®g 9 — ®g 3 = 17 units of time.

But as can be seen ﬁg}o(ql) = 15, i.e. a level-3 interference period can never start with a release of
T2 and thus this offset pattern would not have to be analyzed. If we had € = 6 then we would have
Uso(q1) = 0.

Another interesting situation is where T is changed to T3 = 6. Since 7y is periodic, there would
be a minimal demand Si(u,u + x) > [(x —4)/6] - 2, implying that every release of 75 preempts the
following release of 73, because C3 4+ S1(A3n, A3, +C3) =12+2-2 =16 > 15 = g o . It implies that
the case (¢j), where the interference period begins with a release of 73, can never occur in (4,C, D),
see lower part of Figure 10. Since ﬁg,o(qé) = 0, the response times Rj ,,(¢)) are computed, although it
is not necessary. Whether or not the final response time bound will be worse because of that, can not
be said in general.

Notice that in the example of tasks with offset relations, it is easy to determine all offset patterns
that can potentially be underlying to an interference period. But in order to know which are actually
realized on all trajectories of (A,C, D), one would have to construct all trajectories up to the least
common multiple of the tasks periods. It is a reason why the definition of (exact) MWAF’s has been
chosen such as to only concern activation patterns and not interference periods.

To test if ﬁkyo(q) = 0, it is sufficient to compute

«* = min{z > 0] Sy_,_1(0,2;¢) < z}. (4.25)
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T3 [
7o [ [ ——
(q) ’
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Uk,n Uk:,n + 15 Uk:,n + 32
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T [ ——
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1
Uk,n Ukn+ 17 Uk n+ 32
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Figure 10: Potential cases for the example of Table 1.

If 2* > AkO then for all z €]0, Ak ol; Sl x-1(0,z;9) > z, implying 0 < W1 k1(z) = /Wlk(ac) Thus,
Uk 0(gq) =0, see Definition 4.17 on page 68. On the other hand, z* Ak70 implies Uk,o > z*, because
Wi k- 1(z*) = Wi x(z*) = 0.

To test if Uy j(g) = 0 for j > 1, it is only necessary to check that EZ g1 > Ak j» because then
Wk(Ak]) > 0. On the other hand, if E” 1 < A,], then Wk(Ak]) = 0, implying Uk] = Ak] Since
Uk G+l = Uk j» we have then Ukl > 0 forall [ > j, implying that no further response time Rkl needs to
be computed.

The algorithm for computing the response time bound is summarized in Table 2. The function
ZeroU returns true if the first level-k interference period starts at t=0. It is used in line 4 to test the
considered case. If the case passes the test, then we know that the interference period lasts at least
until A\k’o(q) and thus, as initial amount of demand, we can choose zzl\k,o(q) + ak,o(q), see line 7. If
the following instance is released after the current has finished then all following level-k interference
periods do not start at t = 0 and no more response times need to be computed for g. This is checked
in line 21.

4.2.5 The optimal priority assignment

Under the assumption that the relative deadline of each task is shorter than its period, the deadline
monotonic assignment is optimal for periodic tasks [21]. Deadline-monotonic means the shorter the
deadline, the higher the priority. This assignment is optimal, in the sense that if a feasible assignment
exists, then the deadline-monotonic assignment is feasible. Such a common optimal assignment does
not exist if tasks have deadlines longer than their period, if they are dependent or if the task model is
more complex than that of a periodic task. Audsley [2] has developed an optimal assignment algorithm
for periodic tasks, that are released with certain initial offsets such that the critical instant, where all
task are activated at the same time, does not necessarily exist. The algorithm is optimal in the sense
that it finds a feasible assignment if a feasible assignment exists. It has been noticed in [31], that the
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1 funct time RespTimeBound(task k) funct bool ZeroU(task k, case q)
2 mazx = 0; w =1,

3 foreach ¢ in ) do repeat

4 if ~ZeroU (k,q) vi=w; w=0

5 then continue fi; fori:=1tok—1do
6 n:=0; a:= A\k,g(q); §:= 6’k,0(q); w:=w + 5(4,v,q);
7 wi=Ago(g) + Cro(9); od

8 repeat until w = v;

9 repeat if v > Ago(q)

10 e =w; w:=0; then return false

11 fori:=1to k—1do else return true fi;
12 w = w + (i, e,0q); end

13 od

14 wi=w+ s funct time s(task i, time t, case q)
15 until w = e; w:=0; a:=0; 5:=0;
16 ri=e—a; while o <tdo

17 if r > mazx then mazx :=r; i wi=w +ACi,j(Q)§
18 a:= a+fk,n(q); a:=a+T;(g);
19 n:=n+1; J=3+L

20 §:=84+ ak,n(q) od

21 until a > e¢; return w;

22 od end

23 return maxz;

24 end

Table 2: Computing response time bounds under FPP, for any kind of task.

algorithm is actually valid for any exact timing analysis of FPP, where decreasing the priority of a
task does not lead to a decrease in the worst-case response time of that task. It should be added that
worst-case response times must only depend on the subset of tasks with higher priority and not on the
order between those tasks.

We will see that these properties are true for the timing analysis given in Theorem 4.11. It means
that the algorithm is valid for any kind of independent or dependent tasks, whether a unique or several
critical instants exists, assuming the response time bounds are derived according to Theorem 4.11.

If response time bounds are not exact, i.e longer than the worst-case response time, then the
algorithm is still useful, although not optimal anymore, at least in the initial sense. It is optimal in
the sense that if for a given family of MWAF’s §, there exist an assignment for which response time
bounds are shorter than the relative deadlines, then the algorithm will find such an assignment.

The underlying idea of the algorithm, shown in Table 3, is to search successively for each priority
level a task that is feasible at the level, starting with level m.

Let us denote (k) the index of the task having at a certain step of the algorithm the priority
level k. The function 7 is actually a permutation of task indices. We use the usual notation based
on elementary cycles. In line 2, Table 3, the permutation is initialized to the neutral element and in
line 7, the next permutation is obtained by composition with the permutation (¢ j), which exchanges
t with j, leaving all other element where they are.

At each step k of the algorithm, the set of tasks is divided into the subset A = {7,(;) |7 > k} of
tasks, currently with priority level i > k and the complementary set A = {7,(;) | i < k}. The task in A
are feasible, which is an invariant property of the algorithm. The complement A consists of the tasks
for which the definite level still has to be determined. The task feasible at level k is determined by
successively attribution of level k to each task in A and to check feasibility. If a feasible task is found
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funct perm Optimal Assignment()
v:=(1)(2)...(m—1)(m)
k:=m;
while £ > 1 do
Ji=k
while j > 0 do
= (kvj) ;3
if Feasible(k, v) then break fi;
J=J+1

=]
=¥

] then return 0; fi

??'I»':‘é

=k-
od
return v;
end

Table 3: Optimal priority assignment

the algorithm moves to step k — 1, otherwise it aborts, concluding that no feasible assignment exists.
If k£ =1 is reached all tasks are feasible under the finally obtained assignment.

Let us now return to Theorem 4.11. Recall that we usually assume that tasks are indexed in
decreasing order of their priority to simplify notations. More generally, equation (4.23) should be
written

v H(k)—1
Skz(anHQ) = min (Sk:(xaq) Sk ) Z S'y(z T q

where 7,1 is the task at priority level &, i.e. with Il k) = = k. If v is the result of decreasing the priority
of 7% in a set of task indexed in decreasing order of priorities, then v(i) = i, i < k, because higher
priority task are unaffected by the change. Thus

7 (k)— v (k)—
Z S’y(zxq Slklxq Z 57(11‘4[

where the second term accounts for the tasks that become higher priority tasks under 7. As a result
Sk(w,a,q) is larger for every x and Proposition A.7 implies that E(7,¢) is longer and therefore also
Ry.. Hence, if the priority of a task is decreased its response time bound can not decrease.

4.2.6 A sample task set

Table 4 shows a sample task set consisting in sporadic multiframe tasks. Some of the tasks are part
of sporadic transactions, which are shown in Table 6 with the corresponding offsets. The deadlines of
task in transactions are chosen so that feasibility implies that these tasks are executed in the order
of their offsets. Thus if the task set is feasible, then also the precedence constraints corresponding to
the offsets are satisfied. For the computation of response time bounds we have used for each task a
unique MWAF, which is an approximation for the multiframe tasks, but we have considered all possible
offset patterns, recall Proposition 3.8 on page 41. It can be seen in Table 4 that with the deadline
monotonic priority assignment some response time bounds are longer than the deadlines (the priorities
increase from top to bottom). Using Audsley’s algorithm, recall Section 4.2.5, gives however a feasible
assignment, see Table 5.
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Layer | Task cmaex || D™ bound | laxity Pk | P1.m
task19 3,2,3 | 1500 | 1400 1494 94 | 0.2 83.9
task10 30 300 | 1200 1073 127 | 10.0 | 83.8
task0 | 95,34,53,19 600 850 834 16 | 84| 73.8
task4 7,4 100 800 655 145 | 55| 65.4
taskll 92,87 | 1550 600 648 -48 | 5.8 | 59.9
task1b 71 | 1100 550 378 172 | 6.5 | 54.1
task14 13 | 1550 380 379 1| 0.8 47.7
task13 15 | 1550 380 381 -1 1.0 | 46.8
task?2 4.2 100 377 355 22| 3.0 45.9

Fop taskb 156,33,170 950 350 348 2 12,6 | 429
task7 3,3 950 250 84 166 | 0.3 | 30.3
task18 2,43 | 1100 175 51 124 | 0.3 | 29.9
task16 32,19 | 1100 170 138 32| 23| 29.7
task8 3,9,10 950 100 87 13| 08| 274
task3 3,2 100 90 85 5| 25| 26.6
task6 8,6 950 85 82 31 07| 24.1
taskl 9,17,32 100 80 7 31193 | 23.3
task9 3,2,2 950 70 45 25 | 0.2 4.0
task1'7 40 | 1100 60 42 18 | 3.6 3.8
task12 2 | 1550 50 2 48 | 0.1 0.1

Table 4: Response time bounds under FPP with deadline monotonic priority assignment for multiframe

tasks in periodic transactions.

Layer | Task cmax | prmn | Dt hound | laxity Pr | PL.m
task10 30 300 | 1200 1076 124 | 10.0 | 83.9
task19 3,2,3 | 1500 | 1400 871 520 | 0.2 | 73.9
task0 | 95,34,53,19 600 850 834 16 | 84| 73.8
task4 7,4 100 800 655 145 | 55| 654
task15 71| 1100 550 526 24| 6.5 | 59.9
taskl1 92,87 | 1550 600 531 69 | 5.8 | 534
task14 13 | 1550 380 379 1] 08| 47.7
task2 4,2 100 377 375 2| 3.0| 46.8
task13 15 | 1550 380 364 16 | 1.0 | 43.8

fop taskb 156,33,170 950 350 348 2| 12.6 | 42.9
task? 3,3 950 250 84 166 | 0.3 | 30.3
task18 2,43 | 1100 175 51 124 | 03| 29.9
task16 32,19 | 1100 170 138 32| 23| 29.7
task8 3,9,10 950 100 87 13| 0.8| 274
task3 3,2 100 90 85 5| 2.5 | 26.6
task6 8,6 950 85 82 3| 0.7] 24.1
taskl 9,17,32 100 80 77 3119.3 | 23.3
task9 3,2,2 950 70 45 25| 0.2 4.0
task17 40 | 1100 60 42 18 | 3.6 3.8
task12 2 | 1550 50 2 50 | 0.1 0.1

Table 5: Response time bounds under FPP with optimal priority assignment.
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| transl | 7=950 | trans3 | T=1100 | trans2 | T=1550 |
‘ Name ‘ ¢ ‘ D H Name ‘ 1) ‘ D H Name ‘ 1) ‘ D H
taskd | 0 350 || taskl5 | 0 550 || taskl12 | 984 | 50
task6 | 366 | 85 task16 | 596 | 170 || task13 | 1018 | 380
task? | 456 | 250 || taskl7 | 668 | 60 task14 | 1423 | 380
task8 | 713 | 100 || task18 | 730 | 175
task9 | 884 | 70

Table 6: Periodic transactions of the sample task set.

4.3 Preemptive earliest deadline first (EDF)

EDF is the other policy studied in the seminal paper by Liu and Leyland. The underlying idea is to
execute instances in the order of their urgency given by their absolute deadline. It has the appealing
property of being optimal in the sense that any feasible scheduling can be transformed into an earliest
deadline first scheduling, [12]. Its disadvantage is perhaps that in case of overload, any of the tasks
can miss its deadline, whereas with FPP, only tasks with lower priority miss their deadline. Different
strategies exist for discarding instances in overload situations under EDF, see [8] and references therein.
Furthermore, adding a task to a given set has an impact on the response times of all tasks and hence
a hierarchical design, where response times of tasks in some subset are independent of all other tasks,
is not possible under EDF. In general, any task can influence the response time of any other task.

In the case of periodic tasks with constant execution times and relative deadlines equal to the period,
a task set is feasible if and only if its load is smaller than 1, [22]. The test becomes more complex
if deadlines are not necessarily equal to periods, see [13], or if the task is for example sporadically
periodic, see [26]. The complexity of direct feasibility tests is in general smaller than that of the
computation of response times bounds [17], but the latter do not only allow to decide upon feasibility
but also to compute end-to-end response times.

In this section we develop a response time analysis in the framework of our model and show the
connections with the results and concepts presented by Spuri in [26]. We extend the EDF timing
analysis to any kind of task. As new result this allows to compute response time bounds under EDF
for multiframe tasks and to account for offset constraints.

4.3.1 Definition

The earliest deadline first rule can be expressed formally as
Hk’n(t) =1 = D,’,j < Dk,n = Wi,j(t) =0, (4.26)

meaning that a task can only be executed if all instances with shorter deadlines have finished or are
not yet active. It does not tell in which order instances with the same absolute deadline are to be
scheduled. Thus (4.26) determines a class and not a single policy.

Definition 4.13 A scheduled task process is said to be scheduled according to a preemptive earliest
deadline first (EDF) policy if it satisfies (4.26).

The EDF-rule (4.26) is implied by the HPF-rule (4.26), if to each instance is attributed its absolute
deadline as priority. But to be able to perform the scheduling, the assignment must be decidable,
which can only be achieved by adding a further rule. For our analysis, we choose fixed priorities to
decide which task to execute when deadlines are equal:

Tin(t) = (Din iy ). (4.27)
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The response time bounds derived below will however not depend on this particular choice (4.27). Any
assignment such that (A, C, D,II) satisfies the EDF rule, will be called earliest deadline first priority
assignment. Notice that instances of the same task are executed in the "first activated, first executed"
order if Dy, < Dy 1, but this is not required for our analysis.

4.3.2 Response time bounds

EDF is often termed dynamic in opposition to FPP, since from the task’s point of view the priority
order changes depending on the currently active instances. Nevertheless, the priority assignment, as
defined in our model, is time independent and thus the set 7, of instances with a higher or equal
priority than 7 ,, can be considered.

Tpm=Amij| 1<k, Di; <Dpn; i=k, j<n, Dij<Dpp;
i >k, Di,j < Dk,n; 1=k, j>n, Di,j < Dk,n }

The apparent complexity is due to the fact that instances fall into four classes, according to the different
cases that arise when instances have the same deadline.

We intend to derive response times bounds with the help of Lemma 4.3. Recall that we have to
find a set of functions Py = {Sk(z,a,q) | ¢ € Q} such that

SIk,n(Uk,m 'T) < §k($7 Ak,n - Uk,m Q)' (48)

The instance in 7, that must satisfy a strict inequality D;; < Dy, on their deadline need special
attention. Inequality (4.8) shall hold independently of the considered instance and trajectory, but in
general no minimal distance between D;; and Dy, exists, if D; ; # Dy ,. Hence in order to derive a
bound, we are obliged to use D;; < Dy, instead. Replacing strict inequalities by weak inequalities

leads to considering Z; , o {7ij | Dij < Dgn}- Since Ty, C Iy, , We have thus
57, . (Ukns 1) < Sz (Ukns 1) = S1.m(Ukyns T, Digyn)- (4.28)

Remark: Remind that we have chosen fixed priorities as second and third priority components to
render the EDF priority assignment decidable. For any other choice, Z , would also be a majorizing
set of instances and thus the response time bound derived hereafter is valid for every policy satisfying
the EDF rule (4.26).

Based on that bound the following theorem gives response times in the case where a family of
deadline based MWAF is known.

Theorem 4.14
Let (A,C,D,II) be a stable task process scheduled according to an EDF priority assignment and let

S = {gk(a:, d,q) | k=1,... ,k; ¢ € Q} be a family of deadline based MWAF for the task set. Tasks
are supposed to have constant relative deadlines Dy,. If

gk(xaaaQ) déf §1..m($,a +EkaQ) (429)
then a bound on the response times of a task 7y is given by

Ry, <max max Ei(a;q)—a
kn X €0 acAr () k( aQ) )

where Ay(q) = {a > 0| Sp(z,a,q) > =, V& < a} and Ej(a,q) = min{z > 0| Sp(z,a,q) = z}.
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Proof: Consider an instance 73, on a trajectory w. We intend to prove (4.8) for S, given by (4.29) and
51, under EDF. By definition of 8, see Definition 2.18, there exists a ¢ € @, such that for i =1,... |k

Si(Uk,na Uk,n + z, Uk,n + d; w) < §z($a d7 Q)' (430)
Now, using (4.28), Dy, ,, = Ag.n + Di, (4.30) and (4.29) gives successively:
ST Ukns Uk + 250) < S1.m(Ukn, Uk + @, D 3 w)
= 51 Uk Uk + @, Agn + Dy w)
m(m Ak,n - Uk,n + Eka Q)
Sl m(x Ak,n - Uk,rnq)'
Thus, (4.8) holds and Lemma 4.3 applies. B
Again, the sets A (q) do not necessarily contain a finite number of points, unless some further assump-

tion on the shape of the MWAF is imposed. As could be seen in equation (4.29), the function Sy is
depending on 7 only through Dj. To make this clearer we can restate the result as:

Corollary 4.15 Let (fi, 6, ﬁ) be a majorizing task process. Response time bounds are then given by:

Ry, < max max Vk(d, q) — (d — Dy),
9€Q d—DyEAL(q)

where Vk(d, q) def min{x > 0 | §1..m(33; d,q) = z}.

If the instances of a task may have different relative deadlines, then one can either try to decompose
it into subtasks with constant relative deadlines or replace Dy by

~maxr
D, = max Dkn
neNweN

The latter solution gives a more conservative result, while the former necessitates longer computations.

4.3.3 Feasibility

Under EDF a direct feasibility test exists, which does not rely on response time bounds. It is based
on the work that must be completed before a certain deadline. The following result has been proven
for different kinds of tasks in the literature. We give its proof in the general context of our model.

Theorem 4.16
Let (A, C, D) be an exact deadline based majorizing task process. A necessary and sufficient feasibility
condition is

VgeQ,d<L  Sim(0,ddq)<d (4.31)
Proof:
N.C: for a = d — Dy, (4.31) implies Ek(a, q) < a+ Dg. Thus, by Theorem 4.14 Ry < Dy, Vn eN.
S.C: since (A4, é,ﬁ) is supposed to be an exact majorizing task process:
Vg, Jw, u k Sp(u,u+ z,u+ dyw) = §k(m,d;q) Yz, d.

Thus, if §1“m(0,d, d;q) > d then Sy, (u,u + d,u + d;w) > d. It implies that there are pending
instances: Wi (u +d,u + d;w) > 0. Butif W; ;(u+d,u+ d;w) > 0 then D; ; < u+ d and thus
Ei’j > Dz‘,j- |
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The fact that the feasibility condition is necessary and sufficient is a particularity of EDF scheduling
policy. In [17] is has been shown that no such test exists for FPP. The reason why the test is exact
under EDF is essentially that priorities of instances are chosen according to their deadlines, which is
not the case for FPP, where any instance of a higher priority task is executed even if the instance of a
lower priority task is closer to its deadline.

4.3.4 Computing response times

In this section we suppose that the family of MWAF § can be represented by a majorizing task process
(;1\, C, 13), ie. gk(O,;v, d;q) = gk(;v, d,q) V x,d. A necessary, but not sufficient condition, is that each
function in § is an increasing, step-function, left-continuous in x and right-continuous in d.

Written in terms of the underlying process, d — Dy € Ax(q) implies §1,,m(x,d;q) —x>0Vzx<
d — Dy,. Tt means a positive workload in a certain interval:

z €)0,d — Dy], Wim(z,d;q) >0,

which shows some similarities with interference periods. Let us thus formalize the idea for a generic
process (A, C, D,II) and analyze the concept.

Definition 4.17 An interval [U, V| such that
Wi.m(U,d) = W1 m(V,d) =0 and U<t<V=Win(td >0
is called deadline-d interference period.

Notice that it is different from Definition 4.1, because it only uses deadlines. The end V;(d) of the i
deadline-d interference period can be computed, assumed the starting time U;(d) is known:

Vi(d) = min{t > U;(d) | W1.m(t,d) = 0}.

This formula immediately follows from Definition 4.17. Indeed, inside the interference period [U;(d), Vi(d)],
the scheduling function IIy_,,(t) is equal to one and W1y _,,,(U;(d),d) = 0 by definition. Thus,

W1.m(t,d) = S1.m(Ui(d), t,d) — (t — U;(d))-
Using this relation and changing the dummy variable (see Lemma A.5) leads to

Vi(d) = Us(d) + min{z > 0| 81, (Us(d), Uy(d) + z,d) = z}. (4.32)

[Uo(15), Vo(17)[ [U1(17), vi(17)[

7o R T Tl

n 1 5‘ 3‘ 4
[Uo(15), Vo(15)[  [Ux(15), Va(15)[  [U2(15), Va(15)] . 0‘20 4l 17
T | — | — | —
il il il t
[ [ [
0 5 10 15

Figure 11: Deadline-d interference periods, for increasing d.

To see that indeed, for a given deadline d, several distinct deadline-d interference periods may exist,
consider the example of two tasks shown in Figure 11. For d = 15 we obtain Z(15) = {110,711, T1,2},
to which correspond three distinct periods. At d = 17, the first instance of 79 becomes relevant,
Z(17) = Z(15) U {ma0}, merging the first two periods into one. In general, with increasing deadline,
the first of these periods increases irregularly, a bound being any bound on processor busy periods.
In [13] so called deadline-d busy period are defined by
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(i) A deadline-d busy period is a processor busy period in which only task instances with
absolute deadline smaller than or equal to d execute.

(ii) An idle-period can have zero length.

The first part taken as such could be confusing in some situation. Suppose an instance 7;; ends at
the time where another instance 73, is activated: E;; = Ay ,. Suppose both have deadlines smaller
than some d and that at F; ;, 7; ; was the last pending instance to finish with deadline smaller than d:
Wi .m(E;j,d) = 0. Because at the same moment 7, is activated, Wlm(Ej'J, d)>0. At E;j = Agp,
the processor can be considered as being working or busy without interruption since there is no period
of time where the processor is idling, but because at E; ; = Ay, the past has no influence on the
future and thus on following response times, one would like to have the period end at that moment.
To achieve this the authors "complete" their definition by considering this epoch as an idle period
of zero length. A more straightforward way is to define the needed concept using workloads as in
Definition 4.17. We use the term "interference" instead of "busy" by analogy with level-k interference
periods. R

Now we see that d — Dy, € Ag(q) means for (4,C, D,II)

A~

Uo(d; q) =0, a=d—Dy < Vold;q), (4.33)

i.e. the first deadline-d interference period associated with d = a + Dy, starts at ¢ = 0 and contains
a = d — Dy. Notice also that Vi(d, q) = Vo(d; q).

The interference period end %(d; q) must be computed for a certain range of d. Since it changes
its value if d is equal to some deadline ﬁi,j, it sufficient to consider only these values, and d = Dy, to
determine the maximum. Taking also (4.33) into account leads us finally to the following alternative
formulation of the response time bound.

Corollary 4.18 Given a majorizing task process, the response time bounds under EDF are:

Rin < Vo(d; q) — (d — D),
bn < TAX 0AX o(d;q) — ( k)

Dy = {Di} U {Dij(q) > Di | Uo(Dij(q); q) = 0}

In other words, in order to get the response times bounds of all tasks it is only necessary to compute
all different possible deadline interference period ends - which are independent of the analyzed task -
and to derive then for each task the virtual response times, the maximum of which is the tasks response
time bound.

To test if ﬁo(d; q) = 0, it is sufficient to check if there is an activation A\i,j = 0 with ﬁi,j < d,
because then W\l,,m(O“L,d) > 0, see Definition 4.17, or equivalently §1,,m(0, 0%,d) > 0. Thus, the test
about the beginning of a first level-d interference period can be based on

~

Uo(diq) =0 &  Wim(0t,d)=0. (4.34)
In Table 7 we show an algorithm which computes the response times bounds for a given task.

1. In lines 7- 12, the current Vo(d; q) is computed using the deadline based WAF’s Si(0,t,d), the
values of which are returned by the function sd.

2. In line 4, a and d are initialized with the smallest possible values. In line 20, the function NextD
returns the next larger possible value for d. Deadlines of different instances could be equal, so
NezxtD should avoid returning the same value several times. Since Vo(d) is increasing in d we
initialize w only once in line 5 for each case ¢, to speed up convergence.
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3. Because Vo(d) is smaller than the longest possible processor interference period pip(q), we can
exit the loop in two cases. On one hand, it w = pip(q), because with larger d, also a is larger,
but Vp(d) could not increase and thus Vo(d) — (d — Dy) only decreases, see line 19. On the other
hand, since we must have a < Vp(d) we can exit the loop as soon as a > pip(q), see line 22.

4. The cases ﬁo(d; g) > 0, which are not to be considered, give w = 0. In that case, the loop
exits because e = 1. Furthermore, w must be reinitialized, see line 17, because in the loop it is
supposed to be positive.

1 funct time RespTimeBound(task k) 1 funct time pip(case q)
2 max = 0; 2 w:=1;
s foreach ¢ in @) do 3 repeat
4 a:=0; d:= Dy; 4 vi=w; w=0;
5 w = 1; 5 fori:=1tom do
6 repeat 6 w:=w + s(k,v, q);
7 repeat 7 od
8 e:=w; w:=0; s until w = v;
9 for i :=1 to m do 9 return v;
10 w:=w+ sd(k,e,d,q); 10 end
11 od 11
12 while w > ¢; 13 funct time sd(task i, time t, time d, case q)
13 if w > 0 then 14 w:=0;a:=0; 7:=0;
14 ri=e—a; 15 while (a <t) A (D;;(q) <d) do
15 if r > max then max :=7r; fi 16 w::w_‘_@i,j(q);
ji dﬁw:: . 17 q:=q+Ti,j(q);
’ 18 J=3+1
18 i 19 od
19 if w = pip(q) then break fi 20 return w:
20 d := NextD(d); 21 end
21 a:=d— Dy; T
22 until a > pip(q);
23 od
24 return max;
25 end

Table 7: Computing the response time bounds under EDF, for any kind of task.

4.3.5 Comparison with existing results

Response time bounds for sporadically periodic tasks under EDF, have been derived by Spuri in [26].
The bounds given by Corollary 4.15 or more generally By Theorem 4.14, are also valid for DAG-tasks
and the other kinds of tasks discussed in Section 3.2. Notice in particular that Corollary 4.15 allows
to compute response time bounds for tasks with offset constraints, which was so far only known under
FPP.

There is a difference between (4.29) and Spuri’s approach. We consider the formulation given in
[13] or [28]. The bounds are based on the functions

filw,a) = 3 min (H—ﬂ : {@J + 1) G+ Q%J + 1) O (4.35)

and Li(a) = min{x > 0| fr(z,a) = z}. The bound for a task 7 is given by

max L —
aeﬂi k(a) —a
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where Ay = {n-T; + D; — Dy | n €N, i = 1.m} N[0, Lg[. The release times which are relevant for
the considered task are strictly smaller than the end of some deadline busy period L, which can be
expressed as Ly = max{a € A |a < L, Lg(a) — Cx > a}. In this expression, L is the longest processor
interference period. In [13] or [28] an algorithm is given to determine Ly.

For sporadic tasks, the function we use in Corollary 4.15 to compute the lengths of deadline
interference periods Vp(d) is

S1.m(0,2,d)= Y min Gﬂ , V—TZ@J + 1) N6, (4.36)

i=1..m

where d € Dy = {Dx} U{d =n-T;+ D;|d > Dy, Up(d) =0n €N, i= 1..m}. The response time
bound for 7 is

— (d — Dy).
max Vo(d) — (d — D)

Notice the relation
a=d— Ek

To compare the two approaches let us consider for a simple task set the release pattern which is
underlying to (4.36) and (4.35), see Figure 12. It can be seen that the longest processor interference

T3 4\ | | Q/
T %&% ‘ T ‘ Cl ‘ Ek
2 1| 6 2 5
T2 6 3 4
n¢ ﬂ/ ¢ ﬂpb% ¢ l20] 2| 15
0 5 Ly(6) 12 15
[Uo(11), Vo(11)] [U1(11), vi(11)]

Figure 12: Response time bound for a = 6.

period is L = 12, since the workload, that is the "pending work from the past", is zero at ¢ = 12
(W1..m(12) = 0) for the first time after the critical instant ¢ = 0. Let 71 be the task under study. We
have for example L1(6) = 10, since for a = 6 i.e. d = 11, the recursive computation gives

£1(0,6) =2-2 =

f1(4,6) =34+2-2 =
f1(7,6)=2-34+2-2=10
£1(10,6)=2-3+2-2=10

Since L1(6) — C1 =8 > 6,1i.e. a =6 € Ay, the term L;(6) — 6 = 4 is indeed a value to be computed,
with Spuri’s approach. With our approach, the "corresponding" value is the end of the first deadline-d
interference period for d = 11. As shown in Figure 12, we have V{(11) = 5 and thus V;(11) — 6 = —1.
The reason for the difference is that seen as a WAF, (4.36) is bounded above by (4.35), for a given
a = d — Dy, (because of the term that accounts for the demands of the task under study) and thus
with (4.36) the recursive computation converges earlier.
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Actually, the values L1(6) —6 =4 and Vj(11) — 6 = —1 do not need to be computed to determine
the exact response time bound, since the release pattern after ¢t = 6 is bounded by the release pattern
after t =0

S1.m(6,6 + 2,6+ d) < S1.m(0,z,d).

If the approach based on (4.35) could give less tight bounds than our approach can not be said. The
important advantage however is that (4.36) does not depend on the task under study 74 and thus the
values Vy(d) do not need to be computed individually for each task but only once for the whole task
set; the final values Vg(d) — (d — Dy) are of course particular for each task. As a result the complexity
of the response time computation is reduced, see Section 4.6.1 for further details.

Notice that if the task set is feasible, Theorem 4.16 implies that the response time bound for a task
7, can not be longer than its deadline Dy:

Proposition 4.19 A feasibility test based on the response time bounds derived from an exact ma-
Jjorizing task process according to Theorem 4.14 is a necessary and sufficient feasibility test.

4.3.6 A sample task set

Table 8 shows the response time bounds under EDF for the task set already considered in Section 4.2.6.
The optimality of EDF implies that the set is also feasible.

Suppose that the assumption about the worst execution time of a task is actually not satisfied by
a task. As example we have changed the execution time of task taskl3 to C, = 35 so that the task
set comes infeasible. The result is different for the two policies. Under FPP only tasks with lower
priority than task13 can become infeasible. Under EDF on the other hand, any of the tasks can become
infeasible, compare Tables 10 and 9.

Layer | Task cmaex || D™ | bound | laxity Pr | PL.m
task10 30 | 300 | 1200 | 861 | 339 10.0 | 83.9
taski0 523 | 1500 | 1400 | 1061 | 330 | 02 73.0
task0 | 95345319 | 600 | 850 | 725 | 125| 84| 738
taskd 74 100 | R00 | 675 | 125 55| 654
taskl’ 71| 1100 | 550 | 425 | 125| 6.5 59.9
taskil 9287 | 1550 | 600 | 475 | 125 | 5.8 53.4
taskld 13 ] 1550 | 380 | 361 | 19| 08| 47.7
task? 42| 100 377| 360 17| 3.0 468
taskl3 15| 1550 | 380 | 363 | 17| 1.0 433
taskb | 15633170 | 950 | 350 | 333 | 17| 12.6 | 42.9

edf  ok7 53 950 | 250 | 125 | 125 | 03| 303
taskl® .43 1100 | 175 | 158 | 17| 03] 20.9
taski6 3219 | 1100 | 170 | 153 | 17| 23| 207
task’ 30,10 | 950 | 100 87| 13| 0.8 274
task3 52| 100 | 90 D) 8 25| 266
task6 86| 950 | 85 ) 31 0.7 241
taskl 91732 100] 80 i 31193 | 233
task0 322 950 | 70 51 25 02] 40
task1? 40 [ 1100 | 60 57 31 36| 38
task12 2 [ 1550 | 50 a7 3T 01| 01

Table 8: Response time bounds under EDF for multiframe tasks in periodic transactions.
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Layer | Task cmaex || D™ | bound | laxity Pk | P1.m
task10 30 | 300 | 1200 | 902 | 208 | 10.0| 85.2
task10 523 1500 | 1400 | 1102 | 208 | 02 752
task0 | 95345319 | 600 | 850 | 745 | 105 | 84| 751
taskd 741 100 | 800 | 695 | 105| 55| 66.7
tasklB 71| 1100 | 550 | 445 | 105| 6.5 61.2
taskil 92.87 | 1550 | 600 | 495 | 105 | 5.8 | 547
taskld 13] 1550 | 380 | 361 | 19| 0.8 | 49.0
task? 42 100 377| 380 3| 3.0 481
taskl3 35 | 1550 | 380 | 383 | 3| 2.3 45.1
taskb | 15633170 | 950 | 350 | 353 | -3 | 12.6 | 42.9

S S e 53| 950 | 250 | 145 | 105 | 0.3 | 303
taskl® .43 1100 | 175 | 178 3| 03] 20.9
taski6 3210 | 1100 | 170 | 173 | 3| 2.3 207
task’ 30,10 | 950 | 100 87| 13| 08 274
task3 32 100 90 93| 3| 25 266
task6 86| 950 | 85 82 31 0.7 241
taskl 91732 100] 80 83| 3193 233
task0 322 950 70 51 25 02] 40
task1? 40 [ 1100 | 60 63| 3| 36| 38
taski2 31550 | 50 a7 5T 01| 01

Table 9: Response time bounds under EDF in the case where a task violates the assumption about its
execution time.

Layer | Task cmex | prmn D™ | bound | laxity Pk | P1.m
task10 30 300 | 1200 1366 | -166 | 10.0 | 85.2
task19 3,2,3 | 1500 | 1400 891 509 | 0.2 | 75.2
task0 | 95,34,53,19 600 850 854 -4 | 84| 75.1
task4 7,4 100 800 675 125 | 5.5 | 66.7
taskl1b 71 | 1100 550 546 4| 6.5 | 61.2
taskl1 92,87 | 1550 600 551 49 | 5.8 | 54.7
task14 13 | 1550 380 379 1| 0.8 49.0
task2 4,2 100 377 395 -18 | 3.0 | 48.1
task13 35 | 1550 380 389 9| 23] 451

Fop taskb 156,33,170 950 350 348 2| 12.6 | 429
task? 3,3 950 250 84 166 | 0.3 | 30.3
task18 2,43 | 1100 175 51 124 | 03| 29.9
task16 32,19 | 1100 170 138 32| 23| 29.7
task8 3,9,10 950 100 87 13| 08| 274
task3 3,2 100 90 85 5| 2.5 | 26.6
task6 8,6 950 85 82 3| 0.7 24.1
taskl 9,17,32 100 80 77 3119.3 | 23.3
task9 3,2,2 950 70 45 25| 0.2 4.0
task17 40 | 1100 60 42 18 | 3.6 3.8
task12 2 | 1550 50 2 48 | 0.1 0.1

Table 10: Response time bounds under FPP in the case where a task violates the assumption about
its execution time.
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4.4 First in first out (FIFO)
4.4.1 Definition

The idea behind this policy is simply to serve clients in the order of their arrival without interruption
such that an instance which arrives first is leaving first. This rule can be expressed as

Hk,n(t) =1 = Ai,j < Ak,n = Wi’j(t) =0. (437)

For the case where two instances arrive at the same time an additional decision rule is needed to make
the associated priority assignment decidable. We use their index as under EDF to obtain decidability:

Fk,n(t) = (Ak,na ka n) (438)

Definition 4.20 A scheduled task process is said to be scheduled according to a first in first out rule
if it satisfies (4.37).
4.4.2 Response time bounds

The priority assignment being time independent, the results of Section 4 apply. An instance 7; ; is in
the set 7y ,, of instances with higher priorities of a given task 7, in the following cases:

1. i < k and Ai’j < Ak,n 2.i=kandi<n 3. 1>k and Aijj < Ak,n-

Consider the response time formula (4.2). Since Zj ,, does not contain any instance activated strictly
after Ay, we have Sz, , (A;'n, Apn+1t) = 0. Furthermore, since all instances activated strictly before
Apg,n are in Ty ,, we have Wz, (Akn) = Wim(Agn). Thus,

Rk,'n = WIk,n (A;cl—,'n) = Wlm(Ak,n) + Sl'k,n (Ak,n’ A;c':n)

The term Sz, (Agn, A} ,,) accounts for the different cases of equal activation times. Now, a similar
difficulty as with equal deadlines under EDF arises. If Ay, # A;;, then there is in general no minimal
distance between Ay, and A; ;. Recall that we need a bound that holds for any instances 7% , and any

trajectory such that a response time bound can be computed from (ﬁ, 6, 13) only. To achieve this, we
must replace the strong inequalities by weak inequalities: because the set Z; = {7;; | Aij < Akn},
includes Zj, ,, we have

Ry < W;r;c,n(AkJr,n) = Wi m(AL,) = Stm(Ukn, AL ) = (Akn — Ukn)-
The response time bound theorem immediately follows, given Lemma 4.3:

Theorem 4.21
Let (A,C,D,II) be a stable task process scheduled according to an EDF priority assignment and let

S = {§k(x,q) |k=1,...,k; ¢ € Q} be a family of MWAF for the task set. If

= def &

Sk(x,a,9) = S1.m(a™;q) (4.39)
then a bound on the response times of a task 7y is given by

Ry, < max max Ek a;q) —a
S GEQ aeAy(q) (:0) — e,

where Ak(q) = {a > 0| gk(x, a,q) >z, Vr < a} and Ek(a,q) = min{z > 0| §k(x,a,q) = z}.
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Corollary 4.22 Given a majorizing task process, the response time bounds under FIFO are:

Ry, < max max_ Wlm(fij]) (4.40)
9€Q TG /Al.;‘j<V0m(q) ’

The following can be noticed:

1. Computing the workload does not require a recursive computation because
Wim(A}L) = S1.m(0, Af)) — Ay ;.

2. As can be seen from (4.40), the response time bound is the same for all tasks of the set. The
technical reason is the choice of Z;, ., see above. It implies that when different instances arrive at
the same time then the all other instances are considered to arrive just before the instance under
study - which implies a conservative bound. If time is supposed to be discrete, then a tighter
bound can be obtained with

Tin=Amigli<k, Aij <App; >k, Aij < App—1}
but the final response time bounds are at most one time unit shorter.

3. Although the response times bounds are (almost) the same for each task under FIFO, their
average response time bounds could be different, depending on the stochastic assumption, one
would make about the tasks.

4. Notice that Theorem 4.21 allows to compute response time bounds for any kind of task, for
which a (family) of MWAF is available. i.e. for the task considered in Section 3. The tighter
the MWAF’s do characterize the behavior of the tasks, the tighter the resulting response time
bounds.

4.5 Last in first out (LIFO)
4.5.1 Definition

Under the last in first out (LIFO) rule, a task receives at its activation time the highest priority among
pending instances, such as to execute without interruption, if no other instance is activated before it
finishes.

Hk’n(t) =1 = Ai;j>An=> Wi,j(t) = 0. (4.41)

This property only defines a class of policies, because it does not specify how instances with the same
activation time are scheduled. We choose again an FPP-like rule to obtain a decidable assignment:

Tin(t) = (—Agn, b, —n). (4.42)

Definition 4.23 A scheduled task process is said to be scheduled according to the last in first out
rule if it satisfies (4.41).

4.5.2 Response time bounds

The priority assignment being time independent, the results of Section 4 apply. An instance 7; ; is in
the set 7 ,, of instances with higher priorities of given task 74 ,, in the following cases:
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1. i < k and Ai’j = Ak,n 2.t=kand j>n 3. 2>k and Az”j > Ak,n-
Since it does not contain any instance activated strictly before Ay, W; ;(Ag.n) = 0, implying
Uk:,n = Ak,na

i.e. the interference period starts at Ay ,. As with FIFO, the set Zj , contains instances that are de-
termined by a strict inequality. For the same reasons as before, we change them into weak inequalities,
using 7}, . = {7 | Aij = Ak}, which satisfies

SIk,n(Ak,’m Ak,’n + CE) < SI,’C,H (Ak,na Ak,n + CC) = Sl..m(Ak,na Ak,n + '73) for x > Ak:,n;
because 7 , C I,’c - We the help of Lemma 4.3 we deduce:

Theorem 4.24
Let (A,C,D,II) be a stable task process scheduled according to an EDF priority assignment and let

S = {§k(x,q) |k=1,...,k; ¢ € Q} be a family of MWAF for the task set. If

3 def &
Sk(x7a’7Q) = Sl..m(aj; Q) (443)
then a bound on the response times of a task 7y is given by

Ri o, < EO;,
kin < MaX % (05 q)

where E,(0,¢) = min{z > 0| Sx(x,0,¢) = z}.
Proof: Lemma 4.3 implies

Ry, < max max Ei(a;q) — a.
kn X €0 aeAr(a) k:( vQ)

But Ek(a; q) is independent of a, because gk(a:, a, q) is independent of a, see (4.43). Thus

Er(a;q) — a = Ex(0;q).
aglAak)((q) k(aaQ) a k:( aQ)

Corollary 4.25 Given a majorizing task process, the response time bounds under LIFO are:

Ry, < max max Vi (q).
s 9€Q a€Ak(q) 0 (q)

The following can be noticed:
1. Processor interference period length can be computed iteratively:
?Om(q) min{z > 0 | §1,,m(0,x; q) =x}.
2. The response time bounds are the same for all tasks of the set for similar reasons as before. The

response time bound is based on the fact that the instance under study is always considered to
arrive just before the instances of all other tasks.
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4.6 Complexity

It is known that in case of a critical instant, i.e. a unique majorizing task sequence ¢ in our model,
the complexity of computing response time bounds is pseudo-polynomial in the number of tasks. In
Section 4.6.1 we will see that for EDF the complexity can be improved compared to the response time
bounds developed in [26].

If tasks have offset constraints, multi-frame execution time patterns, or sequencing constraints,
then an exact majorizing task process consists of more than one trajectory because there is not one
critical instant, but several among which none is uniformly worst than all others. For the mentioned
examples, an exponential bound on |Q| exists in the number of tasks and thus the complexity of
computing response time in this case is exponential. Any method for reducing the complexity is
therefore welcome. In Section 4.6.2 we investigate a Branch and Bound algorithm. Furthermore, since
it depends on the actual task set how intractable the computation really is, it is of interest to be able
to predict the effects of approximations on complexity and accuracy. We consider this question in
Section 4.6.3.

4.6.1 Lower complexity for EDF

In [17], Hermant et al. have derived the numerical complexity of computing response time bounds.
More precisely, upper and lower bounds on the complexity of determining feasibility by checking
response time bounds are derived for

e a set of periodic tasks,
e with one critical instant (i.e. a unique majorizing task sequence)
e in terms of operations "simple" operations (addition, multiplication, ...)

for EDF and FPP. Recall that a direct feasibility test exists for EDF. The complexity is pseudo-
polynomial in the number of tasks m:

upper | lower

FPP, (resp. time bound) Oo(m?) | O(m?)
EDF, (direct) O(m) | O(m?)
EDF (resp. time bound) [26] | O(m3) | O(m?)

To compare the complexity of the numerical response time computation under EDF of the algorithm
given in [26] and the algorithm that corresponds to Corollary 4.15, we have generated sample sets
and measured the complexity in the number of computed MWAF’s values, i.e. the evaluation of
S1(0,z,d; q). The result is shown in Figure 13. The functions m? and m3 appear as straight lines with
different slopes because of the log — log-scale.

For FPP, the complexity behaves more like m? than m?, as for the sample task set given in [17]. For
EDF, computed according to the timing analysis derived in [26], the complexity behaves like m3, see
the curve EDF task by task. It suggests that the complexity measured in terms of computed MWAF’s
values, behaves approximately as the complexity measured in terms of simple operations used in [17].

The curve EDF global corresponds to Corollary 4.15. The complexity behaves like m?, because the
lengths of the different first deadline interference periods on a majorizing trajectory only need to be
computed once for all tasks, and not individually for each analyzed task, as for EDF task by task [26].

For Figure 13, 10 different sample sets, consisting in periodic tasks, have been generated for each
set size m = 5,10,15,... ,400, and the average of the measured complexities has been taken. Each
sample set was generated as follows. A target load of p; ., = 0.7 for the task set is partitioned into m
target loads py for the tasks, using an uniform distribution on ]0, p1_.,]. Since our implementation uses
integer variables, the tasks cycle time T} must be long enough so that the execution time Cy = pg - Tk
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Figure 13: Complexity in terms of evaluations of MWAF’s.

is larger than 1 and can be approximated by an integer in an acceptable way. We therefore generate
the cycle time of a task using the uniform distribution on [1/pg, 100 - m[; the factor 100 is an arbitrary
choice which gave satisfactory results. As a result we obtain a task set with a load close to the target
p1.m = 0.7. For a target load near to 1, overloaded sets might be obtained, which are then rejected
and and for which a new set is generated.

For target loads different from p; , = 0.7, the graphs analogous to Figure 13 are very similar
except for different additional constants, because the complexity depends on the load through a factor,
see [17]. As foreseen by the formulas derived in [17], a lower load gives a lower slope.

4.6.2 Reducing complexity for FPP with a Branch & Bound algorithm

The final response time bound for a given task is in general the maximum over several majorizing
response times which are each bounds for some subset of response times of the initial task process
(A, C, D). There are several bounds for two reasons: first there could be several activations in the first
interference period of a majorizing trajectory and second there might be several majorizing trajectories.
If there is only one majorizing trajectory then the complexity is pseudo-polynomial (see the previous
section) and the first reason is usually negligible for real-world task sets. But as we have seen, if
dependencies between tasks are taken into account, then the number of majorizing trajectories can grow
exponentially with the number of tasks. Examples show that for real-world task sets the computation
takes a substantial amount of time.

The idea of the Branch & Bound algorithm is to use the current maximum of the already computed
response time to check if the response times that must be computed on the trajectory ¢ can be longer
than the current maximum. The test is based on the property: Ey(a,q)—a >r = Sp(a+r,a,q) > a+r
which immediately follows from the definition of Ey(a,q). It means that Si(a +7,a,q) > a+ris a
necessary condition for the virtual response time Fy(a,q) — a to be longer than the current maximum
r. The test is

§k(a+7“,a,q)<a+r = Ek(a,q)—agr,
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meaning that if the amount of arising work in the interval [0,a + 7| is smaller than a + 7 then the
resulting virtual response time is shorter than the current maximum and does not need to be computed,
which saves the cost of computing iteratively Eg(a,q). Notice that the test has also a certain cost,
which is equal to that of one step of the iterative calculus. Furthermore, the test is only necessary and
not sufficient. It implies that if Ex (a,q) —a > r we can not draw any conclusion from it and have
compute Fy(a,q) iteratively.

A similar test can be applied to check if the first interference period on a majorizing trajectory ¢
is actually starting at zero. For FPP, it concerns the first level-k interference period with condition
ﬁk,o(q) = 0. Recall the discussion about (4.25) on page 60. A necessary condition is S(0, Ax0;q) >
A\k,o- The test can thus be based on

S1x1(0, A 05 9) < Agg = Uy.0(q) > 0.

Again, the test is not sufficient and induces a certain overhead. If the test succeeds then it saves the
iterative computation of the interference period beginnings. R

For EDF the test concerns deadline interference period with condition Uy(d,q) = 0. Recall the
discussion about (4.34) on page 69. There is a necessary and sufficient test

S1.m (0,07, d;9) = 0 & Up(g,d) = 0,

for which no iterative computation is needed and thus no simpler test exists concerning the beginning
of a deadline-d interference period.

In order to find out if using the test reduces actually the total cost of the timing analysis or not
we have performed numerical experiences on sample task sets consisting in periodic transactions. The
method for generating the tasks is the same as in the previous section, except that the tasks periods are
determined by the period of the transaction to which they belong, see equation (3.29) on page 39. The
offset ¢g 1 of a task 7 belonging to a group G is chosen uniformly in the interval [0, Tg[. The groups
have all the same size. Their size, the number of groups and the load of the set are the parameters
that will be studied. Figure 14 shows (for FPP) the ratio of the complexity of the computation with
test against the complexity without the test. It can be seen that the complexity is reduced, but
proportionally less for larger loads. The reason is that with increasing load the test fails more often.
Furthermore, it can be noticed that the greater the complexity, the stronger the reduction. Recall that
for g groups of r tasks, there are 9 offsets to be analyzed, see Section 3.2.3.1.

5 | 100 | 5% | &
125 | 1000 | 15625 | 32768

The reduction does however not change the asymptotic behavior of the complexity, which remains
exponential in the number of tasks.

Figure 15 shows the same graphs for the test on response times. It can be noticed that the reduction
is stronger on the interval [0,0.85] but above pi_,, = 0.85 there is a breakdown of the performance
resulting even in a greater complexity.

For EDF, the test on response times does not reduce the complexity. To understand this, notice
that under FPP, the number of virtual response times Ey (a;q) —a to be computed in an interference
period is equal to the the number of response times ]/%k,j(q) on the majorizing trajectory ¢. But
under EDF, the number of virtual response times Ek(a; q) — a is equal to the number of deadline-
d interference periods f}om(d), which is equal to the number of activations of all tasks in the first
processor interference period. Applying the test to each of them costs almost as much as computing
them, since a previous virtual response time can be used to initialize the iterative computation of the
next. Furthermore, the test has a certain overhead and can fail.

We have also applied both tests at the same time, meaning that first the test on the beginning
of the interference period is applied and if the trajectory ¢ is to be studied then the test on response
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Figure 14: Branch & Bound algorithm applied to beginnings of level-k interference periods.
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Figure 15: Branch & Bound algorithm applied to response times under FPP.

INRIA



A trajectory based model

times is applied. But the resulting reduction of the complexity was always a little less than for the
test on response times. One could try to understand in which cases the tests are efficient and in which
there are not in order to make them collaborate and perhaps reduce further the complexity.

4.6.3 Lower complexity with conservative bounds

The simplest conservative bound consists in using unique MWAF’s S* for tasks. For transactions, it
means to base the bounds on the critical instant where all tasks are released at the same time, i.e to
ignore offsets completely. In this section we will investigate more sophisticated conservative bounds
which allow a tradeoff between complexity and tightness, based on the degree which offsets are taken
into account.

The main idea is to choose some of the groups of depending tasks and to replace their family of
MWAF’s by a unique MWAF. We will apply the idea to transactions. Because the timing analysis
of GMF-tasks is similar to the timing analysis of transactions, compare Proposition 3.8 and Proposi-
tion 3.9, the formulas will apply for both. The same idea can be applied to DAG-tasks, but because
notations are far less handy, and we will not treat this case.

4.6.3.1 FPP Recall that under FPP all instances of higher priority tasks have an influence on the
response time of the considered task 7, see (4.23) on page 59. These higher priority tasks can be part
of any group:

51k1$q Z Z qu

h=1T1;€G i<k

Suppose T € Gp,. For a group Gp, h # hg we want to bound the MWAF’s of the family by a unique
function:

Zqu Zqu

T;€Gh,i<k nEQhﬂ<k

= max Y 3P (e ).

(qlr“ 3dgsP15--- 7pm)EQ TE€G i<k
Since the MWAF’s only depends on ¢, and (p1,... ,pm), the expression reduces to:

Sgax 3 max SM@-@0)=ma 3 Si@-®.)
T, €Gh, i<k T €GR, i<k
Notice that this conservative bound is still an increasing left-continuous function, since it is the max-
imum of a finite number of finite sums of increasing left-continuous functions. Thus Proposition A.9
still applies for the numerical computation of the response time bounds.

The cost, in terms of evaluations of WAF’s of the last expression, is more important than that of a
"usual" MWAF, since several evaluations of WAF’s are required to compute one of its values. On the
other hand, the family of MWAF’s is reduced to one element (the approximation), which reduces the
size of (). To evaluate the overall effect of the approximation on the complexity, we will measure the
complexity again by the number of evaluations of WAF’s.

We begin with the complexity of the exact bound. It consists in three factors. First, recall that
execution ends are computed iteratively. For this factor, we suppose a bound o on the number of
iteration steps performed on one trajectory ¢ is known. Second, at each step, at most m WAF’s are
evaluated. Third, the same computations must be performed for each trajectory ¢ € . Given the
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number of g, we know that |Q| < [[7_, my - [1/%; M;, see (3.30). Thus we obtain as bound on the
complexity in terms of evaluations of WAF’s:

g m
X0~m-Hml-HMi.
1=1 i=1

Now, we turn to the conservative bound. Each evaluation of a §,* requires M; evaluations §,(cp ) and

the §;‘ of at most all tasks in G;, are summed up. The result must be computed my = |Gp| times. The
total cost is at most my, - Znegh M; instead of my, = |G| as for the exact bound. On the other hand,
the number of trajectories g € @ is reduced, because for Gy, the family of MWAF’s is reduced to a
unique MWAF. Recalling that m = "7 _, my, we obtain:

mh'ZMi+Zml -Hml- H M;.

T, €Gh l#h l#h T, €T, ¢Gh

If conservative bounds are used for all groups except the group Gp, containing the considered task,
then the complexity is reduced to

X0 mho-l-th-ZMi “Mpg - H M;.

l#£ho T EG Ti€Ghg

4.6.3.2 EDF Under EDF all groups are treated the same way, there is no distinction of the group
that contains the task under study. It is hence possible to apply the approximation to all groups.

§1..'m(xaaf +Ek7q) < Sk(m,a,Q) = maxgl..m(x7a+ﬁk7Q)

q€Q
g A [—
Z ea(s( Z Si(z,a + Dy, q)
h=1 ’Tiegh
g A~
ma, S¥(x —®* ..a+ Dy —d* . q).
;‘Iheé(hﬂze:h z( an,ir @ k qh,mQ)

As for FPP Proposition A.9 is valid for the numerical computation of the response time bounds.
Notice that Sk can in general not be represented by the deadline based WAF’s 5’1 .m Oof a majorizing
task process since the maximum of two deadline based WAF’s is not necessarily a deadline based WAF,
see Appendix A.3.

The complexity ranges from

g m
xX@) =xo-m-[[m-T[M:  to Zmz 3o M,
=1 i=1 Ti€G,
passing through
Zml—i-Zml ZM Hml HM
I=r+1 €G] Ti€G

if exact families of MWAF's are used for G1,... ,G, and the approximation for G,41,... ,G,.
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It can be observed that with increasing number of approximations the complexity changes from
a product of factors 7, which are themselves factors, into a sum of terms kp, which are themselves
sums. On could even introduce more refined steps by not taking the maximum over g, and p; in the
same step, but in separate steps. Thus for a tradeoff between complexity and accuracy a wide range
of steps exists. The question that remains is how the accuracy behaves as function of the complexity.
We will answer this question by performing numerical experiments.

4.6.3.3 Numerical experiments As numerical example we consider a set of periodic transactions
consisting of periodic tasks, i.e. M; = 1. We have computed response time bounds of the lowest
priority task 7, in 100 different sample task sets, under FPP, for the different possible degrees of
approximation. The sample task sets have been generated as in the previous section. Figure 16 shows
the graph obtained under FPP in the case of 5 transactions consisting of 8 tasks each and Figure 17
shows the graph for 10 transaction consisting of 3 tasks each. The graphs are to be understood as
follows:

complexity: ratio of the complexity of bounds with approximation over the complexity of the exact
bounds, i.e. x(r)/x(9)-

inaccuracy: fraction by which the approximated bound is larger than the exact bound.

samples: fraction of the sample task sets for which the inaccuracy is smaller than at the considered
point.

A curve that can be observed for a fixed value of complexity corresponds to a fixed number of groups
with exact MWAF’s. For a fixed complexity the sample-inaccuracy graph gives the distribution function
of the inaccuracy; only the upper part from 75% to 100% is shown. As can be seen, for most of the
samples the inaccuracy is zero. It can furthermore be noticed that the inaccuracy decreases with
increasing complexity. We have also observed that choosing exact MWAF’s first for transactions with
greater pr, makes the inaccuracy often decrease faster.

In Figure 16, a level-curve is drawn for 10% inaccuracy. The case of lowest complexity corresponds
to 4 transactions with conservative MWAF and one transaction with exact MWAF’s. It is the one
proposed in [32] to render the computations tractable. The complexity in terms of evaluations of
MWAF’s is 37,190 and for less than 20% of the samples, the inaccuracy is more than 10%. The
complexity of the exact bound is is 350 times larger. If the least accurate bound would take 1 second,
the exact bound would take almost 6 minutes. The marked point correspond to an inaccuracy less
than 10%, for less than 5% of the samples with a complexity of 909,900 evaluations of WAF’s. It is
the complexity in the case of 2 transactions with conservative bounds and 3 transactions with exact
bounds. Thus the considered point corresponds to an only 25 times greater complexity and time to
compute the bounds. It would take 25 seconds under the above assumptions. This suggest that with
a reasonable of the cost the quality of the result can be quite improved. Whether the factor 25 is
"too much" or "acceptable" depends of course on how much time the computation actually lasts. The
important thing to notice is that the function y(r) allows to predict the factor x(r)/x(0) by which the
time increases, if for r groups exact families of MWAF’s are use instead of none. This possibility is
useful for the design of timing analysis tools. An open question is, which properties of tasks do exactly
induce the inaccuracy of the approximations.

Figures 18 and 19 show the combined effect of the the Branch and Bound algorithm described
in the Section 4.6.2 and the use of conservative bounds. As before, the greater the complexity, the
stronger its reduction and the breakdown above p;.,,, = 0.85 remains.

It can be concluded, that it is not much worth computing exact bounds in the context of groups
of tasks, since quite accurate bounds can be obtained at rather low cost. Furthermore, the choice of
conservative bounds for all transactions as proposed in [32] can be improved while controlling the time
taken by the timing analysis to produce the result.
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Figure 16: Conservative bounds for 5 transactions of 8 tasks.
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Figure 17: Conservative bounds for 10 transactions of 3 tasks.

INRIA



A trajectory based model

11 T T T T T T T T

1 no group with approximation —— B a4
2 groups with approximation -+-- -
4 groups with approximation -8--

09 i
08
07

0.6 |

complexity ratio

05

04

03

02 1 1 1 1 1 1 1 1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
load

Figure 18: Branch & Bound algorithm for the beginning of interference periods and conservative
bounds.
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Figure 19: Branch & Bound algorithm for the response times and conservative bounds.
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5 Conclusions and outlook

First let us recall some of the new results on timing analysis that have been obtained along the analysis
of our scheduled task process model. For example, response time bounds can now be computed
for transactions also under EDF. Furthermore, under EDF and FPP response time bounds can be
computed for multiframe tasks, GMF-tasks, DAG-tasks, for which only feasibility tests had been
derived in the literature. Notice in particular that with the use of a majorizing task process there is
no need for the frame separation assumption, which was also used in the case of mode changes. It
essentially ensures that any instance of a task ends before its next instance is released, which simplifies
the timing analysis. The concepts of majorizing trajectory and interference periods which help to
overcome this difficulty.

For the computation of response times under EDF, we have found an algorithm with lower pseudo-
polynomial complexity, which behaves in practice like O(m?) instead of O(m3).

An extension of the current research could include the timing analysis of other time independent
policies such as shortest processing time first, based on Cy, and not shortest remaining processing
time first based on Wy, ,(t), or least lazity first, where the laxity is the difference between the relative
deadline and the execution time of an instance. Further extensions, will include a similar analysis of
non-preemptive scheduling policies and also the Round Robin scheduling policy [23].

We have also developed a tool with graphical interface that can be found at

http://www.inria.fr/mistral/personnel/Jorn.Migge/rts.html.
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A Miscellaneous properties

A.1 Right continuity

A function f: R+—— R : z+— f(z) is said to be right continuous at x if
Ve>0, Ju>0suchthat 2’ € [z,z+pu[= f(a') €]f(z)—¢ f(z)+ €. (A1)

A.1.1 Work arrival functions

At some places, right-continuous WAF are needed. The corresponding majorizing WAF’s can be
derived as follows.

Proposition A.1 The right-continuous version gk(:ﬂ') of a majorizing WAF is a bound for right-
continuous WAF’s of the tasks:

Sk(u, (u+ z)t) < Sp(a™). (A.2)

Proof: This can be proven by contradiction. If we had §(:c[{) < Sk (ug, (ug + xo)*) for some ug and x
then, because S(xg) = lim,_,o+ Sk(zo + ¢), there would exist g, such that

§k($0+€) < Sk(uo,(u0+xo)+) Ve < gg.

Since Sy is increasing in its second variable, Sy (ug, (uo + zo)™) < Sk(ug,uo + xo + ). Thus (2.26) is
violated. H

A.1.2 The scheduling function

In this section we justify the right-continuity assumption about scheduling functions, introduced in
Section 2.2.1 on page 9. First we state some related properties.

Proposition A.2 Let f be a right continuous function and z € R, then:
f(x)>0= 32" >z,a>0such that f(u) >a >0, Vu € [z,2'].

Proof: Choose the positive ¢ = f(x)/2. By (A.1), there exists p > 0 such that f(u) > f(x)/2 for
u € [z,z + p. We can choose 2/ =z + . B

This proposition states that if a right-continuous function is strictly positive at a certain point then
it is positive on some interval of non-zero length. This implies that if the integral of such a function is

zero on an interval, then the function is zero at each point of the interval:

Corollary A.3 Let f be a positive and right continuous function and let x € R, then:

b
/ f(x)dz =0 = f(z)=0,Vzé€la,b

Proof: Notice first that the right-continuity implies that f is Lebesgue-measurable. If the required property

where wrong, there would exist xy € [a, b[ such that f(zp) > 0. By Proposition A.2, f would be strictly

positive on some interval [z, z([. But then the integral of f would be positive, which is a contradiction. B

Notice that Iy, appears as a function under some integral in assumption (2.11) on page 10 and
also in the workload definition (2.14). Actually a class of functions, equal except on a set of Lebesgue
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measure zero can satisfy this assumption and produce exactly the same workload Wy ,,. The definition
of the execution begin (2.20) would be "wrong", if at some isolated to between Ay, and the first point
after which Wy, decreases, i.e. the instance is really executed, II;,(t9) = 1. Hence, the definition
should "better" be based on the workload:

Blc,n = 1nf{t > Ak,n | Wk’n(t_'—) < Ck,n}-

This definition is perhaps less intuitive than (2.20). However because we have assumed right-continuity
for 7, Corollary A.3 implies that the just described "pathological" situation can not occur and
hence (2.20) is a definition consistent with the interpretation of execution begin that we want it to
have.

A.2 Fixed point equations and iterative computation

A.2.1 Fixed point

Response times are often expressed as particular solutions of fixed point equations. These equations
generally have more than one fixed point and such that in their neighborhood, the involved function is
not necessarily a contraction. This partially explains why response times appear as "first fixed point
after some point", see (A.4). In this section we give several simple properties of these fixed point
equations which are repeatedly used when deriving response time equations.

Lemma A.4 Let f be an increasing function R — R with f(0) > 0 . Define

XY (2>0]fz)=a} o inf X (if X #0).

We have the following properties:
1. If there exists an & > 0 such that f(%) < & then there exists a & < & such that f(%) = Z.
2. If X # () then z* = min X,
3. and f(x) > z for z € [0,z*.

Proof:

1. Let £ {x>0|f(z) <z}and & " inf £. Since & € £, we have & < . Suppose we had f(&) < .

There would exist € > 0 such that f(Z) + € = Z. On the other hand f(Z — €/2) > & — €/2, since
Z—e€/2¢ L. Thus

f(@)=F—e<Z—€/2<f(T—¢€/2), (A.3)
which is a contradiction with the assumption that f is increasing. Hence, f(%) > %.

2. Suppose z* ¢ X. It is impossible to have f(z*) < z* because then by 1. there would exist & < z*
such that f(z) = Z, implying & € X, which is contradiction with the definition of z*. It remains the
case f(x*) > x*. There exists then € > 0 such that f(z*) = z* + €. By definition of z*,

Vu>0, I2°eX F <2 <a*+p.

We have f(z') = 2/ < 2* + p = f(a*) — e+ pu. Choosing pn = €/2 implies f(z') < f(z*) —€/2
although z* < 2/, which is a contradiction with the assumption that f is increasing.

3. Suppose there would exist & € [0,2*[, with f(Z) < &. Then by point 1. there exists Z < &, with
f(&) =2. It means & € X with & < z*, which is a contradiciton with the definition z* = inf X’
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[ |
The response time Ry, , = x* of a task typically satisfies an equation of the form

¥ =min{z > 0| f(zo+z)=2} (A4)

with g = Ay, and f being the appropriate work arrival function. The related execution end E} , =
Ap.n + Ry is also solution of a fixed point equation. On can pass from one to the other, by changing
the dummy variable x = y — xg, which only affects the way of writing, but not the involved function:

Yy =xzo+ 2" =min{y > xzo | fly) +zo =y } (A.5)
Lemma A.5 Equation (A.4) is equivalent to (A.5).
Proof: By point 3. of Lemma A.4 and the definition of x*,
flzo+z) >z, Voel0,z¥] and fzo+z) =1 forx =z
By substitution with y = xg + x this gives

fly)+zo >y, Yy € [xg,x0+ " and fly)y=y fory =z + ™

|

Notice that the point g = Ay, plays the role of a reference epoch after which something is considered.
Furthermore the involved function f does not need to be defined before xy. But if the execution end
is expressed using the beginning of the appropriate interference period Uy ,, then the reference point
changes to yo = Uy . The following proposition helps to handle this situation.

Proposition A.6 Let yp < ¢ and g be an increasing function R — R which coincides with f up to
an additive constant such that

9(y) = f(y) +x0—yo Vy> 0. (A.6)
If
9(y) >y —1yo Yy € [yo, w0, (A.7)
then for y* defined in (A.5),

y* =min{y > yo | g(y) +y0 =y }-
Proof: Simply because (A.7) implies that g(y) + yo >y YV y € [yo,zo[ U [z, zo + t[. H

If f can be bounded by another function f then the first fixed point either remains unchanged or is
shifted towards the future z* < &*. This is typically used when deriving response times bounds with
29 = Uk, being the beginning of the interference period containing the instance under study and
Zo = 0 being the beginning of the first interference period of the majorizing task process.

Proposition A.7 Let f be an increasing function R +—— R with f(a}o) > & for some &y € R, and
such that

~

T'=min{z >0|f(Zo+z)=2x} (A.8)

exists. If
Vael0,a*] flzo+a) < fldo+w), (A.9)
then x* exists and x* < z*. If furthermore
f(a:*) =a", (A.10)

then T* = x*.
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Yo To xo + T*

Figure 20: Ilustration of Proposition A.6

Proof: Since f(z*) < f(gf:*) = 2%, point 1. of Lemma A.4 implies that z* exist because X # (). Further-
more z* < 7*. B

Corollary A.8
If f(xo+2) < 0+ p-x, Va, for some o,p € Ry with p < 1 then * = min{z > 0| f(z) = =} exists.
A.2.2 TIterations

The iterative computation of response times has been introduced by Joseph and Pandya [19]. Here we
state this method in the framework of our model and give the assumption under which the computation
works.

First remind the following definition. A function f : R —— R is said to be piecewise constant if on
any interval of finite length there is a finite partition into sub-intervals where the function is constant.

Proposition A.9 Let f : R, — R, be a left-continuous and increasing function with f(0) > 0, such
that z* = min{z > 0| f(z) = =} exists. Let zo € [0,2*[ and xz,, = f(zp_1), for n < 1.

(i) The sequence (x,,) converges to z*.
(ii) If f is piecewise constant, then the convergence takes a finite number of steps.
Proof: First, we have
f(z) > x for z € [0, 27, (A.11)
by point 3. of Lemma A.4. Second, we have
f(z) <z, for z € [0,27. (A.12)

Otherwise there would exist =’ € [0, z*[ such that f(z') > z*. Then, since f is increasing, f(z*) > f(z') >
x*. But this is in contradiction with the definition of z*.

Hence, on [0,z*[, the sequence (x,) is strictly increasing (A.11) and bounded above by z* (A.12), so
that it converges to a point in |xg, x*].

Suppose we had lim,, . n, = & < x*. Recall that z, 41 > z,. Since f is left-continuous, we have

dm p(e) = Jim ).
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Since zp41 = f(zy) it implies £ = f(&), which is a contradiction with (A.11).

If f is furthermore piecewise constant, then it is an increasing step-function, with a finite number of
steps N = card{f(z) |z € [0,2*[} < oco. Since xp4+1 > Tp, thisimpliesVi > N, x; = lim, o0 Ty, i.€. x*
is reached in a finite number of steps. B
Notice that assuming f to take integer values would have the same effect than assuming it to be
piecewise constant. In view of the application of the model, discrete time and thus discrete WAF
could be justified and furthermore it would not change the feasibility problem [7], but since such an
assumption is not necessary we keep the model as general as possible.

A.3 The maximum of two WAF’s

In this section we consider WAF as functions of one variable, by fixing the beginning of the interval to
t1 = 0:

Sk(O,SC) = Z Ckn * ]I[ak,ngm]'

neN

Notice that we do not use capital letters, because we are not considering task processes. As can be
seen, the function is constant between two activations, where it is equal to the sum of all execution
times until the last activation before x. The maximum of two majorizing WAF can be more easily
computed, if we rewrite them as follows:

S(SIT) = E Ck,0..n ° I[[ak,n<a:<ak,n+1]'
neN

Notice that in this expression the sum over n is used to enumerate different possibilities and not really
as a sum.

In Table 11 we give an algorithm for computing the maximum §;(x) = max(si(x), s;.(x)), based
on this alternative expression. To simplify the presentation, the algorithm is written for the WAF
as defined in the model, which means in particular that both WAF have at least an activation after
h. The three indexes, which are used to run through the activation have the following meaning at
beginning of the loop:

n: index of the first activation of si(z) not yet considered
n':  index of the first activation of s (x) not yet considered
fi:  index of the next activation of §x(z) to be defined

Notice that because following activation times of the same WAF could be equal, e.g. ayn = agny1, We
have to increase the indexes of s(x) and sg(z)’ until they point the last activation at the new time,
see for example line 12. It ensures that sk(a:,n) = Ck,0.n-

Let us now consider deadline based WAF’s as functions of two variables, by fixing the beginning of
the interval to t; = 0:

sp(x,d) = Z ko Loy <a) Mgy <d)-
neN

This function is increasing by steps in both variables. In Figure A.3 the locations of the steps are
shown as projection on the domain of the function. Each activation is at the origin of a step.
We have si(x,d) = sk(a;c"n, dip) if agn <t < agpy1 and dip < d < dgpr1- Thus, with

n

def

ck(n.h) E Y eng Moy ] Ty <in] = D kg~ Ly <)y
JEN 7=0
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k(2) := max(si(z), si,(2)) for z < h
roc max(time h)

0; n:=0; n :=0;

if ax,n < @y, ,, then
if cx0..n > Cr0..a—1 then
Ok, = Gk n;
Chk,0..4 = Ck,0..n}
n:=n+1;
fi
n:=n+1;
while ar n = arnt1 don:=n+1o0d
elsif ax,n > a; ,, then
if ¢} . > Ch0..2—1 then
kyp 2= A i
€07 1= Chg i
f:=n+1;
fi
n' :=n' +1;
while a , = a} ., don’ :==n'+1od
elsif ay,n. = aj ,,, then
Qk,5 = Qk,n;
if cx0.n < €., then

else
Ck,0..7 ‘= Ck,0..n}
fi
n:=n+1;
n:=n+4+1;
while ai, = appny1 don:=n+1o0d
n' :=n' +1;

while a; ,, = aj, ..., don':=n'+1 od
b bl

=

34 until min(ak,n,a} ) = h

35 end

Table 11: Computing the maximum of two WAF’s.
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d
do B +
dk,l -+ L EREERR Qi @
dis + CO—
dis | A
dk,O T B
1 1 1 1 1
T T T T T x

aro Qg1 Qg2 To Q.3

Figure 21: Domain of definition of a deadline based WAF

we can rewrite the WAF as

sk(w,d) = Z ck(n, ) - ]I[ak,n<ﬂf<ak,n+1] ’ H[dk,h<d<dk,h+1]'
neN

From the definition of ¢ (n, h) it can be seen that if ay j, > ay n, then ¢y, is not taken into account by
ck(n, h). More precisely, there exists:

I B
W= agp < agp, Vi Fagj<agn, dej <dep,

for which ¢ (n, h) = cx(n, h'). Similarly, if dy ,, > a, then ¢y, is not taken into account by cg(n, h).
More precisely, there exists:

n' b dig <dip, Vi Fdey <dgp, arj < apn,

for which ck(n,h) = cx(n’, h). Thus, in order to obtain the values of sx(x,d), only those cg(n,h) are
needed, for which

Ak < dip akh < Q-

These points a shown in Figure A.3 as thick dots. Based on this, a similar algorithm to the one given
in Table 11 can be derived.

A.4 Complexity
Proposition A.10 The function

frg(z1,.. . xg—1)=a1... T kg1 -(M—T1... —Tj... — Tg—1)

defined for x; > 0 admits the following bound:

g
m
fmg(T1,... ,2g-1) < (—) <e
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Proof: We have

9 fm.g _
8—%@1,...,xg_l)—xl...-xi_l-xi+1...-xg_1-(m—xl...—xi...—xg_l)
+ 21 LT “Tg—1 (—1)
—ka-(m—xl...—in — Zg_1).
k#1
Since z; > 0,
9fm,g _ , _ .
3—($1"”’ng1)_0 Vi <— m—=21...2%;...—xg_1=0 V.
Lg

It is the intersection of g — 1 hyper-plans. For 7 # j we obtain

m-—=xi...—2T;...—2g_1 =0
- (m—-z1...—2z;... 21 =0)
.CL‘]'—.CEZ' = 0.

Thus, the gradient vanishes at a unique point with coordinates given by z; = %. We prove now that it is

a maximum. The coordinates of the Hessian Matrix are

8 f :{—21‘[k#xk ifi=j

ZJ:&SL‘Z(S.T] Hk;éz,jxk(m_xl_sz_zxj_xg_l) Ifz;é']

Thus, at the point where the gradient is zero:

H.-(T @>— —2g) ifi=g
Ng 7 g) | (B A

For the matrix M given by (%)g_2 - M = H, we obtain

2
xtM:c:—QZm?—inxj:—inxj—Zx?:—(Z%) —Zx$<0 Vo #0
' ij i i i

i i#]

and thus H is negative definite and the point is indeed a maximum. Let

fmg) = () = eatmmino
g

with derivatives

of

a_g(m’g) =(lnm—-Ilng—1)- eg(Inm—Ing)
2
%(m,g) =((lnm —1ng —1)> —1/g) - c9(Inm—1Ing)

m

The first is zero at g = ", where the second derivative is negative. Thus it a maximum and the second

bound is derived.
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List of Notations
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k?
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Ok, 36 Uk: 00
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Sk(,a,q), 52, 59, 66, 74, 76
Hk:,na 50 Sk,n; 18
S1.m(t1,12), 14
Ly 50, 58, 66, 74, 75 Sz(t1,t1), 9
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Sk(t1,t2), 9
Sk(tl,tQ,d), 9
S¥, 16, 20, 30, 31
Sk.0.n(t1,t2), 58
§@)() 17, 30
§@Rx d), 17, 31
Sk n(t1 7t2)
Sk n(t1,t2)
Sk n(t )
Skn(tlat% d), 12
S(z), 16, 29
Si(xz,d), 16, 28

Tk, 7

Tk,n, 7

T, 7, 11, 27
To, 11, 14
Ty, 11, 15
T, 22
TU, 10, 11
T, 11
T,7
Tin, 18
Tg, 42, 43
7, 39
7, 39
TG.n, 38
Ty, 28, 42
Tim, 7,13
TV 29, 31
T 29, 31

To(d; q), 69
Uk.0(0), 60
Uk,j(q)7 99
Uk, 51, 56

‘:/k(va)a 67
Vo™ (q), 76, 79
Vi(d), 68

W(zt), 10
Wi, m(t), 14
Wi(t,d), 12

Wi n(t), 10, 13
Wi n(t,d), 12
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Index

absolute

relative, 7
absolute deadline, 7, 12
accumulatively monotonic, 19, 30
activation, 7

time, 7
activation pattern

majorizing, 18
analysis

WCET, 27

busy period
deadline-d, 69
level-m, 15, 55
processor, 15

completion time, 12
constraints

offset, 36

precedence, 35

sequencing, 37
critical instant, 19, 28, 54
cycle time, 7

DAG-task, 43
deadline
absolute, 12
relative, 12
demand bound function, 18
discrete time, 91
dynamic scheduling policy, 66

earliest deadline first, see EDF

EDF, 65, 77, 79
exact bounds, 19
execution
beginning, 12
end, 12
time, 7

feasibility, 12

test, 52

test for EDF, 67
FIFO, 53, 74
first in first out, see FIFO
fixed point equation, 88

fixed preemptive priorities, see FPP

FPP, 54, 77, 79
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GMF-task, 41

highest priority first, see HPF
history, 8
HPF, 22

idle period, 56
inner cycle time, 28, 31
instance, 7
pending, 12
inter arrival time, 7
interference period, 51
deadline-d, 68
level-(k,n), 56
level-k, 57
level-m, 57
processor, 57
invocation, 7
iterative computation, 90

last in first out, see LIFO
LIFO, 75

majorizing activation pattern, 18
mark, 8
mode change, 45
MWAF, 16
exact, 19, 60
unique, 20, 48

non-idling, 15

offset constraints, 36
outer cycle time, 28, 31

piecewise constant, 90
point, 8
of accumulation, 7
process, 8
precedence constraints, 35
priority, 21
assignment, 21
deadline monotonic, 61
decidable, 22
EDF, 66
equivalent, 24
FIFO, 74
FPP, 53
LIFO, 75
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optimal fixed priorities, 61
piecewise order preserving, 22
time independent, 50

recurrent task, 7
relative deadline, 12
release time, 7
response time, 12
right-continuity, 12, 87
Round Robin, see RR
RR, 21

scheduling function, 9

scheduling policy
deterministic, 10
random, 10

sequencing constraints, 37

(c,p)-bound, 13, 18, 19
stable, 14

static preemptive priorities, see FPP

step-function, 9, 18

task

directed acyclic graph, see DAG-task

multiframe, 30

generalized, see GMF-task
sporadically period, 31

periodic, 27
recurrent, 7

recurring branching, 37, 43

sporadic, 28

sporadically periodic, 28

task process, 8
majorizing, 19
deadline based, 19
scheduled, 10
stable, 14
task sequence, 7
majorizing, 19

task set, 7
concrete, 28
test
feasibility, 72
time

activation, 7
completion, 12
cycle, 7
execution, 7
inter arrival, 7
release, 7
response, 12

timing analysis, 27
tool for, 83

trajectory, 8

transaction, 60
sporadic, 38

sporadically periodic, 39

WAF, 9, 91

WCET, 27, 48

work arrival function, 9
deadline based, 9

family of majorizing, 17

majorizing, 16
deadline based, 16
unique, 16

workload function, 10
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