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Les intervalles de confiance pour ’estimation adaptative
de régression

Résumé : Nous considérons un probléme d’estimation adaptative d’une fonction de ré-
gression f a partir d’observations bruitées. Nous proposons un estimateur adaptatif par
ondelettes d’une la fonction inconnue avec un intervalle de confiance associé pour la norme
Ly de Verreur d’estimation. On démontre que cet estimateur et son intervalle de confiance
sont minimax si f appartient a4 une classe de Sobolev.

Mots-clé : Estimation adaptative, regréssion non paramétrique, intervalles de confiance,
estimateurs par ondelettes
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1 Introduction

We consider the problem of recovering of unknown function f(z) : [0,1] — R from noisy
observations

) .
yz:f(ﬁ)+wz; Z:]a"'aN; (])

where (w;, ¢ = 1,..., N is the vector of independent and identically distributed Gaussian
random variables with Fw; = 0 and Ew% = O'Z].

The basic problem which has been extensively studied in the literature on nonparametric
estimation is to provide an estimate fy of f given the observations (y;). In particular, when
the problem of minimax estimation is concerned, a usual approach is to introduce a functional
class F, defined with a set of parameters i = {u;}, then to design the minimax estimation
algorithms on this class which depend explicitly on the constants u;. When the accuracy (or
rather inaccuracy) of estimation is measured by the Ls-norm of the error fN — f, the optimal
solution of this problem is available for a variety of functional classes (cf., for instance, [9]
and [5])

To be more precise, suppose that f belongs to the Sobolev class F(s, L) (refer to Section 2
for definitions), defined with the parameters s (the regularity) and L (the Sobolev constant).
We consider the risk

p(fNJf) = Ef”fN - f||2a
where || - || is a norm or a quasi-norm. Tt is well known how to construct the minimax on
the class F(s, L) estimator fu, i.e the function f3 which is the minimizer of

R(fx,F) = ;gg E¢p(fn, f)

for a large variety of risks p(-). This estimator attains the rate of convergence R(f;{,, F) =
O(N_ﬁ). However, the class F(s, L) contains also functions which can be estimated
with better rate. Indeed, this class contains, for instance, the Sobolev balls F(s', L) with
s’ > s. Then if the information that the unknown function belongs to such an embedded
class was available, one can expect to find an estimate fy which attain the minimax rate of
convergence which corresponds to the parameters (s', L) of this smaller class.

Then the following questions arise:

1. How to design an “adaptive" estimation algorithm which only uses the observations
and which deliver an estimate fx of not worse quality than the parameter-dependent
estimate, which uses the knowledge of parameters (s, L) which describe the Sobolev
class.

2. If such an estimate fN is given, how to access its accuracy my = ||]?N — f|| (here || -||
stands for some norm or some quasi-norm of the error).

RR n° 3580



4 A. Juditsky , O. Lepski

In the framework defined above the answer to the first question is given, for instance,
in [13], [6], [12] and [1]. In those papers a variety of estimates fy are proposed, such
that the ratio of the estimate risk R(fN, F) and the minimax risk R(f;{,, F) remains finite
as N — co. Following [13] we call such estimates adaptive in order. Note, however, that
those adaptive estimation algorithms do not typically provide any information about the
error my .

If it is known a priori that f € F(s, L) then one can take m}, as the minimax rate of
convergence on the class F(s, L) which is O(N_ﬁ). On the other hand, as we have seen
above, if f belongs to the class F(s’, L) with higher regularity then the adaptive estimate
fN will attain better rate of convergence and the bound m}, would be rather pessimistic.
On the other hand, it is also known that if the accuracy of estimation is characterized

with the L -norm of the error the bound O(N™ e ) of the error my cannot be improved
in the minimax sense (cf. [14]). This motivates our choice of the Ly-norm of the error
my = ||J?N — fl||2 as the measure of the quality of the estimate to be accessed. In fact we
want to point out a value 7y () (a confidence interval) such that for any a > 0 the ball

B(]?N, 7n()) in Lo-space, centered at fy with radius c¢(a)7y, satisfies

Py(f € B(fy,mv(a)) > 1 — . (2)

In order to characterize the quality of the bound 7n one can use the quadratic error:
r(rn, f) = [Ef(rn — mn) 22 (3)

So in the present paper our objective is twofold: we are to design an adaptive in order
estimate fy of f and to provide the method to construct confidence intervals 7y (a) for
the estimator fN from observations y, ..., yn. Of course, we aim to obtain the quantities
T~ which are “good" in the sense of (3). One can consider the following “common-sense"

strategy to solve the problem above: given the sample (y;), i = 1,..., N, we split it into
(1)

two independent subsamples, say (y;”’) and (yz@)_ Then we use one of known adaptive

estimates to retrieve the estimate fN of unknown function f from observations (ygl)). Next
we compute the estimate my of my using the observations (yz@ —fn (i/N)) from the second
subsample. Tt is known that if the unknown function f belongs to the Sobolev class F(s, L)
then the adaptive estimate fN (which does not use the knowledge of s and L) satisfies

R(fN,}") = O(N_Z"’/(ZS"']')). On the other hand, if fx is an adaptive estimate of the Is-
norm [|f||2 of f then (cf. [8])

sty —> | )

sup Es(On —||fll2)*> =0 (( N

On can expect to obtain the same bound (4) for the error my — my in the problem above
(in Section 5 we show how a simple adaptive estimator with an adaptive estimate of the
Lo-error norm can be constructed on Sobolev classes without splitting the data).

INRIA
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Unfortunately, the estimate mp have an obvious drawback: the quantity ¢(a)my cannot
provide an upper bound for the error my (at least for small my = O N_%)). Thus

cannot be used in the construction of the confidence 7y interval in (2).
In Theorem 1 below that a minimax on the class F(s, L) lower bound for the rate of
convergence of an estimate my of the error my:

sup E; (my — mN)2 > ¢ (N_ﬁ) .

fer

As a result, if no information on the parameters (s, L) of the functional classes available,
the problem of construction of confidence intervals cannot be solved in the minimax sense.
On the other hand, we show in Theorem 2 that if it is a priori known that f € F(s*,L*), a
confidence interval 7y can be constructed such that

sup Ef (v — mN)2 =0 (N—ﬁﬁ—l) .

feF

And the lower bound in Theorem 1 shows that this rate of convergence cannot be essentially
improved.

The paper is organized as follows: in Section 2 we recall some basic properties of adaptive
wavelet estimators. Then in Section 3 a minimax lower bound for the rate of convergence of
Lo-error estimators is established. Next in Section 4 we provide an adaptive estimator fy
of f with an associated confidence interval Tn for its Lo-error on the Sobolev class. Finally,
in Section 5 we provide a simple adaptive estimator with an adaptive estimate my of its
Lo-error norm on the family of Sobolev classes.

2 Adaptive wavelet estimators

We start with the definition of functional classes used.

2.1 Decompositions of Sobolev classes

Let ¢r, ¥, be a system of compactly supported orthogonal wavelets (suppg C [—A, A]
and suppy C [—A, A]), ie. ¢p(x) and o (z) = 2j/2¢(2j1: — k), j = 1,..., constitute
(inhomogeneous) orthonormal wavelet basis of L3(0,1) [15], [3]. Let m = max(1, Smax)-
We suppose that ¢ and ¢ € C™. This implies (see Ch. 7, [3]) that ¢(z) has | = [Smax]
vanishing moments (here [-] is an integer part). We just note that wavelet basis on [0, 1] with
such properties can be constructed (see, for instance, [2]). Since the regression function and
the wavelets are compactly supported, there are at most (2/ + 24 — 1) nonzero coefficients
at each resolution level j of the wavelet expansion of f. We suppose with some stretch that
this number is exactly 27, thus

o 271

f@) =ad(x)+ Y > Bintjn(e),

7=0 k=0

RR n° 3580



6 A. Juditsky , O. Lepski

where

a= /f(af:)cb(x)dx, Bik = /f(z)wjk(x)dx
From now on we suppose that the unknown function f belongs to some set F € L2(0,1)
which is defined through the coefficients o and 3;; of the wavelet decomposition of f:

o 271

f@)=ad(x)+ Y > Bintjn(z). (5)

§=0 k=0
Note that due to the orthonormality of functions ;5 and ¢,

o 29-1

13 =0 +> > B

j=0 k=0

We suppose that F is a “Sobolev body"! of wavelet coefficients:

F = F(s, L)
0o 271
= {f such that || fll.» < L}, where [|f]2, = a® + 32 3" 4. (6)
j=0 k=0
Note that if W?*, s > —1/2, is the Sobolev space (see [16]), then there is C' > 0 such that
[ fllw= = Cliflls2, (7)

where ||f||w+ is the norm of the Sobolev space (cf. Theorem 2 in [4]. See also [7] for a
discussion and useful references). In fact, the norms for a wide variety of functional spaces
can be “efficiently" expressed in terms of the coefficients of wavelet decompositions [15]. For
instance, H (s, L) is a Holder class of functions (cf. [11]), then H(s, L) C F'(s,¢oL), where

Flo. 1) = {8+ Jal + max2 gy | < 1) ®)

and cq is a constant which depends only on the particular choice of wavelet 4. In what
follows with some abuse of notations we refer to F(s, L) as the Holder class.
2.2 Wavelet estimators

Consider the following problem: given the observations (1) to design an estimate fN of f
which uses only the observations y1, ..., yn (but not the knowledge of the parameters s and
L of the class), such that for any class F (s, L) the ratio of the estimate risk

R(fn,F) = sup E||fx — f|I3
fer

lwe borrow the terminology of D. Donoho and 1. Johnstone [5].

INRIA
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to the minimax risk

R(F) = nf R(fy, %)
In

remains finite as N — oco. Following [13] we call such estimates adaptive in order.

In the above problem the minimax rates of convergence were established in [13]. These
rates are attained, for instance, by adaptive wavelet estimates fN, designed in [6], [12]
and [1]. For our model these estimates are constructed as follows: first we compute the
coefficients

N . N .

~ - i - 3 . .

ar =N 1Zyi¢k(ﬁ), yik = N 1Zyi¢jk(ﬁ); for j=0,...,jo,
i=1 i=1

where jg is such that % < 9o < N. Then y;i are shrinked to zero using the thresholding
rule:

Bis = 3(yje, ). (9)
Here 6(+) can be hard- or soft-thresholding rule, respectively,
§(x,A) = xljz>x or d(x,A) =sign(z)(z — A)4.

The threshold A; is selected from the observations using a kind of cross-validation procedure
which is different for the estimates provided in the papers cited above. Finally one put

Jo

In(@) = andu(@) + Y. Bintin(a). (10)
k =0 k&

The risk R(-) of these estimates on the Sobolev class satisfy

N _ 2 2.;211 2] 2N
2/(2s41) [ Tw 0y 108
R(fn,F)<CL <—N ) +0 <7N .

Another adaptive estimate which attains the same rate of convergence on F(s, L) (cf. [12])
can be obtained if instead of the estimate (9) of wavelet coefficients 3 we use

Bik = Yiklp;>2i02 /N

where
o2
Pji = Z(y;k - Ww)
k
In other words, the same thresholding rule is applied to all coefficients at _the level j. Tn
what follows we consider different estimates of the "inaccuracy" my = ||fx — fl|2 of this
estimator.

RR n~° 3580



8 A. Juditsky , O. Lepski

3 Lower bound for confidence interval estimation

Suppose that the observations y; = f(’w) +w;, 1 =1,..., N of the function f are available.
Tt is known a prior: that f € F(s, L).

Let fN be an estimate of f. Our objective here to establish the lower bound on the rate
of convergence of the estimate of the error ||fN — f||2 This bound cannot be given for all
estimates fN; indeed, the error of a trivial estimate fN( i/N) = y; can be estimated with
parametric rate. However, if we limit our consideration to a class of “not-trivial" estimates,
which, of course, are the only estimates being of interest, such a bound can be established.
Such a class of “reasonably good" estimates can be defined in many ways. We consider here
the following

Assumption 1. The estimate fN is “almost minimax" on F(s, L), i.e. if
s/(2s+1
N = L1+ Ta logN ( )
N )

then for some C < oo

sup vy [Ef||f - fIB]'° < C.
fEF(s,L)

Note that this assumption holds for known adaptive estimates (cf. the estimates proposed
in [7], [6] or [12]).

Let now for some 0 < § < 1 fo € F(s,(1 —d)L). We say that f belongs to 6Fy, (s, L) if
f—fo€F(s,dL).

Theorem 1 Suppose that Assumption 1 holds for the estimate fN of f. Then there is an
absolute constant cq such that for any 0 < d < 1, fo € F(s,(1 —8)L) and any estimate my
of my = ||f — fw||2 it holds

)25/(454—1)

1/(4s+1) (o
sup  [Ef(my — mN)g]lm > co(L&)M/ s +1) (T ,  for s>1/4 (11)
fE€3F;q(s,L) cod LN—* for s<1/4

The proof of the theorems are put in Section 6.

4 Adaptive estimator with a confidence interval
We present in this section an adaptive algorithm to estimate unknown function f and an

estimate My (and an upper estimate 7y) of the estimation error my from observations
(yi), i=1,..,Nasin (1). We suppose that it is known a priori that f € F(s*, L*).

INRIA
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g

Algorithm 1 Put ¢ = %, take

N .
jo such that 5 <2< N (12)
and
N(L* 2\ 2/(4s*+1) " N(L* 2y 2/(4s*+1)
j* such that < 2) ) < <2< (2) > ; (13)
O'w o-w

if _]*>_]0 set j*Zjo.

1. Compute the empirical wavelet coefficients
1 & i 1 & i
a = ﬁZyz(ﬁ(ﬁ) and yjr = ﬁzyzw]k(ﬁ)’ OSkS'ZJ—l, 7 =20,..., jo. (14)
i=1 i=1

2. For j=0,...,jo compute
271
pi= Y yk—o =yl — 2o’ (15)
k=0
and the estimates of wavelet coefficients
Bik = Yiklp,>2i02- (16)

3. To terminate set

~

Fr(z)=as(z)+ > D Birtir(z) (17)

i<jo k
and
Jo J*
~ 2 2 :. j 2 2 :
my = 2‘70' ]Pj22j02 + pj‘lp]'<2102 . (]8)
j=0 j=0

+

Theorem 2 Let F(s, L) be a Sobolev class such that F(s, L) C F(s*,L*). Then

N 2\ 8/(2s41)
= Bl < cnte (2) T ), (19)

sup [FE;
JeF(s,L)

where |¢(N)| < C“f}#. Furthermore, the estimate my satisfies:
9 >25*/(4s*+1)

~ * s* Ty
sup  [Ey(my — mN)Z]l/2 <y ((L AR <—

+ L*N=" | 4 ¢(N). (20)
FEF (st L7) N

Here Cy and Cy are constants which do not depend on N, L* and oy and can be computed
explicitly for a given value of s* and wavelet 1.

RR n° 3580



10 A. Juditsky , O. Lepski

Remark: Using the bound (20) for the error my — my we can modify the estimation
algorithm above to construct a confidence interval ry. Indeed, if we set
9\ 28" /(4s*+1)

\1/(4s*+1) [ Tw
Cy(L7) <N

+C LN~ + e(N)] , (2

we obtain the following evident

Corollary 1 The quantity T («), delivered by Algorithm 1 and (21), satisfies

9\ 28"/ (4s"+1)
¢)

[E(ry —mn)?]"? < (14 Va) [Cl(L*)l/(“”fl) <U—“’ +C PN 4 e(N)]
and for a > 1

P(my > 7n) <

|+

Remark: note that the upper bound for the estimation error of the adaptive estimator
fn, established in Theorem 2 is tight. Furthermore, we conclude from the lower bound of
Theorem 1 the estimate My, provided by Algorithm 1 is minimax optimal (20) (up to a
constant).

Remark that for s* > 1/4 the main error term in (20) is equivalent to the function
estimation error if we substitute 2s* for s in the exponent (cf. the first term in the right-
hand side of (19)).

One can see from (20) (cf. the lower bound (11)) that the behaviour of the adaptive

estimate muy changes dramatically as the quantity -
(0'“,L)4N4S*_1

becomes O(1). If L and oy, are O(1) this can happen when s & 1/4. For s* > 1/4 the first
term in the right-hand side of (24) is dominant, for smaller values of s* the second term
LN=*" become major. For these values of s* the estimate “sinks into the grid", in other
words, the bias term of the error my —my which is due to the approximation of the function
f from its values on the grid (i/N) is larger than any other error components. The situation
changes dramatically if our objective to recover the values f(i/N) of the function on the

grid. In this case one can easily deduce from the proof of Theorem 2 that for s* < 1/4

[y (i — my)?]/* = 0 ((”Tg—N)/) .

INRIA
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5 Simple adaptive estimate

Adaptive estimation algorithm. We provide here another adaptive estimator f with
the estimation my of the Ly-error. When compared to Algorithm 1 in section 4, the estimate
my, computed by this method is adaptive with respect to the parameters s, L of the Sobolev
class. Note however, that this estimate cannot be used to compute a confidence interval for
the adaptive estimate of fu.

Algorithm2 Choose Smax < 0 and a wavelet (z) with [ = [Smax] vanishing moments.

2 .
Put o2 = UWW, A = k/logN for k > 16 and take jo as in (12), i.e. % < 20 <
N

1. Compute the empirical wavelet coefficients
1 & i 1 i
a= ﬁZyz(ﬁ(ﬁ) and y;i = ﬁzyﬂ/)jk(ﬁ)’ 0<k<2 -1, j=0,..,j0.
i=1 i=1

2. For j=0,...,j0 compute

271
_ 2 2 11,2112 j 2
pj = E yir — 0" = lyjllz — 2o
k=0
and the estimates of wavelet coefficients
Bik = Yjklp;>2i02.

3. To terminate set

~

In(z) =ad(x) + 3. Bitje()

J<jo k
and
Jo Jo
ﬁl?\f = ZQjU?lpj22102 +ij1)\2j/202§ﬁ’j<2j02 (22)
j=0 j=0

We have the following
Theorem 3 Let F(s, L), s < smax be a Sobolev class. The adaptive estimate fN satisfies:

7 o211/2 1/(2s41) [ Ta /)
sup [yl = Jwl30 < onee (2) T ), (23)
fTeF(s,L)

where ¢(N) = O (%) Furthermore,

» 9 2s/(4s4+1)
sup  [Ey(in —my)?]"? < 0 L1/ <Uw7 VlogN) +LN7 | 4 e(N), (24)
feF(s,L) N

RR n° 3580



12 A. Juditsky , O. Lepski

Comments: The lower bound for the adaptive estimation of the Ly-norm of a function,
obtained in [8] suggests that the estimator my above is adaptive in order.

R The estimate my of my cannot be considered as a confidence interval for the estimate
fn. Indeed, one can easily see that due to the thresholding procedure in (22), for certain
functions f € F, my = 0 with positive probability, while my = ||fN — fll= is strictly
positive.

6 Proof of Theorems

In what follows C, C’, C" stand for positive constants which values may depend only on the
parameters s, p and ¢ of Besov classes.

6.1 Proof of Theorem 1

The proof of the lower bound (11) in the case s < 1/4 is evident. Indeed, a function
§f € 6F¢,(s, L) which vanishes on the grid +, i = 1,..., N with the norm || f||> > co§ LN ~*
can always be constructed. However, the functions fy and fy + df cannot be distinguished
from the observations (y;).

To show the bound in the case s > 1/4 we transfer the problem in the space of wavelet
coefficients.

With some abuse of notations we say that # € R" belongs to F(s, ) if

max 2/ +1/2)|3, ||, < L.
320 -

In fact, this implies that f(z) = Zj >k Bikjk(x) belongs to the Holder class H (s, coL) (cf.
(8)) with some constant ¢ which depends on the choice of ¢. Let 8° € RN be a vector of
wavelet coefficients. We say that 8 € §Fgo(s, L) if for some § > 0 g — 8% € F(s,dL). Now
suppose that for some 0 < 8 < 1 By € RY belongs to F(s, (1 —8)L). Let y € RN = (y;x),

Yik = Bjk + 0Cik (25)

be the observation of the vector 3 = (Bjx) € RY, 3 € §F50(s, L) (note that this also implies
that 3 € F(s,L)). ( = ({jx) in (25) is a vector of independent and identically distributed
Gaussian random variables, £¢; = 0, E¢? = 1.

Let 6y an estimate of the quantity || — §||2. The proof of Theorem 1 results from the
following

Proposition 1 For any 0 < § < 1 and any 3° € F(s, (1 — 8)L), there are ¢, ¢y > 0 such
that for all N sufficiently large, any estimate 8 and any estimate

L A —coEallr - 519))
sup  Eg(fy — |8 = B2)" > co 5 0]2)1/2)2
BESF 40 (s,L) (pn + (Epol|B — B°I5)1/2)

)

INRIA



Confidence intervals 13

where

oN = min{(L&)l/(4s+1)0'43/(43+]), aN1/4} . (26)

Let us show that the statement of Theorem 1 indeed follows from Proposition 1. We set
Jo Jo
fo@) =Y Bltbje(z), and f(x) = Biwdhjr(z),
j=0 j=0
) 1/2
Then Assumption 1 implies that o (Eﬁn”[)) - [)’0||§> = o(pn), and

R 1/2
sup [ By(on = v = fll2)?] T > copw.
fEé.’FfD(s,L)

|
6.2 Proof of Proposition 1
Let =(B},) eR € F(s, L(1 — and jg satis
0 ;),k;_ N; 0 ’ 6 d J i fy
(L) o=/ (stl) < 91" < 9(L§)mrt o= 4/ (4s41),
If 27" > N we put 27" = N. We define
B = L8277 (+172), (27)

Next we set
€ = 0, if j#J
T & i =
where (), k=0, ..., 21" 1 is a sequence of independent and identically distributed Bernoulli

random variables, P(§y = 1) = P(& = —1) = 1/2. Finally, we define the vector B® in the
following way: make another independent drawing such that

ge) = | ot B¢ with probability
L o with probability

[N NES

Note that due to the definition (27) of 3, the vector 3) belongs to F(s, L). Consider the
observation y = (y;x) of [;’(5),

Yik = ﬂﬁ) + oGk,

RR n° 3580



14 A. Juditsky , O. Lepski

where ((jx) is a sequence of independent and identically distributed Gaussian random vari-
ables (independent of ¢) with E(;; = 0 and ECJQk =1.

We can now write down the Bayesian risk of an estimate x5 of ||B — B [|2

1 . .
ran(8, N) = 5 Be { Egier (On = 18 = BOI12)* + Epo (6w — 1 = 8°112)* },
where E¢ stands for the expectation with respect to the distribution of £. Let us denote
An =0y — |8 = O]z, 68 = 3 — f° and let Z¢ stand for the likelihood ratio
Py _ T (GutsB P
Te = AL J — .
¢ dPﬁo H P o 202

k=0

We define now the following events:

A = {Q: 1< FeZ < del,
B o= {Q: Yy, <227}, (28)
C = {Q: [[88]2 < BVe(Egoll5B]13)12},

and T={ANBNC}.
Lemma 1
Ego {Eg[Zg(pJQV 28847 ¢)? 1{F}}

o(d, N) >
70O N) 2 T A T o

Proof: Since

on — (18 = AO || = on — (15— Bll2 — (118 = [8° + BEll> — 115 — 5°]l2)
when changing the integration measure, we have for r40(8, N):

20 (6, N) = Ep, { B (Ze(An — 1168 = Bella + 168112)°) + A%}, (29)
where Ay = 0y — ||3 = 8°||2. Note that

o e 760058 = Bel) ~ 19911)
N 1+ Be7Z¢

is the minimizer of (29) with respect to Ay. When substituting A%, into (29) we get

1 ~
nl6N) 2 e { o e 761081 = 109 - Bel)?] |

| IMﬁH%—IMﬁ——Bﬂ@)2
Fgpo{ ——FE: |7 = . 30
ﬁL+&4§{€QMMHW—mh]} o
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Since the expression under the expectation Ego in (30) is positive, we can bound rgo from
below as follows:

- 2
2 _ _ 2
27"[30((5, N) Z Eﬁﬂ #Eé_ Zf (||6ﬁ||2 ||5/B @6”2) 1{F} . (31)
1+ EeZ¢ 1682 + 1|68 — B¢]|2
We use ||[;’£||§ = p% and the bound for ||0f||2 on [ to obtain from (31):

~ 2
. 1 Py —28587¢
2rgo(8, N) > Epgo {mb} [Zg (m) } l{F}}

. ek {Zs (pi — 235/3T€)21{F}}
= (L4 4e)(16V/e(Ego[9p113)"7 + pn)*

Lemma 2 Denote I = EE[[;’J[)’TE’ZE]‘ Then on T' we have the following bound:

I < 32V26¥ 20 (Ego |60][2)12.

Proof: Recall that by the definition of &
) 2
PopTE=P D 5Bjorts,
k=0
so that, due to the independence of (&),

QJ CiruB 52
exp —exp(—1F= — i
Z 5[7)]*/0 ( ) 5 ( 2 Hk-,

where

Iy =

1k 2
Note that |sh(z)| < |z|ch(z), thus
exp(CJ kﬁ) exp(= G5+ k/@) |Cj*k|ﬁeXP(CJ kﬁ) + exp(— i k/@)
2 - 0 2 ’

RR n° 3580
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and

=0 [277 -1
1<f’_

> 10B5e
k=0

Gk

% 1/2
27 —1 /

EeZe < — 0Bl | D G

EeZe.
777 Due to (28), the right hand side of the latter inequality can be bounded on I' by

32v/2e%/227° 2 B2 (B 50 |65][3) /70

lemma

(33)
When substituting into (33) the values of § and 2/° from (27) we obtain the result of the

[ |
Lemma 3 We have

1) EgoEeZe =1
and for N large enough

2)  Epo[EeZ)? < e

1 1
3)  Ppo(A) = Poolg < EeZe < de) > 0. (34)
Proof: The proof of 1) is straightforward. To show 2) we decompose

ZJ -1
Ego[E¢ Z¢)? H Ik,

where

i = B (i 2
= b [y (2T Ly (rd )

—p?
E exp(v) .
When taking the expectation, we obtain

2

& g A
—[ev + e c']<1+—+]2 T

<1and(w)uv)<2for0<x<l

On the other hand, by the choice of ﬂs = 0(5—4) and

since £

4
EgolFeZ¢]” < <1+2j*2%(1+o(1))) < e

INRIA
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for N large enough.
3) Let a positive random variable z satisfy Fz = 1, F2? < co. Then for any R > 1

REz?
| antan>1-1/R
0

and

REz? 1 1/2 1 1
ep(de) >1— = — zu(de) > - — =.
[, w21 g [t 2 5

We conclude that

1 2 %_%
w5 << REs%) > 2R,
We finally get for R =4
1
=<z <4E2”) >
my Sz <ABr) 2 i
When substituting E¢Z; for x we obtain
P(1<EZ < 4Ez%) >
Plg =TT =R = e

When summing the results of Lemma 1 and Lemma 2 we get for some C, C', C"" > 0

Epo E [Ze (P — 4P12V/§5T‘5/3)1{F}} o PRI Eel(Zeph —4BZe£" 6p) T )]
(pv + (E[I6p]13)1/2)? - (pv + (E[16B]13)1/2)?

2 _ (Mg N‘l/Q(E||5ﬁ||2)1/2 2
C' 2 (PN e 2 ) Ps, ().
N o+ R (0

Now we are done because by the Tchebychev inequality

rgo (8, N)

v

Py (119 = 1l > 8ve(Bpo 13 - 9°1)7?) < o

— 64e
and
Ppo(L) > Ppo(A) = Ppo(B%) — Py (C)
1 1 29" 1
— ——_p|277 2. >2
2 T6e  6do 2 o>
k=0
> C>0
for N large enough. [ ]
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6.3 Translation into sequence space

We start with the translation of our estimation problem into the space of the sequences of
wavelet coefficients. For the sake of simplicity we suppose that N = 27°. For the computation
of wavelet coefficient in the case N # 27° the reader can refer to [4].

Now

f]o( _a¢ +Zzﬂjk¢ﬂ€ (35)

j=0 &k

where

N . .
1 : :
! [ p— —_ —_
o = N;_lf(N)qs(N)’ E f "/gk
Then the empirical wavelet coefficients satisfy:

a=a'+¢ yir =P+,

with

1 i
C: Nzwz(ﬁ(ﬁ ) Cjk‘_ Zwﬂ/)ﬂc
We present here a summary of properties of the sequence of empirical wavelet coefficients.

The next lemma is an immediate corollary of Proposition 2 in [4].

Lemma 4 Suppose that f € F(s,L), s > 0. Then there is a constant Cy (which depends

on the wavelet used) such that the sequence ' = (o', B},) satisfies

B € F(s,CoL) and ||f — fjll2 = O(L277°%) =O(LN"*). (36)

If we denote

i 1/2
miy = |fx = fiall2 = > 135 — 85113
j=0
then due to (36) we can bound my = ||fN — fioll2 as follows:
Imn —miy| <||f = fiolla <CLNT". (37)
This implies immediately that if m/y = ||fN — Jioll2, then
[Ef (i — mn)2Y? — [Ep(fy — miy)2?| < CLN ™. (38)

INRIA



Confidence intervals 19

So to show the bounds of Theorems 2 and 3 it suffices to control the value [E¢(my —
mﬁV)Q]l/Q. Furthermore, it follows from (36) that the coefficients ;-k satisfy (up to an
“absolute constant") the same norm relation (6) as true coefficients F;;. Since this is the
only property of wavelet coefficients used in the study of the estimate my, with some abuse
of notations we substitute in the sequel ﬂ}k for B;k. This gives the model

Yik = Bjk + Gk (39)

for empirical wavelet coefficients.
Now note random variables ¢ and (;x have Gaussian distribution with £¢ = E(, = 0.

Furthermore, since the sequences v;x(57), ¢ = 1,..., N are orthonormal for different j and k,
2
the variables (;, are mutually independent and £ Jzk = UW’”

6.4 Technical lemmas

Now we establish some technical results for the latter use:

Lemma 5
2210 < NgjEon2ime + 1g;|2-2i02 502252 (40)
Lp<zior < Ljgj z<ooes + Ljc|2-20750%25; (41)
Lpycnnirzor < g aanairataos +1gr e o g /mairimsolis, o+ Hic 13-2i02 <= 22i/2-10442)
Loizazirngs < Lysjqpanire-ion + Lgre, o /mnina-rrao)s, |1, T LiclI3-2i02> a2ir2-202- (43)

Furthermore, if 29/2=2 > X,
Daair202<p <2102 < Laziramroagis, 224202 T LT 5 a0llp,ll: T NI 112-202 502022025 (44)
and for 21/2=2 < X\, A > 5/2:

Lpi<zior < Ljp,.|pgasnoo? + Ljig, |3-2i02> 2202 (4)

Proof: Let us show (40). Note that

4
485115 + g”CJ'H; > (185 + ¢ 113,

so that

IN

Loizaior < Lappyigetici g2 2ior < Lasiizzaior + i 122107 0720-2-

RR n° 3580
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The proof of (41) is conducted in the same way. Let us consider (42):

Uiy, 3-2102<n2i/202 = 1||/33wI|§+2ﬁf€j~+||Cj~II§—21'02<>\2”202
1||5j~||§+2ﬁf4j~sﬁ2j/202 F g l13-2i02<-r2i/2-102

Lig;g<nzirzvzon + Lig; 135 n2ir24202 LapT o) < |ip, 1124 32297202 F Lj1g; 13- 2002 < = 2212102

IA AN A

Ligilzgrzrat2or + 1gr e, o 5 Rairs|ig; oo + s ll3=2i02 <= 22302102

The proof of (43) and (44) follows the same lines. To show (45) we note that

. 1 1
2 2 2 2
pi+ 20" =185+ Gillz 2 5l1B3ll2 = 511612
Thus for any v > gJQ‘Zj
Lpicoior S Ljigsliz-dlicsliz<2022 < Ligsiizssy + Lig 132907 > 2950725
Now the choice v = %2j02 < A270? in the last formula gives

Lpjczior < djgqzeanaior + 1 |12-21025 02002
<

1 . 2<48)\302 +1 . 2_2j02>)\2j02.
I ll2= 712

Lemma 6 Let (¢;) € R” be a vector of Gaussian independent and identically distributed
random variables, B¢y =0, B¢} = 0. Then for 0 < h <n'/®

1 < 2 2 2 =21
Pl — (G —0°)>ho” | <e” T .

Proof: First note that

—()10'2

9 9 e 1 9
Eexp(a((i —0°)) = m = exp(—ao? — ) In(1 — 2a07)). (46)

On the other hand, for ac? small enough, the logarithmic term can be written as

! > 9k+1 2\ k

) > —ac? — oz20'4(1 + 2a02) (47)
=1

INRIA
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for ac? < 1/6. Due to (46) and (47) we have by the Tchebychev inequality

P (% Z(Cf —oh) > h0'2) < Fexp (oz Z(Cf — %) - ozhoj\/ﬁ)
i=1 i=1
= Eexp (na((f — ¢?) — aha®\/n)
< exp(na’c®(1 4 2a0?) — aha®y/n).

If we take a = #, we obtain

1 & %, ad
Pl—=> (70" >ho”| <e” THavm,
(-

what gives the lemma. [ ]

Lemma 7 Let 3; € R? and G € R? be a Gaussian random vector with zero mean and
the covariance matriz ECJCJT = ol. Then there is C' < co

271/2 471/4 . . 174 .
(2 62¢)" ] =allpill, [F(87¢)"] " < 02laligille, [B(IG 2 — 200%)1] M < €220
for some C' < oo;
2
P (I/?’f@*l > \/X?j/4_7/20||/?’j~||2) < 2<fXI>(—/6\—4); for 211772 > ), (48)
and for 0 < X < 27/6
2 j 2 i/2—2 2 A2
P (1165113 - 270%| > A29/2=2%) < dexp(~Z)). (49)
Proof: Recall that ﬂJTCJ is a Gaussian random variable with EﬁJTCJ = 0. Thus
E(B].¢.)* = o*|18;.113 (50)
and
E(B7.¢)* < |IBIIZENC I3 < 3[|8l1227 o™
In the same way ' '
B¢ | - 210%)! < 2% %,
Furthermore, (50) implies that
. 9i/2-2 A2
P (|[)’JTCJ| > 5\/X'2J/4_7/20'||/3j||2) < 2exp(— ) < 2exp(—6—4).
The bound (49) follows immediately from Lemma 6. ]
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6.5 Proof of Theorem 2
Due to (39) and by construction, the estimator EN in (16), the error m/y satisfies:
jo Jjo
(mfN)Q = Z ||ﬂ] - ﬂ]”g = Z (”Cj'HglijZja? + ||ﬂj'||%1pj<2j02) .
7j=0 7j=0
Then we have for the difference m3, — (m/y)*:

Jo Jo

5t
e = (mi)* ] <= DG = 20 50 + Y (05 = 181 13) <002 = D B35
7j=0

(51)

J=0 Jj=i*+1
j* . jD .
< DoUGIE=20) |+ | Y0 (G5 =201, 5050
Jj=0 J=i*+1
i* 00 4 )
42| BTG i |+ S 1815 =368
7=0 J=j*+1 i=1

The following two estimates are immediate:

- 1/2 .
51(\?) < CL*27%°%"  and [E((SJ(\}))Q} < CY /252

Lemma 8 {E(ém)ﬂ v < Co? Nexp(—ﬁ)
N — 16 /°

Proof: We use (40) to obtain

. 97 1/2
(2)y2]"/? S 2 9j 2
[2697] 7 < B Y UGB - 20%) 15, ppaisos
=i+
) 9 1/2
Jo
+ B D UGB =20, 2m2i02525-202
=+

IA

izt

Lemma 9 [F(64)’] Y 0 (291207 4 o log ).

Jo
C D 2P PYE(||IG 5 - 270”| > 3277 10%) < C'VNo” exp(—

(52)

924"
16 )
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Proof: Let A = 164/log N and j; satisfy 4\ < 271/2 < 8. Due to (41) and (45) we have

97 1/2 97 1/2
(3) , 1/2 j1—1 . it .,
|:E(()N )} < 2|FE Zﬂj~Cj'1pJ‘<2jo2 +2|E Zﬂj~Cj~1pJ‘<2j02
j=0 J=i
- 97 1/2 97 1/2
ji—1 ji—1
< 2B D ALG s, 0n<ean00n +2 B | Y B¢ g,z -2i02 a2i03
j=0 j=0
) 9 1/2 97 1/2
P P
¢ T 74
+2 | E | YA G, z<oomes +2 (B DB G, 1z 2i0ms 0700
J=j1 J=j1

Now Lemma 7 supplies the bound (cf. the proof of Lemma 11):

1/2 2 . I 9% _ 1
[E(aﬁ)ﬂ < O[22+ )\Laexp(—Q/\5—6) +2°1%6% 4 Lo 3 23/ exp(— )
J=i1
. Loylog N
< C(QJ 126° 4 6®log N + %) ,

We now substitute the bound of (52) and those in Lemmas 8 and 9 into (51_) to obtain

1/2

[E(m% — (m"%)?Y] " <cC (2]’*%2 + L2757 4 5% og N) < C(LF )Y UsT41) o857 (4741) (53)

Note that for any v > 0

(mn —mn)? = (I = mn) Lngzy + (M8 — my) Ly <y
S EL A
< o ;J"N)? +2(R — mi) + 477 (54)
We set,
7= ()28 40 85 /(45741) 4 o2 log N,
Then (20) follows from (38) and (53). ]
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6.6 Proof of Theorem 3

Recall that it holds for the error m/; of the estimator BNZ
Jo
(mn)? = (6113152200 + 11811315, <2702) -

7j=0

Consider the following decomposition of the set {j : j < jo}:

Jo = {j<jo: pj>0’2} (55)
Jio= {i<jo: Ae?V/? < p; < oV (56)
Jo = {j<jo}/{JoU i} (57)

Then the error my — my can be represented as follows:

my = (my)? = Y NG = 2o+ Y (267G + G~ 2 o)

J€Jo jegu
+ Y 1B+ X 11815
Jj€d2 i>jo
= >0 NGIP =20+ D 280G+ D183
JjeJoUJ, jeJq Jj€Js

3
= ol (58)
i=1
Let j; be such that
{4X < 21/2 < gAY, (59)
We define also
jr =max{ji < j < jo: 2||8;]15 > A2/%0"} (60)
Clearly, for N large enough, 0 < j1 < j2 < jo.
Lemma 10 [E((SJ(\})V} i < (2j2/202 + an/Nexp(—%)) .
Proof: By the Minkowski inequality we get from (43):

1/2

. 2
1/2 Jo i
[BeW?] " = B (ZIIQII%—%?) Ly, amizita
Jj=0

INRIA
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9 1/2 9 1/2
j1i—1 jo
2 a7 2 a7 .2
< E(chj.nz—W) + E(chj.nrm) L3, 22 A0200/2-1

7=0 Jj=i1

- 9 1/2

+ (ZIICJ [ ) Lot e, > vRairs=s2)p, a0
J=01
- 1/2

2
+ (Z”CJ | _ZJ ) 1||CJA||2—21022)\21/2—202

i=

Using the Minkowski inequality again and the definition of j; above we obtain:

J2

(7] < ovret+ 3 (I - Yoty
J=j1
& 30 [BIG 1P — o] P (87¢ > VA2/45/2) 3, |00

._Jl

Z (117 = 2702 T P (116 |12 = 200? > A2i127%07)
Due to the bounds in Lemma 7 we conclude that
(1)y2 /2 & /2 2 /2 2 A2
[E(&N ) } < C ZQJ +ZZJ o exp(— 25 6)
j=0

2
C’ <2j2/2 2+0'2\/_9Xp( 2)‘56)>

IA

1/2 22
Lemma 11 [E(Jﬁ))z} <C (232/20'2 + Ao? + LN]M(]Og N)o exp(— ‘756))

Proof: Using (44) and (45) we decompose (5](\?) as follows:

57 1/2

. 1/2 Jo
[E(éz(\?J)Q} = E (2Z/Bfgj‘IAZj/EGESp]'SQjUE)

7j=0
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1/2

IA
I\

2|E
J=i1

2
-1

J
(due to (45)) < 2 Z
Jj=

1/
||[)).7"||%021||ﬂj‘||§s48)\302)

Ji—1
1 4
HZ (B7.¢)* P PUA(IG 12 - 2 0? > A2i6?)

Jo
(by (44)) +2 Z ||/3j~||2‘71>\2i/2—1025||pj‘||g§zj+zaz
j=j1
1 4
2 37 (B ] P (1820 ) > VR )
—Jl

+2 Z /3TC] 1/4P1/4 (| ||C_7 ”2 _ 9y 2| > \9i/2-2 2)
J=i

Then Lemma 7 gives

2

i o]

C </\20'2 + 231/40'”/3”2 exp(—

J2 Jo
b3 907 4 [ 3 2 expl= ) + [ 30 2 exp(-

i=n i=i i=i

IA

. )‘2
c’ (212/202 + X202 + LN1/4(log N)o exp(—256)) .

1/2 ) . .
Lemma 12 [E((i](\‘?))ﬂ < </\4a-2 + 2 eXp(—é‘—4) 4+ A\29/352 4 L22—212s) )

Proof: We decompose (5](\?) using (42) and (45):

2 2
Jji-1 jo
T . T
E 3G Inairzoz<p <210 +2|E E B.G- Mnairzg2< ;<210
7=0
1
0

AZ
56))

(61)

) 9 1/2
3 1/2 Jo
(2622] " = B[ 18131, <m0
j:O
ji—1 ji—1
< S UBIB s, pacasneor + 2 I8 IBPY2 (G 113 - 270 > A2 )

Jj=0 j=0

INRIA

1/2



Confidence intervals

27

Jo
+ 3 1B 1BPY2 (87 < —5Va2i 2], 1)

J=i1

Jo
308137 (113 - 20 < —x2i/>16%)

J=i
1/2

jo
+ Z 18;-113 1)1, 12 < x2ir24202 : (62)
J=j1

We can decompose the last term of the sum (62) as follows:

Jo j2 ju
D B B s, gz crairmias < Y X2HRE 4 DT I8 |7 < COA2P 0% + L227%)
J=h J=h j=j2+1
Then we conclude from (62) that
1/2 )2 22
EOSE c (W + 11813 exp(= ) + 18113 exp(~ )

IA

22 . .
HIBI exp(—{og) + 2220 + Lg—nzs)

A2 : :
c’ </\402 + L¥exp(— =) + \27/342% 4 L2‘2_2J25> .

IN

128"

When summing up the results of Lemmas 10 — 12 we obtain

2
[E(ﬁl:]zv _ (mlN)2)2] 1/2 S C <A2j2/20_2 + (O_ZN + L2)exp(— 2{6) + A4O'2 + L22—2j23)
J

Now, by the definition of the class F(s, L) we have the bound on 272. Indeed, ||3;.||3 <
L2272 thus

A2U=+1)/252 5 91 29-2(j2+1)s
(cf. the definition (60)). This implies that

; 212272 S
2.72 < (\/_79> .
Ao?
Then the choice A = 164/log N gives

4s/(4s+1
[E(m3 — (mﬁv)?)?]l/z <C <o‘2 log? N 4 12/ (4s+1) (0'2\/111 N) ( ).> .
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Along with (38) this implies that

4s/(4s+1)

[E@ —m%)?]* < c <02 log? N 4 T2/ (4s+1) ((72\/]11 N) + L2N—28) . (63)

If we take

2 4s/(4s+1)
v = \/0'2 log? N + % + 12/ (4s41) (0'2v1n N) + L2N—2s

we obtain from (53)

2s/(4s+1)

[E(y —my)?]* < C (U]og N 4 LD (67 W) + LN‘S> .

what finishes the proof of the theorem. [ ]
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