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RESUME . _

La gestionyde projet demande souvent que soient choisies les activités 2 exécuter dans un
ensemble d’activités équivalentes. Ensuite, la duree requise pour exécuter le projet (i.e. le
"makespan”) est calculée. Dans cet article, nous cherchons a sélectionner les activités et a
calculer le makespan simultanément. Nous appelons ce probléme Probleme PERT avec
Alternatives (PPA). Le modele correspondant 2 ce probléme est similaire au graphe PERT
conventionnel, excepté que deux types de nceuds sont utilisés pour représenter soit le choix
entre les activités, soit le fait qu’un ensemble d’activités doivent étre terminées avant qu’un
autre ensemble d’activités puisée commencer. Une formalisation du probléme et d’importantes
propriétés concernant la solution optimale sont données. Plusieurs méthodes de résolution sont
proposées et un algorithme polynomial basée sur une décomposition du probléme est présentée.
Ce dernier algorithme est applicable dans de nombreux cas réels. '
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ABSTRACT _

Managcrnent of projects often requires de01s1ons concerning ‘the chowe of alternative
activities. Then, the completion time of the whole project (i.e. the makespan) is computed. In
this paper, we aim at selecting the required activities simultaneously with the computation of the
makespan. This problem is referred to as PERT-Time Problem with Alternatives (PPA). The
corresponding inodel is similar to a conventional PERT graph, except that two types of nodes
are involved to represent pithcr the choice between activities, or the fact that a set of activities
should be completed before starting another set of activities. A formalization of the problem
and some impoi'tant properties concerning the optimal solution are given. Several well-solvable
cases of the problem and a powerful decomposition algorithm running in polynomial time are
presented. This décompc;sition is applicable for solving many real-life problems.
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1. INTRODUCTION : S

In this paper we introduce and analyze PERT-type networks modeling projects with
alternative operations. Recall that any PERT network is a finite directed graph G in which arcs
represent activities, or opcrauons, and nodes represent events, that 1s, starting and ending
points of activities. The length of each arc is glvcn it is assumed to be either a positive or
negative constant, or zero.

In the tradmonal PERT models (see, for instance, (7, 8, 11, 12]), all activities are assumed
to be of the and—type An activity i is said to be of the and-type if it cannot begin until all the
activities prccedmg the activity i in graph G have been completed. However, in many practical ‘

© cases, a project may include, along with the and-type activities, another type of activities known

as alternatives, or or-type activities. An activity is said to be of the or-type if it can begin as
soon as at least one of the prcccdmg activities in G is completed. There are many real-life ‘
applications in manufacturmg, communication and logistic that are modeled with the help of
networks with alternative operations (see, for example, {1, 3-6, 9-10]).

We will consider the following project ‘mahageme})t problem, called the PERT-Time
Problem with Alternatives (PPA). Given a project containing both and-type and or-type
activities, with two fixed nodes denoted respectively by s (starf) and f (final), the problem is to
fl;ld starting and ending times of each one of the activities so that the completion time (the
makespan) of the entire project is minimum. Obviously; if such a network contains a positive-
length directed cycle consisting of only and-nodes, or a negative-length directed cycle
consisting of only or-nodes, the related problem has no finite solution.

The mathematical model of this problem is a combination of the classical PERT-Time

- (longest path) problem and the routing (shortest path) problem.

Not much have been done to date for efficiently solving scheduling problems with
alternative activities. Dinic [3] has found a polynomial-time algorithin for solving the PERT-
Time Problem with Alternatives (PPA) on a bipartite graph with arcs of (strictly) positive
lengths. This algorithm can be easily extended to find the minimum makespan for any graph
(not necessary bipartite) with (strictly) positive arc lengths. To the best of our knowledge,
other authors concentrated on the integer-programming, heuristic and branch-and-bound
approaches for treating alternative operations in network systems. In an early paper by Stecke
and Solberg [13], a simulation experiment is conducted for the real-time control of an FMS
with alternative operations. Kusiak and Finke [6] were apparently the first who studied a

" process selection problem for aiternative process plé.ns and presented an integer mathematical

programming model to measure the total cost. Nasr and Elsayed [9] considered the problem of
minimizing the mean flow time in a machining system with alternative routings and developed a
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decomposition method for solving the mixed integer formulation of the problem. Wilhelm and
Shin [14] effectively applied a linear programming model and examined the influence of
alternative operations on the performance of flexible manufacturing systems. Ahn, He and
Kusiak [1] and Gere [4] demonstrated that scheduling in manufacturing systems with
alternative process plans and alternative operations permits to increase the throughput rate by a
better utilization of scarce resources; these authors developed heuristic algorithms for
scheduling alternative operations and studied the effect of alternative operations on the
performance of schedules generated by different heuristic rules. Iwata, Murotsu and Oba (5]
proposed a branch-and-bound technique to determine a minimum total production time in a
flexible system with alternative operations. A branch-and-bound algorithm was developed also
by Pan and Chen [10] to minimize the makespan in a two-machine flowshop with alternative
operations.

The present paper is devoted to PERT-time Problem with Alternatives (PPA) representéd by
gfaphs whose arc lengths are of any sign. We will focus on the analysis of some of its main
properties. Notice that the optimal solution is neither defined by the longest path (as in the
PERT/CPM models with and-type activities) nor by the shortest one (as in the routing
problem), but rather recursively as a combination of paths of the both types.

The remainder of the paper is organised as follows. In Section 2 we formally define the
problem. In Section 3 we prove the uniqueness of the earliest starting times. In Section 4, we
present some impdrtant properties concemning the optimal solution. In Section 5, we consider
several well-solvable cases of the problem. In Section 6 we present a powerful decomposition
algorithm running in polynomial time. Conclusion and directions for further research are
presented in Section 7.

2. PROBLEM FORMULATION

Let G=(V, E) be a PERT network, that is, a finite directed graph, where V is the set of
nodes and E the set of arcs. The network describes a project in which arcs represent activities
and nodes represent events (i.e. starting and ending events of the activities of the project).
Without loss of generality, we assume that graph G is connected (otherwise, we could treat
each one of its connected component separately). The length /(e ) of arcs.e€ E are given. All
arc lengths are assumed to be constant (positive, negative or zero). A positive arc length
denotes the duration of the activity corresponding to the arc. Some other arcs of positive
lengths are used to represent the noz-before relations. Such an arc of length I(i, j) means that
event j will occur not sooner than I( i, j) units of time after event i occurs. Notice that events
i and J may belong to different activities. We also introduce the so-called no-later arcs. A no-
later arc of negative length /(i j) means that event J must occur at most /( i, j) units of time

after eventi. A zero-length arc just indicates that an activity preceeds some other activity.
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As we mentioned in Introduction, we will consider PERT netWorks with. activities of two
types, that is or-type and and-type. In the remainder of this paper the starting nodes of or-type

actlvmes will be called or-nodes, and the starting nodes of and-type activities, and-nodes (see

Figure 1).

T, T
‘a >or-/
Tp - }‘

(a) Since T, and T, are or-activities, at least one

of the activities T, or T, must be completed
before T, and T, start.- The starting node of T,
, and T, is an or-node.

‘tay ty, t. and ¢, being the starting times of

activities T,, T,, T_ and T, respectively, the

- following inequalities must be satisfied:
e2min(t +(T,); t,+1(T,)), and
t 2min{t +1(T,); t ,+I(T,)).

Ty

(b) Since T, and T, are and-activities, both

activities T, and T, must be completed before
T, andT, start. The startingnodeof T, and T,

is an and-node.
t,.t,, t. and t, being the starting times of
activities T,, T,, T, and T, respectively, the
following inequalities must be satisfied:
"t zmax(e, +I(T,); £,+(T,)), and
tzmax(e 4+ (T, )3 1, +1(T,)).

Figure 1. Description of an or-node and an and-node.

/

We will consider the following' project management problem, called the. PERT-Time
Problem with Alternatives (PPA). Given a project with activities of both and- and or-types,

and two special nodes, s (start) and f (final), the goal is to find the starting and ending times of
each activity so that the completion time of the project (i.e. the makespan) is minimum.

We assume that there is only one node without predecessors, called the starr node of the

project and denoted by s. (NOthC that if there are several nodes having no predecessor, it is

always possxble to add one new_start node and connect this node with the nodes having no

predecessors in the initial network by arcs of zero length).

Using similar arguments, we

assume that there is only one node without successors, called the final node of the project and

denoted by f.

The set of or-nodes (respectively, . and-nodes) is denoted by R (respectxvely, A)

V={s JUR UA . Notice that node f belongs to either R or A. Let us denote by Pred(i) the

’setofpredecessorsofnodei, where ieRVA: Pred(i)={j/ jeV, (,i)eE}.

Notice that if

there are several arcs starting from the same node and ending at an or-node (respectively, an

and-node), the arc of the" lowest (respectively, greatest) value is the only one which will -be

cons1dered Finally, we can assume, w1thout loss of generahty that there exists at most one

arc between any two nodes

\
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For each node i, a parameter ¢,, called the starting time, is introduced. It represents the
starting time of all operations beginning with node i (and the ending time of all operations
which end in node i). Without loss of generality, we w111 assume that the project starts no
sooner than at time 0: 1, 20. :

Our goal is to find for each node i the starting times ¢, such that:

fi 2 JEPred(l){t +I(j'l)} if ieR

t; 2 max {t;+1(j,i)} if icA

¢ jel’r ed(i) !

1)

and such that the completxon time of the entire prOJcct (1 e. the time 7, assigned to node f) is

minimum.

Formally, we intend to solve the following problerri, which we denote as problem PH{IEQ:

Problem Py, : minimize t,
subject to
1,20 if i=s
;2 +1(], if ieR; - S
vzl 00} e S
;2 max {t.+1(}], if icA
' /ePrcd(sJ{ (J l)} - e

3. UNIQUENESS OF THE EARLIEST STARTING TIMES -

Let us consider, for a set of arbitrary values {A,};.,, the following auxiliary problem
denoted by Pogq ({1}, ):

Problem Py, ({k Ve ) minimize ) Az,

eV

sothat {r,},, satisfy inequalities (Spg ).

eV

If there exists a feasible solution to problem PDQEQ, this solution is also feasible for problem
Pixeo ({ki}iev) for any set of {4,};.,. Furthermore, if there exists an optimal solution for the
problem Py, ({X,. > O}ieV) (for a set of (strictly) positive values {4, };_,), this solution is also
optimal to PH{,Eq. This claim follows from Theorem 1 below.

3.1. Theorem 1 (Uniqueness of the Earliest Starting Times) »
If there exists an optimal solution to problem Py, ({l‘? > O}EEV) for a certain set of (strictly)

(4
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—

S

S

positive values {1}}, .y, then:

(i) This solution is the unique optimal solution 10 Py, ({7\.,. >0}, ) for any set of arbitrary
(strictly) positive values {4}, . -

(11) This solutlon is also an optimal solutlon to Pieg ({X 0} ) Note when some values

of the set {A,}, ., are equal to 0, other optimal solutions may exist.

Proof
(1) Let {t }, . v denote an optimal solutlon to problem Pineq ({ko > O} ) for a certain set of -

(stnctly) positive values {A}},_,. Assume that there exists another optimal solution to
problem Py, ({?J‘ > O}‘_ev) for a set of (strictly) posmve values {AL},.,, denoted by

{u;},.v. Since the two solutions are dlffe;cnt, there exists at least one event i * € V such that

~

t,.#u,.. Consider three cases.

(a) ForallleV t;<u,.
Thus, ¢;. <u,.. In this case, for any set of (stnctly; posmvc values {4,},.,, we have:
ZK,. < Ek,u, So, for the set of values {A.};cv, the solution (¢, };_, would be strictly

ieV ieV
better than {u, }; _,, which contradicts the optimality of {«,},_,. ~
, (b) Forallie V,t,2u,.

In this case, we have: 3 A%, > Y A%u

ieV eV .

Wthh contradicts the ormmahty of {¢t;};.v-

ll’

I8

(c) There'existsi** e V such thatz,,.#u,.. such that A -

- eithert,..>u,.. whent,.<u;.,ort,,.<u;.. whent,.. >u,..

Assume that ¢;, <u;. and ;.. >u,,. (if not, it is always possible to 'imcrchange'theAtwo_
eventsi* and i**). Let {x,},., be defined as follows:
x; =min{z,,u}, forallieV.

Ifi=s then, by definition of {x,},_,, we have:
x; 2 min{r,,u, } 2 0. - . )

Forie R, we can write:
x; 2 min{z,,u.},

x; 2 min{ min {tj +1(j,i )}',\jer;rligg(i){uj +,I( Joi )}} according to (S;gq ).

jePred(i)




This can be rewritten as :

X; 2 min {rhin{t,j,uj}+l(j,i)}.

jePredti)
Finally, by definition of x;, we obtain : x, Ier;rutg(‘){x +I(j,i )} N 3
ForieA,wehavc:. ’ L
t2 max {e+107,0)} 2 max {minfr;,u;}+1(),i)}, according to (Syq), “)
u, 2 ,Eprd(‘){u +1(j,i )} 2 ; ellrl’lrztli((‘.){min{t,.,ui} +1(j,i )}, according tc\> (Sieq ) . 5
Asa consequence of (4) and (5), and by definition of x;, we obtain :
X, 2 rmn{t u}2 Ierga‘z‘){min{ti,uj} +1(j, i)} > ,-g’lr%u{xi +1(j, i)}. | (6)

Thus, according to (2), (3) and (6), {x, }, . is a solution satisfying S o Since x,. <u,.
and Xx;,.<f;.., it follows that for any set of (strictly) positive values {4,};_,,
ZK <27»,t, and ZX,x, <ZX, u;. Thus, there exists a feasible solution to

eV (154 ieV (54
Pneg ({li}iev), namely (x,}, ., which is strictly better than both optimal solutions, {z,},_,

and {u;}; .. This contradicts the assumption and completes the proof of claim @).

(i) Let {z;}; ., denote the unique optimal solution to problem P ({7\. . >0}, ) Assume
that this solution is not optimal to problem PINEQ ({7\.2. 2 O}, ) for a set of arbitrary non-

negative values {A2},_,. Then there exists another soluuon satisfying constraints (S pgo)
and denoted by (¥ }iev suchthat 3 A2y, < 3 A,

ieV eV
Z)"i i _27‘3)’; ° ’ .
Let € = £ < Wehave: Y Aty +€).y, = My, +eQ 1.

Z)’, Zt iev iev w i

eV ieV

Since {1, ), v is the unique optimal solution to Py, ({ki >0}, ) > y:> Y t,. Itfollows

ieV ieV

that £>0. :
Consider the set of (strictly) positive values { A}=A2+¢},.,. We have:

T A, = SA+e)y =Y Ny +eY v = YA +eX s = T (R el =AY,

ieV ieV ieV ieV ieV eV eV ieV
This contradicts to the fact that {z,},_, is the unique optimal solution to problem

Poo({*: >0}, ). Tt follows that (¢, ), , is optimal to Ppgo ({2, 20}, ). QD

3.2. Remarks

The optimal solution of the problem Pingg ({k,. > O}iev) provides the minirmum of each
starting time ¢;. Thus, they are the earliest starting times (otherwise we could decrease the
values of the starting times ¢, which are not minimal, without violating the constraints). In

—

[37)

O
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' that the solution {u }‘ < v 1S non-negative.

7

\

other words, the optimal solution of Fingg ({K > 0} ) is also the optimal solutxon to the

multicriteria problem of minimizing the starting times of each smgle activity.

In what follows, we w1ll focus on the problem P,NEQ({X > 0} ) only. We denote P,
the problem P ({X }‘.Ev). According Theorem 1, the optimal solution of P g is the
optimal solution of the problem Pieg ({l ;> O}iev) for any (strictly) positive values {4,},_,.

’g

3.3. Problems with non-neg;zttve solutions - .
- In what follows, we show that the optimal solution, {u,},, to the problem PINEQ related to

G subject to the condition that the solution {u,}; ., is non-negative, can be obtained from the .

optimal solution to the problem P g, (without the non- negativity condition) related to an

- auxiliary graph G “. The idea of the transformation is to replace ¢; in the initial problem by

max{0;¢; }, in order to obtain the auxiliary problem.

For any problem P g Telated to graph G =(V ,E), consider the following transformation:

(i) For any or-node i in R add an auxiliary and-node i’ . Denote’ the set of the add_itional

 and-nodes byR SetE'=E. _

(1) Replace any arc (i,j) in E’ which starts from an or-node i, by the arc (i’,j) wherc
i‘eR’ is the auxiliary node correspondmg toieR.

(iii) Between any or-node i and its correspondmg and-node i’ e R add toE’ an arc (i,i’)
of zero length.

(iv) Delete from E’ any arc (s,i) of negative length in E’ which starts from node s and
ends in an and-node i€ A . , ,
(v) Between node s and any and-node i of AUR *, add to E” an arc (s ,i) of zero length, if
such arc (s ,i) does not existin E* .
Given G=(V,E), by using transformation (i)-(v), we obtain a new graph
G'=(VUR',E"). | | -

3.4. Theorem 2 | i
If the problem P, related to G * has no optimal solution, then the problem P, related to
G has no non- negatlve solution. -
Assume that' {t;};cveg- is the optimal solutxon to the problem P, related to G*. We
define {u,},, as follows: ‘ v [
1 ' ifie Au{s}
t; where je R is the auxiliary node ofi ifieR

i

Then, [u }: < v is the optimal soluuon to the problem P ., related to G subject io the condition




Proof
(@) If the problem PINEQ related to G has no optimal solution, then the problem P s
related to G has no non-negative solution.
Assume that there exists a feasible solution {u, }; ., to problem P g, related to G subject to
" the condition that the solution {u,};_, is non-ncgative In this case, all starting times u; will
be lower bounded by 0. It follows that there exists an optimal solution to problem P ;. related
oG subject to the condition that the solution {u,},.v is non-negative. Denote this optimal
solution by {1}, . - ’
Let us define {¢; }, .y - as follows: )
SV I | © ifieV
= {ul where i € R’ is the auxiliary node of j € R ifieR
We can verify that the solution { £ }icven 1S feasible to the problem P, related to G’ (see
(ii)-(iii)). Moreover, the starting times ¢, of each and-node i is lower bounded by 0 (see (iv)-
(v)) and the starting times t,.' of each or-node i is lower bounded because its predecessors are
nodes of and-type or s (see (ii)). Since {1t };, - is feasible to the problem P g, related to

¢

G ', there exists an optimal solution to Pppprelatedto G °.

() If {1, ), c vew- is the optimal solution to the problem Py, related to G', then {u.}; .,
is the no{z-negative optimal solution o the problem P . ’

Let {#;};c v.g- be the optimal solution to the problem P, related to G’'. According to
Theorem 1, this optimal solution is u'niquc. Since {¢ i }ie auts - 18 NON-negative (see (iv)-(v)),
the solution {u;},., is also non-negative. Moreover, we can see that {u,},_, is a feasible
solution to problem P, related to G (see (ii)-(iii)).

Assume that there exists a non-negative feasible solution { u; }; .y to problem: P, related
to G which is better than {u;},_,. In this case, there would exist i,€ V such that u; <u,.
Let us derive {¢, };. v from {u},., as we did before (see (a)). We can see that the
solution {t‘.' }ie v 1s feasible for the problem P pgq related to G (see (ii)-(iii)). According
(iii) and by definition of {u,},_,, forany ie V, we have u,<t,. Since there exists i, € V such

‘that u, <u, , we have u; <1, . Moreover, by definition of {¢; ),y - forany i€V, we have

*

u;=t;.

i

This implies that u; <1 . Thus, the solution (¢ };, - is feasible for the problem

P uorelated to G * and there exists i, V such that u, <t . This contradicts the uniqueness
of the optimal solution {f,},. .- to the problem Ppgq related to G°. It follows that the

solution {u, }, ., is optimal for the problem P ;;, related to G subject to the condition that the
 solution {u;};cv is non-negative. QED

_4Theorerin 2.means that the non-negative optimal solution to problem P o, related to graph
G =(V,E) can be obtained by solving P, related to the auxiliary graph G'=(VUR ' ,E").

e
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Note that solving Py, related to G’ is not subject to the non-negative constraint. on the

2 solution.

Examples 1:

:.\ 2
” e 4
_ 1 no
2 . 2

@

‘related to G.

(a) The lengths are indicated near the comresponding
arcs. G=(V .E) comresponds to this graph. The
solution, given by the outlined numbers under each
node, is the optimal solution to problem P g,
This optimal solution, -namely

{0;3;-1;-2;1 }, is negative.

-

(b) The auxiliary graph G '=(V UR *,E ') associated
with G=(V ,E) corresponds to this 'graph. The -
solution, given by the outlined numbers near each
node, is the optimal solution to P g, related to
G’. The solution {0;4;0;0;2} is optimal to the’
problem Ppz, relaed to G=V,E) under
constraints saying that the solution should be non-

negative.

Figure 2 An mlnal gmph and the corresponding aux111ary graph.

4. SATURATED CONSTRAINTS AND RECIPROCAL PROBLEMS

To study problem PINEQ’ we consider the associated problem P, in whxch all constraints

(S peo) are converted into equalities:

Problem P,_:Q : _mmlmlze ZI

ieV

subject to
i =0 if i=s .
, L, =I€r}}21m{t +1(j, z)} if ieR ‘ . (Seq)
i | 6= max {r, +1(j,i)} if icAl. S

/EP! ed(i)
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4.1. Theorem 3 (Saturation of Constraints in the Optimal Solution of P yy)
The two problems, Py, and P g, have the same (unique) optimal solution.

(A version of this claim was communicated to one of the authors by E. Dinic in 1984. The
proof proposed hereafter is different.)
Proof

(1) The optimal solution of P g U5 optimal 1o P g,
Let (¢}, ., be any solution satisfying constraints (S pgo) , but not to (S g;) .

Let { £} },. , be the set of values defined as follows:

[‘.1 =0 if i=s
1 . -
[ = ,emam{t +1(j,i )} if ieR
1 . .
t, = JePred( {t +l(j,t)} if iecA

Thus, forallie V, t’>1t] and, as a consequence:

0 if i=s

2
’32,ep,¢d(.,{‘ +1(,,;)}> min {t‘.+l(j,i)} if ieR
t! 2]5&5‘){t +I(j,l)}> max {t +1(j,l)} if ieA 2

Hence, the solution { ¢, },, , satisfies (S pgq) -
Since {t’},., does not satisfy (S ro) but satisfies (S o). there exists i*eV such that

/

LY

either t5 >0 . if i*=s,
0 . .
or t.> min {t, +I(j,i* if i*eR,
' ]ePrcd(x‘){ (J )}
or t. > max r. +1I(j,i* if i*e A.
jePred(i®) (J )}

It follows that ¢.<t3 and, )¢} < Y.t. Itimplies that { ¢}, is not optimal for Py,
eV ieV :

Thus, the optimal solution of Py, cannot satisfy (S pgo) without satisfying (S 5,). Since

A

the two problems P o and P, refer to the same criterion, the optimal solution to P.INEQ is an
optimal solution to P g, '

B
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@ii) An optimal solution of Py is optirmal to P . -
It is obvious that any solution which satisfies (S o) @lso satlsﬁcs (S pgo)- Thus, the

optimal solution of P, satisfies ( S mneg) - Since the two problems refer to the same criterion, .
an optlmal solution to Pgyisan optlmal solutionto P .~ - _ : QED

~

\

4.2. Remarks '

Since the two problems P 1, and P g, have the same optimal solution (if hpy), if one of the
two problems has an optimal solution, the other one has the same optimal solution. And, if one
of the two problems PINEQ and P g, has no optimal solution, then the other one has no optimal
solution either. ‘

A feasible solution for problem P, is also feasible for P ;.. But, the reverse of this claim
is not true. Indeed, if there exists a feasible solution for P pgq but no opﬁgial solution to PINEQ
is reachable, it is possible that P ¢, has no feasible solution (as can be seen in Figure 3).

' o The len‘g’ths are indicated near the cormresponding

arcs. The solution, given by the outlined numbers

. | or or under each node, belongs to (S pgo). But, lhcre is
0d node 2 node 3 . . . e, .
1 , _no feasible solution satisfying constraints ( S go) .
0 0 -1 0 Thus, problem P gy is well-defined while the
Q .
- corresponding problem Pyq is inconsistent. Both
problems Pogq and PEQ have no optimal

» solutions. .
Figure 3. A problem instance well-defined for P g, but inconsistent for P g,

{

4.3. Reciprocal problem

-Let us introduce Pmmopp’ the reciprocal problem of P 1, in which all inequalities are the
reverse of the constraints in problem P g

Problem\Pn\m_op\P ! ‘maximize Zt,.
. ieV
subject to
<0 o if i=s
1 ,egrlg}u){t +1(J, z)} if ieR (Seq-orp )

t; < max {tl+l(_],l)} if ieA

jePred(i)

\I/\
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Replacing ¢; by (-¢*,), we reformulate P . opp a5 follows:

Problem Pppo.ope, ©  minimize Zt"-
N : ieV

subject to
.20 _ if i=s
- C=l(j,i if i
t“je%a.}(.-){t! l(j,l)} if ieR
v e [ i o -
t,_l_ergzl‘gn{t, I(_],l)} | if ieA

Since problem P g, opp has the same structure as a problem of type P g, in which the nodes
of the two types are interchanged and arc length values are of the opposite sign, Theorem 3 is
valid for P pp opp-

4.4. Theorem 4 (Saturation of Constraints in the Optimal Solution of Py opp)
. The three problems P e P megope and P, have the same (unique) optimal solution (if
any). This solution is obtained by changing signs of the optimal solution t0 Pz, opp,-

Proof
Similarly to the proof of Theorem 3, we prove that the two problems, P pyoopp and Pg,
have the same (unique) optimal solution. The proof is straighforward, using Theorem 3. QED

Example 2:

(a) The lengths are indicated near the corresponding  (b) The solution given 4by the outlined numbers
arcs. The solution given by the outlined numbers  under each node, is optimal t0 P npo.opp, and is
under each node, is optimal to Ppgo, Pgo ad  composed with the opposite values of the optimal
P nEg.ope- solution 10 P gq.

Figure 4. An illustration to Theorem 4.

o

[C8]
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5.  WELL SOLVABLE CASES
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5.1 Definitions .
A node is said to be neutral if it has exactly one successor. I_t is obvious that relation (1) is

~ identical for a neuuai and-node and a neutral or-node. Thus; such a neutral node can be

considered either as an and- or or-node. S
A set of nodes is called heterogeneous if it contains non-neutral nodes of both types. A set
of nodes which is not heterogeneous is called homogeneous.

5.2. Case of a homogeneous graph\ _

If the set of all nodes V is homogeneous, then we can solve P g USINg classical algorithms
devoted to the PERT-Time Problem (if the nodes are either and-nodes or neutral nodes) or
routing algorithms (if the nodes are either or-nodes or neutral nodes). For example, the
O(|V |?)-time Dijkstra algorithm (in the case of non-negative lengths) and the O(|V | .| E |)-
time Bellman-Ford algorithm (for arc length of any sign) can be uscd to solve the lattcr
problems (see, for instance, 2D.

5.3. Case of a graph with arcs of positive Iength

Dinic [3] has modified the Dijkstra algorithm in order to solve the PERT—Tlme Problem with
Alternatives (PPA) in the case of positive arc lengths. His algorithm runs in O( lv |2) time.
Although this author has restricted his considerations to bipartite graphs only, his algoriéhm can
be extented to any graph with non- négativc arc lengths and no null-circuit. This extented

version (usmg labehng techniques and notations somewhat different from [3]) is presented

below. :
In this algorithm, we denote by u; the temporary label assigned to an or-nodc i and by 7, the
final label of ahy node i (which is the optimal starting time). By F, we denote the set of nodes
i for which z; is defined. "At the beginnihg, s is the only node for which the optimal starting'
time is known: ¢,:=0 and F:={s}. The temporary label u, of any or-node i is mmally set at
U ; =too, A current step of the algonthm consists of three stages: "

(i) The ﬁnal label ¢; of any and-node i is computed as soon as all the predecessors of i
belong to F, using the rule: 7, ;== max {t +1(j,i )} Such node i is added to the set F,

' jEPrtd{l)
ie. F:=Fu{s}.

(ii) The temporary labels {u;} of the or-node are computed iteratively, using the rule:
u, = mm{ min {u +1I( _],l)} /ePnd(:)r\F{t +I( j,l)}} until none of them can be

je(Pred(i)! F)nR

modified. ' . :
(iii) The or-node i* is selected such that u, = min{u,} ‘and the final label 7,. is set at

ieRIF
I =u,.~Node i*_isadded to the set F.
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Stages (i)-(iii) are repeated until all the nodes reach their final labels (i.e. falf into F), or
until some nodes cannot reach a (finite) final label. This happens when all the u; values of the
or-nodes which do not belong to F are equal to infinity, and, for each and-node which does not
belong to F, there exists at least one predecessor which also does hot belong to F. In the latter
case, the problem has no feasible solution.

Example 3:
step| node 1| node 2| node 3| node 4 | node 5§ node 6
init.| £,=0 | U s =+ool U ; =40
@) | 2=2
(ii) us=4| us,=3
(iii) _ t,=3
® te=
@] us=4
(iii) ' | t,=4

@) t;=3

Figure 5. Solving a problem with positive arc lengths.

5.4. Case of a graph with arcs of negative length .

For any problem P 4, with non-positive arc lengths and no null-circuit, it is possible to
transform it in a problem P neqorr: With non-negative arc lengths and no null-circuit. This
problem P o opp, is solvable by the previous algorithm (see Section 5.3). According to
Theorem 4, from the optimal solution of P pq opp,» We Can obtain the optimal solution of the
problems P o opp and also of P .. )

5.5. Case of a circuit

We consider the case where the graph G =(V ,E) constains node s and a circuit (directed
cycle) of p nodes, namely (i,, i,, ..., i,=i,). Thus, V={s, i,, i,, ..., i, ,}. For any
node i, 0<g<p-1, there is only one arc starting from i_ (this arc ends in node i _,,). The
other arcs start from node s and end in one of the node i .» Where 0<g<p-1.

It follows from Theorem 2 that in the optimal solution of P g, the starting time of node s is
equal to 0: 7, =0. We define a starting label of node i | as follows:

A}

(]
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I(s,i,) if s € Pred(i,)
e, =i+ . ifse Pred(i )andi, € R a
—o0 ifse Pred(i;)andi, € A

We propose, a priori, a formulation of the starting times, we show that this formulation is
consistent, and we provide an algorithm which leads to the solution. Assume that the starting
time of node i, 0<g <p-1, is defined as follows:

a, +d, it x<a |
t, = t‘.' (x)= x+d‘.' “af a; <x< b,.' _ S ®)
, b, +d, if b, <x o

for x € R U {+oo;—oo}, ' ' , .
where a; <b, € RU{+oo;—o}, and d, € R are given.

t; &)
q L4
A /
7/
/7
diq-/
- ¢ — >y

Figure 6. Representation of 7, function of value x .
q

Consider i, , , the sucessor of node i, in the cycle. Accordingto(Sg,), wé have:
min {1, +1(j,i,)} = minle, +16,.i,.)e,,} i, €R

len1

' - jepPr zd(i.,,) . (9)
-7 ;rnc%d){t s+ )} = maxde, +16,0 e, } ifi,eA
From (8) and (9), we derive:
'min{a,.q- + (?5' +(i i, );e,.w} ifi ,, € Randif x<a;
= max{a,.' +d,-q +I(i i, );e,.m}: ifi, €A and if x< a;
b mi ()= min{x+d‘.' +1(i i, );ei«-} ifi,,, eRandif a <x<b, (1('))

max

-~
*
L
-
+
t

ey

x+d, +l(zq,iq+1);eiq*l} ifi,, e Aand if a <xs<b,

b, +d, +1(i i e, } ifi,, e Randif b, <x

'qol

min

e

max

PPy

b, +d, +Ui i e, ] iti, €Aandif b <x -




16

We consider three cases. It turns out from (10) that:

(a) if . <a +d,-' +1(i,,i,,, ), then: ,
4 = €. if iﬂ,.eR
T\ i) ifi, €A *
a, =a; A s
g+l (] . (11)
b = a; ifi,, eR
' b, | ifi,,, €A

®)if @, +d; +U(i i, )<e, <b, +d, +(ii,,), then:
d,, =d, +li,i,)

‘e

' a, ifi,, eR 7
@ = . Rt (Y ifi,, €A : (12
y fe i) ifi, R
Wb, ifi,, €A
©if b, +d; +I(i;,i,,)<e; ,then: . o
[d, +Higig) ifi,, €R
i1+l - e‘-"l if iq+l € A
[ ~ ifi, €R A |
Figa = b, _ ifi,, €A (13)
biqol = biq

We see that the starting time of node i, ,,
algorithm derived from the above computations aimed to obtain the starting times of each node
in the directed cycle:

0<g<p-1, satisfies (8). We propose an

"~ (i) Set a, :=—oo, b, = oo, d, =0.

(ii) For g:=1 top do:
Compute e, (according to relation (7)). ' . :

. Compute a, b,.q and d.;, (according to relations (11)-(13)).
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Giii) IF d, <O then set 1, :=d, +a,,
: : - else set . —d,.’ +b, .

[Comment. Accordmg to (i), 1, =1, (x)=x, and we know that 7, (x) and 1 (x)

should be equal. This justifies (iii).] -

Gv) If 1, = +eo then return "No solution",

else if 7, =— then return "No (finite) optimal solution”,

else for g:=1top-1 do:

Compute L | (according to relatlon (9))

step
®
(i) (12)
i) (12)
(ii) (13)
(i) (11)
(i) (12)
(iii)
(iv)
(iv)
(iv)
node 5 (iv)

ol

Inode i

q

node 2
node 3
node 4
node 5
node 6
node 2
node 2
node 3
node 4

‘node 5

node 6

Q.

A

N AW A O

xX=

~N o0 O

- Figure 7. Solving a problem with a circuit.

Since the graph is constituted by node s and a directed cycle of p nodes, we have:
lE|l<2lV |-2. Thus, the complexity of the previous algorithm is o(lv |)

5.6. Case of an acyclic graph

~-

If the gfaph G =(V ,E) does not contain any directed cycle, it is possible to use the breadth
first search (BFS) which marks the nodes of the network in layers, one after another. Nodes

(]

(see [2]) ThlS method is extented in the next section.

6. DECOMPOSITION SCHEME

6.1. Notations

Let U be a non-empty set of nodes in G =(V ,E).

| - are labelled using the relations of (S g,). The complexity of this algonthm is O( | | % |+ |E |)
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Prec( U ) is the set of the predecessors of the nodes of U :
Prec(U )={j suchthat j=Prec(i) andie U }.

Prec(U )/U is the set of the nodes of Prec( U ) which do not belong to U :
Prec(U)/U ={j such thatj=15rec(i), ieU andjeV/U}.

Let P ppo(U) be the problem P, defined on U such that the t; values for iePrec(U )IU
are known. It is formally defined as follows: ‘

Problem Py (U):  minimize Y

el

subject to
;20 if i=sand seU
(SINEQ(_U)) 1, 2 jegli‘l}(i){tj +I(j,i)} if ieRNU
> . i T3
2 max {t; +1(),i)} if icANU

where ¢, are fixed, fori e Pred(U)/U.

Note that the ¢, values for i¢ U U Prec(U ) are neither fixed, nor included in the set of
variables of P o(U). In fact, these values do not influence P o(U) as indicated in the
following Theorem.

6.2. Theorem 5 (Decomposition Scheme)

Assume that U is a set of nodes of G=(V ,E) such that the given starting times of all the
nodes of Prec(U )/U are optimal to P, then the starting times of the nodes of U in the
optimal solution to P, and in the optimal solution to P (U ) are identical.

-~

Proof
Let {; }, ., be the unique optimal starting times of P neg- According to Theorem 1, none of

the ¢, ieV, can be reduced. So, the restriction of {1, },_, to U is optimal to the problem
P pe(U). Since the problem P, (U) has a unique optimal solution (see Theorem 1), the
starting times of the nodes of U in the optimal solution to P 1, and in the optimal solution to
P pgo(U) are identical. o QED

6.3. Remark , .

It follows from Theorem 2 that in the optimal solution of P, the starting time of node s is
equal to 0, i.e. #,=0. From Theorem 5, we see that if the problem P ;(U) has no optimal
solution, the problem P INEQ has no optimal solution, either.

Theorem 5 allows us to solve, in some particular cases, problems P ., using the solutions e
of its subproblem P ;o(U). We propose to decompose the graph G =(V ,E) corresponding to
P 1xeq into subproblemns P oeo(U ), Prgo(U ), s Pogo(U ), where (U,,U,,...,U.} is the
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set of strongly connected components of vgraph G=(V,E). The strongly connected

» components of G can be sorted solved in a topological order (see [2]) ‘and then the
subproblems P pg:o(U ), Prgo(U ), ...s P meo(U ;) Will be solved in this order. Each one of
the subproblems P . (U ), P meQ(U 1) s Prao(U ) is to be solved separately.. Doing so,
we are sure that the starting times of the nodes of Prec(U )/U have been'computed before
considering the subproblem P ;i (U). Thus, in order to solve each subproblem P pgo(U), we
can replace thé arcs (f,i) from nodes j of Prec(U )/ U to each node i of U by an arc (s,i)
having a length equal to I (s, i )=t,+I(j, i) where t; is the opﬁmal starting time of node J. We
may use one of the efficient algonthm presented in Section 5 when_solving each subproblcm

P paqU).
Notice that the fully connected components of G =(V ,E) can be found and numbered by a

topological order usmg a O( l | %4 | + | E l )-time algorithm (see [2]). a

6.4. Decomposition Algorithm
Let(U,,U,,....U } be the set of the strongly connected components of graph G =(V ,E),

where {s}=U, and UU V. Assuming thai we know how to solve efficiently each

=0
subproblem P INEQ(U ), P INEQ(U )y ---s Pppo(U,), (independently) ‘then, it is possible to
solve the initial problem P e by applymg the following algorithm: '
N
* (i) Set W :=(s}; Set r_:=0.
(i) While W=V do: ' - o
Select U, a trengly connected component of graph G =(V ,E), such
that U, @W and Prec(U,)/U,CW .
Solve. Ppgo(U ,,), taking into account the optimal starting times of the nodes
of Prec(U,,)IU,,. |
If P neo(U ) has no optimal solution
- - then return "the problem P, has no optimal solution", and stop.
Set W:=U_UW.
End

v,
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. eoss
eentn s amncananeoas R Y

The fully connected components are encircled and numbered in a topological order. Problem P pgo(U ;) can be
solved using the algorithm described in Section 5.3 while problem P po(U , ) is described in Section 5.5.
: Figure 8. An example of the decomposition scheme.

7. CONCLUSION

This work is devoted to the analysis of PERT-Time Problems with Alternatives (PPA). This
mathematical model is shown to be combinations of the classical PERT-Time (longest path)
problem and the routing (shortest path)' problem. While in the traditional PERT models all
activities are assumed to be of the and-type, we introduce another type of activities known as
alternative, or or-type activities. We are interested in PPA whose arc lengths are of any sign.

A formalisation of the problem and important properties concerning the optimal solution are
given. Several well-solvable cases of the problem, and a powerful decomposition algorithm

running in polynomial time, are presented. We are currently trying to extend this work in order
to solve the general PPA.

(&}
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