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Abstract: This paper presents a parametric method for indexing and retrieval of multi-
media data in digital libraries. Indexing (labeling) and retrieval of the multimedia data are
performed using parametric modeling of the textured segments found in the data imagery
components. The estimated parametric models of the textured segments serve as their in-
dices, and hence as indices of the entire image, as well as of the multimedia record which the
image is part thereof. To achieve the ability to identify textured image regions and estimate
their parameters, a joint segmentation-estimation algorithm that combines the 2-D Wold
decomposition based texture model with a Markovian labeling process, is derived. Ordering
and indexing of images require a definition of a distance measure between images. Using
the framework of the Kullback distance between probability distributions, a new rigorous
distance measure between textures is derived. The distance between any two textured image
segments is evaluated using their estimated parametric models. The proposed segmentation,
distance evaluation, and indexing methods are shown to produce comparable results to those
obtained by a human viewer.

Key-words: 2D Wold decomposition, Markov random field, Kullback distance, texture,
segmentation, indexing, multimedia.
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Indexation et recherche dans une base de données
multimedia grace & une modélisation paramétrique de
texture utilisant la décomposition de Wold 2D

Résumé : Ce rapport présente une méthode paramétrique permettant de faire de I'indexation
et de la recherche dans une base de données multimédia. L’indexation (étiquetage) et la
recherche de données multimédia sont réalisées grace & la modélisation paramétrique de tex-
tures qui se trouvent dans les images de la base de données. Les textures sont caracterisées
par des paramétres qui servent d’indices pour la recherche dans la base de données. Afin
de pouvoir identifier les différentes régions texturées d’une image et estimer les parameétres
correspondants, un algorithme de segmentation-estimation est proposé dans ce rapport, qui
fait appel & une décomposition de Wold 2D pour le modéle de texture et & un modéle mar-
kovien pour ’étiquetage. L’indexation nécessite de définir une distance entre les images.
Une nouvelle distance, inspirée de la distance de Kullback, est décrite dans ce rapport. Elle
utilise les paramétres estimés correspondants au modéle 2D de chaque texture. Les résultats
obtenus relativement & la segmentation et & ’indexation sont proches de ceux obtenus par
un opérateur humain.

Mots-clés : décomposition de Wold 2D, champ de Markov, distance de Kullback, seg-
mentation, indexation, multimédia.
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1 Introduction

One of the major problems in utilizing the information highways technologies is the need
to develop efficient tools for storage, search and navigation in multimedia libraries. More
specifically, as the access to multimedia libraries and archives is becoming an integral part
of many multimedia applications, efficient tools for storage, search and navigation in multi-
media libraries are essential [10, 11]. There is large variety and a broad range of applications
like satellite imaging and remote sensing, medical diagnosis and research, film-editing, and
advertising, that require users to access very large databases consisting of multimedia data.
Such data can be a combination of images, speech and sound, signals, and text. A major
problem with multimedia databases is the tremendous volumes of data. A different, yet
strongly related problem, is the problem of indexing, labeling, and retrieval of multimedia
data. The question of how can one intelligently search in a collection of pictures has no
straightforward answer. Yet, due to the tremendously large volumes of data involved, one
would like to be able to pinpoint the exact information he, or she, is interested in, to save
the time and network resources involved in transferring large volumes of unnecessary data
(even in a compressed form).

In this paper we address one aspect of this complex problem, namely, the development of
algorithms for indexing (labeling) and retrieval of multimedia data, based on the properties of
the imagery components of the stored data record. The proposed solution to the multimedia
data retrieval problem is based on content-based retrieval of imagery data. We present tools
and techniques to identify images that are similar, or that have a common characteristic
with a specified image. More specifically, indexing and retrieval of the data are performed
using parametric modeling of the textured components in the imagery data.

In multimedia data retrieval applications, it is important that image features used for
pattern comparison provide a good measure of image perceptual similarity. In [16], we have
presented a parametric texture model which is based on the 2-D Wold decomposition [14],
and corresponding estimation algorithms for the parameters of individual textures. It is well
known that texture eludes precise definition. However, in [16] it is shown that the Wold
decomposition based texture model is very successful in estimating the parameters of what
human viewers perceive as natural textures, and in reproducing the original texture using
only the estimated parameters. More specifically, using this parametric model it is shown
that assuming the texture field is a realization of a Gaussian random field with mixed spectral
distribution, essentially indistinguishable replicas of the original texture are synthesized from
the estimated parameters. Hence in this paper, texture information is used for characterizing
image regions. Using parametric texture modeling we derive an algorithm for labeling and
indexing images by jointly segmenting and estimating the parametric models of the textured
areas in those images. The parametric model of each textured patch is employed as the index
of that patch, and therefore as an index to the entire image, and multimedia data record.

Moreover, the parametric representation of a texture, is useful not only as a description
of its qualitative features, or as its label, but also for compression purposes. It is shown in
[13] that using the Wold-decomposition based texture model, very high compression ratios
for textured areas can be achieved. Since the very same parametric model of the texture
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field is used for coding, storing, and indexing the texture data, the compressed data (i.e.,
the quantized model parameters) simultaneously provides the (parametric) feature vector
that characterizes the texture, and its index. Thus the proposed parametric indexing scheme
provides a representation that facilitates content-based retrieval of the compressed data.

The paper is organized as follows: In section 2 a brief description of the Wold decom-
position based texture model, is given. The estimation procedure of the texture model
parameters is summarized in Section 3. In Section 4, new distance measures for textures are
derived. We first present a distance measure that employs the Kullback distance between
two multivariate Gaussian probability distributions. This measure has the advantage of nat-
urally incorporating the distances of the different components of the Wold decomposition
based random field model, into a single measure. To reduce the complexity of the distance
computation, a hierarchical approximation of the distance measure is derived. A texture
segmentation procedure that employs the texture parametric model and the new distance
measure is presented in Section 5. In Section 6 we present our conclusions.

2 The Texture Model

The presented texture model is based on the results of the Wold-type decomposition of 2-D
regular and homogeneous random fields, [14]. Let {y(n,m), (n,m) € Z?}, be a real valued,
regular, and homogeneous random field. Then y(n,m) can be uniquely represented by the
orthogonal decomposition

y(n,m) = w(n,m) +v(n,m) . (1)

The field {w(n,m)} is purely indeterministic and has a unique white innovation driven
moving average representation, given by

w(n,m) = Z a(k,Ou(n —k,m —1{) (2)

(0,0)=2(k,2)

The field {v(n,m)} is a deterministic random field. It can be shown that there exists a
family of NSHP total-order definitions such that the boundary line of the NSHP has a
rational slope. Let a, 8 be two coprime integers, such that a # 0. The angle 6 of the slope is
given by tan 6 = 3/a. Each of these supports is called rational non-symmetrical half-plane
(RNSHP). We denote by O the set of all possible RNSHP definitions on the 2-D lattice, (i.e.,
the set of all NSHP definitions in which the boundary line of the NSHP is of rational slope).
The introduction of the family of RNSHP total-ordering definitions results in the following
countably infinite orthogonal decomposition of the field’s deterministic component, [14]:

v(n,m) = p(”v m) + Z e(a,,@)(nv m) (3)
(a,8)€0

The random field {p(n,m)} is a half-plane deterministic field, and {e(q,5)(n,m)} is the
evanescent field corresponding to the RNSHP total-ordering definition (o, 3) € O. Since
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6 R. Stoica & J. Zerubia € J. Francos

for practical applications we can exclude singular-continuous spectral distribution functions
from the framework of our treatment, a model for the evanescent field which corresponds to
the RNSHP defined by (a, 8) € O is given by

€(a,)(n,m) =
£ p(eP) (@)
; Sgaﬁ)(”w‘ — m/f3) cos <2Wm(nﬂ + ma)) + tga’ﬂ)(na — m/f3) sin (2wm(n5 + ma))

(4)

where the 1-D purely-indeterministic processes {sga’ﬁ)(na—mﬂ)}, {sga’ﬁ)(na—mﬁ)}, {tia”g)(na—
mpB)}, {t:** (na — mB)} are mutually orthogonal for all i, j,k,£,i # j,k # ¢, and for all i

the processes {s'** (na — mB)} and {#** (na — mB)} have an identical autocorrelation
function. Hence, the “spectral density function" of each evanescent field has the form of
a countable sum of 1-D delta functions which are supported on lines of rational slope in
the 2-D spectral domain. In the following, we assume that the modulating 1-D processes
{5422 (n(:8))} and {£!*?) (n(=8))} of each evanescent field can be modeled by a finite order
AR model.

In this paper, we also assume that the half-plane deterministic field consists only of the
harmonic random field :

P
h(n,m) = Z Cp cos 2m(nwy + mup) + Dy sin 27 (nwp + mup) (5)
p=1

where in general, P is infinite. This component generates the 2-D delta functions of the
“spectral density".

When expressed in the general form (5), the coefficients {C,, D, } of the harmonic com-
ponent are real valued, mutually orthogonal random variables. However, since in general,
only a single realization of the random field is observed we cannot infer anything about the
variation of these coefficients over different realizations. The best we can do is to estimate
the particular values which the C},’s and D,’s take for the given realization; in other words in
the estimation problem we might just as well treat the C},’s and D,’s as unknown constants.

The parametric modeling of deterministic random fields whose spectral measures are
concentrated on curves other than lines of rational slope, or discrete points in the frequency
plane, is still an open question to the best of our knowledge.

Hence, the observed texture field {y(n,m)} is uniquely represented by the orthogonal
decomposition y(n,m) = w(n,m) + h(n,m) + 3, s)c0 €(a,5)(n,m). Thus, the problem
of estimating the texture model parameters, becomes one of estimating the parameters of
the harmonic and evanescent components of the field in the presence of an unknown colored
noise generated by the purely-indeterministic component, jointly with estimating the purely-
indeterministic component parameters.
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Image Retrieval Through Texture Modeling 7

3 Estimation of the Model Parameters

The implementation of a multimedia data retrieval system where data indexing is based
on the textural properties of the imagery components of the data records, relies on the
existence of a robust estimation algorithm of the texture model parameters. This is since
computation of the distance between any two textures requires the substitution of their
estimated parametric models into some distance measure.

In [15, 16], we developed a conditional maximum-likelihood algorithm for jointly estimat-
ing the parameters of the harmonic, evanescent and purely-indeterministic components of the
texture. It is shown that by introducing appropriate parameter transformations the highly
nonlinear least-squares (NLLS) problem that results from maximizing the conditional like-
lihood function is transformed into a separable NLLS problem. Hence, the computational
complexity of the required numerical minimization is reduced significantly. In the trans-
formed problem only the spectral support parameters of the deterministic components enter
non-linearly into the transformed model equation. Thus, a solution for the unknown spectral
supports of the harmonic and evanescent components reduces the problem of solving for the
transformed parameters of the field to linear least squares.

Nevertheless, this algorithm still requires the minimization of a non-quadratic cost func-
tion with respect to the spectral support parameters of the harmonic and evanescent com-
ponents. Since this estimator involves a multi-dimensional search in the parameter space it
is not practical for a database retrieval application, where short response time is mandatory.

We therefore present in this paper a suboptimal (relative to the maximum likelihood
estimator), but computationally efficient algorithm (since no multi-dimensional search in the
parameter space is required), for estimating the texture model parameters. The proposed
algorithm employs the experimental observation that in natural textures the deterministic
component contains harmonic components or evanescent components, but not both. This
observation enables us to considerably simplify the estimation procedure.

Next, we briefly summarize the suggested algorithm and introduce some necessary nota-
tions. The first step of the algorithm is a test for the existence of deterministic components
in the observed texture. This test is similar to the one proposed in [17]. Since the deter-
ministic component gives rise to singularities (1-D and 2-D delta-functions) in the spectral
domain, its contribution may be evaluated by a thresholding procedure on a spectral den-
sity estimate. For the purpose of this test, we use the periodogram, which involves sampling
of the spectral domain at discrete points. Therefore, the deterministic component may be
approximated by a collection of 2-D sinusoids which give rise to 2-D delta functions in the
spectral domain. Thus, each evanescent component (whose “spectral density" is a 1-D delta
function) is approximated for the purpose of this test by a linear combination of harmonic
components (whose “spectral densities" are 2-D delta functions).

In order to estimate the deterministic components, we first choose a threshold and admit
all frequencies where the periodogram is above the threshold as deterministic component
frequencies. The threshold must be carefully chosen such that, (a) we extract only the sharp
peaks in the periodogram, and (b) the number of harmonics obtained is a small fraction of
the total number of DFT bins. The latter condition is required because, theoretically, the
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8 R. Stoica & J. Zerubia € J. Francos

support of the deterministic component is of Lebesgue measure zero in the spectral domain.
A good choice of threshold can be obtained by plotting the threshold against the number
of deterministic component frequencies given by that threshold. It is shown in [17] that
when a texture has a deterministic component the plot exhibits a relatively flat region and
a sharp “knee” near zero, indicating the presence of sharp peaks in the periodogram. The
threshold is then chosen in the relatively flat portion close to the knee in the curve. On the
other hand, the plot for a purely-indeterministic (random looking) texture has a slow decay
indicating the absence of deterministic components. We refer the interested reader to [17]
for additional details.

In case existence of a deterministic component is established, a second test is applied
to distinguish the harmonic from the evanescent components. The proposed test employs a
modified version of the Hough transform for detecting lines in 2-D arrays. This modification
is based on the a-priori knowledge that the spectral support of each one of the evanescent
components is a line in the frequency plane such that its slope is defined by two coprime
integers a and (3. In the presence of evanescent components, the periodogram peaks identified
by the previous test, are concentrated along lines. On a finite dimension observed field, only
a finite number of («, 3) pairs may be defined. (This is since o and 3 are integers representing
distances between consecutive samples along the “rows" and “columns" defined with respect
to the RNSHP total-ordering definition («, 8) € O). Therefore, for given dimensions of the
observed field, we search among all possible combinations of the spectral support parameters
a and f for the pairs of (a, 8) that best explain the concentration of peaks along lines in
the frequency plane. If at least one such line is found the deterministic field is considered
to be the sum of evanescent components. Otherwise, we conclude that the spectral peaks
are isolated (i.e., they are not aligned along lines) and hence they are due to harmonic
components.

Following this decision making step, we turn to the actual estimation of the components’
parametric models. In case the observed texture was found by the foregoing two tests to
contain harmonic components, we employ an iterative procedure to estimate the texture pa-

rameters. In each iteration the frequency of the dominant harmonic component is estimated
by

(Wp, Up) = argmax ‘DFT (y(n, m)) ‘ . (6)
(w,v)

Multiplying the observed signal y(n,m) by cos(@,,?,) and evaluating the mean of this

signal we obtain an estimate of the amplitude coefficient C,,. This is since the mean of all

the cosinusoidal and sinusoidal terms of y(n, m) cos(w,, ) tends to zero while the DC term

tends to Cp. Thus

] NormM-on
Co= N3z 2 2 ¥lmm) cos(@y.y) 7)
and similarly
X ;| Nim S
Dy= y(n,m) sin(@y, 7,) ®)
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where the dimensions of the observed image are N x M. Next we subtract the estimated
harmonic component from the observed signal y(n,m) and repeat this procedure iteratively
until all harmonic components whose magnitude is higher than the foregoing test threshold
are extracted. The residual field is the purely-indeterministic component of the texture.

In case the observed texture was found by the foregoing two tests to contain evanescent
components, we employ the estimation procedure derived in [20] to estimate their parame-
ters. This estimation procedure employs the properties of the covariance matrix of the field
deterministic component. Let us denote the number of evanescent components of the field
by Q. It is then shown in [20] that in the absence of a purely-indeterministic component

rank(T) = § 3 (2= 8ol +7 35 (2~ 6Bl = 3 (2~ S 3 (2= 804
o)

where §(v) denotes the Dirac delta, and 'y is the covariance matrix of the deterministic
field.

In the presence of the purely-indeterministic component the covariance matrix of the
field is given, due to the orthogonality of the fields, by I' = T'y + I'p;, where I'p; denotes
the covariance matrix of the purely-indeterministic field. In the presence of the purely-
indeterministic component I is a full rank matrix, yet its dominant eigenvalues are due to
the evanescent components. It is therefore concluded that by determining the number of
dominant eigenvalues of the covariance matrix for various subfields of the observed field, we
obtain a system of equations, such that its solutions provide us the set of possible values the
parameters («, 8) can assume. Note from the evanescent field model (4) that for a fixed ¢ =
na —mp (i.e., along a line on the sampling grid), the samples of the evanescent component

are nothing but the samples of constant amplitude harmonic signal, whose frequency is
(a.8)
(:;Tﬂz. Thus, having estimated the («, 3) pairs, the corresponding frequency parameter

of each evanescent component can be easily evaluated using standard techniques (such as
locating the maxima of the absolute value of this 1-D signal DFT).

Once the spectral support parameters of each evanescent component, («, 3), z/fo"ﬂ ), were
estimated, it can be demodulated in a similar way to the one applied for estimating the
amplitude parameters of the harmonic components. However, in this case the averaging is

performed along a line on the sampling grid such that ¢ = na — mf. Thus

J(@h) 1 Z S S
5, (c) = N A Zﬁ y(n,m) cos <2wm(nﬁ + moc)) (10)
and similarly
A(0‘:ﬂ)
NaB) oy _ L : v A A
t;7" (c) = N Z y(n,m) sin (27r7&2 e (nB + moz)) (11)

nézfmﬁ:c
where N, denotes the number of the observed field samples that satisfy the relation na —
mB = c¢. This procedure provides estimates of the 1-D sequences {55“"’ )(na —mf)} and
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10 R. Stoica & J. Zerubia € J. Francos

{tﬁ"‘*" )(na —m/p3)} of each evanescent field. Finally, these sequences are fitted with their 1-D
AR models. The removal of all evanescent components of the field leaves us with a residual
field which is the purely-indeterministic component of the texture.

The parameters of the purely-indeterministic component are estimated using a compu-
tationally efficient algorithm for estimating its moving average model, [21]. The algorithm
first fits a 2-D NSHP AR model to the observed field, by using the ML algorithm, [15].
Note that in this case, where all the deterministic components have already been removed,
the procedure of obtaining a maximum-likelihood estimate of the AR model parameters is
reduced to a solution of a linear least squares problem. In the second stage, the estimated
parameters of the AR model are employed to compute the parameters of the moving average
model, through a least squares solution of a system of linear equations. We refer the inter-
ested reader to [21] for a detailed derivation and analysis of the algorithm and its statistical
performance.

4 Distance Measures for Textures

It is shown in [16] that assuming the texture field is a realization of a Gaussian random
field with mixed spectral distribution, essentially indistinguishable replicas of the original
texture are synthesized from the estimated parameters. We therefore adopt the Gaussian
assumption for the derivation of a distance measure, as well as for the image segmentation
application. In this framework it is assumed that each observed texture is a realization of
a Gaussian random field whose mean is related to the harmonic component of the Wold
decomposition and the structure of its covariance matrix is determined by the parameters
of the evanescent and purely indeterministic components.

4.1 The Kullback Distance

Having adopted the Wold decomposition based random field model as our texture model
we face the problem of formulating a definition for a distance measure between any two
given fields. In other words, having estimated the parametric model (1)-(3) of each field,
how can one test whether these two fields are different samples of the same texture, or how
close these two textures are one to the other, etc. Since the different components of the
texture model have different stochastic models it is clear that the required distance measure
must incorporate in a natural way the distances of the different components into a single
measure. By doing so, the heuristic question of the determination of the relative weighting
of the distances between the different components of the model, is avoided. (We note here
that an earlier attempt to employ the same texture model for indexing images was made in
[11], where an ad-hoc procedure was developed in order to incorporate the distances between
the purely-indeterministic components and the harmonic components into a single distance
measure.) It should be emphasized that in the context of this paper the term distance
refers to a measure of how far away from each other are the probability distributions of the
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Image Retrieval Through Texture Modeling 11

observed texture fields, and it should not be interpreted in the strict sense it has in metric
spaces.

More specifically, in this work we have chosen the Kullback distance [18] between two
Gaussian models of textures.

D(Py, P2) = (s — )T (S0 + X5 e — ) + 300 o+ 0, Y05 -2 (12)

This specific distance measure was chosen due to its generality and its ability to incorporate
all the model components into a single distance measure. We note here that an alternative
choice is provided by the Bhattacharyya distance [18]. The Kullback distance was preferred,
in this case due to its lower computational requirements.

Clearly, one is interested in being able to define a distance measure, which is invariant
to translation and rotation. Since the observed textures are homogeneous, translation af-
fects only the mean function, but not the covariance. Rotation affects both the mean and
covariance. To achieve the desired invariance, we have implemented the following procedure:

o Estimate the parametric model of each texture patch introduced to the system using
the algorithm derived in Section 3.

e For textures with harmonic components, the texture is first rotated so that its dom-
inant harmonic component is aligned with a predefined direction (the x-axis, for ex-
ample).

e For textures with evanescent components, the dominant evanescent component is con-
sidered the one whose modulating 1-D purely-indeterministic processes have maximal
variance. Thus, the texture is first rotated so that its dominant evanescent component
has (a, 8) = (1,0).

e For textures with harmonic components where the phase of the dominant component
is not zero, we crop a sub-picture of the original in which the phase of the dominant
component is zero.

e Re-estimate the texture parameters to find the parameters of all the model compo-
nents.

Having estimated the (normalized) parametric models of the two textures whose distance
is to be evaluated, one has to compute the mean vector and covariance matrix of each field.
The Kullback distance between these two fields can then be evaluated by substituting in (12)
the mean vector and covariance matrix of each field with their estimates. Evaluation of the
mean vector is performed by synthesizing the harmonic field from its estimated parametric
model, followed by vectorization of the 2-D field into a vector form.

Since the purely-indeterministic component and all the evanescent components are mu-
tually orthogonal the estimated covariance matrix of each field is obtained by summing the
covariance matrices of its evanescent and purely-indeterministic components. An expression
for the covariance matrix of an evanescent field in terms of the field parameters is derived

RR n° 3594



12 R. Stoica & J. Zerubia € J. Francos

in [19]. In this paper we obtain an estimate of the covariance matrix of each evanescent
component by substituting the unknown field parameters by their estimates. The procedure
for computing the covariance matrix of the purely-indeterministic component from its MA
model is detailed in [21]. We note that this derivation of the estimated covariance matrix
guarantees that it is positive semi-definite.

4.1.1 Experimental Results

To test the distance measures, we chose a reference texture, and evaluated its distance from
other texture patches. To perform the tests we constructed a database of Brodatz textures.
The database is formed by cropping, shifting and rotating (by 30, 60, and 90 degrees) more
than 30 Brodatz textures. The total number of textures in the database is over 500. The
goal of the experiment was to arrange all the patches in the database in an ascending order
with respect to their distance from the given test texture (i.e., the database texture that is
the “nearest” to the test texture should be ranked first, etc.) The experimental results of two
such tests are depicted in Figure 1 and Figure 2. The textures are ordered in an ascending
order from left to right and from top to bottom. Note that, as required, the rotated versions
of the test texture were found to have the minimal distance to that texture, among all the
database texture. Ordered next are textures that have structure close to that of the test
texture.

Thus, the Kullback distance provides a unified and rigorous solution to the problem of
grouping together the distances of the different stochastic models of the Wold decomposition
components into a single measure. However, the procedure of computing this distance is
expensive in terms of both computational complexity and memory requirements due to the
need to invert the covariance matrix of each field. (The covariance matrix of a field whose
dimensions are N x M is MN x MN). We therefore investigate in the next section a
hierarchical evaluation of the Kullback distance that allows us to save the computation of
the fields’ covariance matrices and their inverses.

4.2 A Computationally Efficient Approach for Evaluating the Dis-
tance Between Textures

In this section we present an alternative method for computing the Kullback distance such
that the direct evaluation of the fields’ covariance matrices and their inverses, is avoided.
This method provides a computationally efficient approximation of the distance. Hence, it
is more suitable for database retrieval applications. In the proposed method computation
of the distance is implemented in a hierarchical way, rather in the joint approach of the
Kullback distance evaluation.

This hierarchical approach is directed by the estimated parametric models of the two
textures whose distance is to be evaluated. If one texture is found to have components that
the other does not have, the distance between these two is set to infinity. For example, if one
texture has a deterministic component while the other is found to be purely-indeterministic,
it is clear that the textures are different. Hence, the distance is set to infinity.

INRIA
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Test Texture

Figure 1: Textures ordered using the Kullback distance.
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Test Texture

Figure 2: Textures ordered using the Kullback distance.
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In case both textures have only a purely-indeterministic component, the Kullback dis-
tance is reduced to the Itakura-Saito distance, [18],

S1 S1

13
5 o (13)

drs(s1,s2) = ‘

where s; and sy denote the spectral densities of the two fields. Hence, in the case where both
textures are dominated by their purely-indeterministic components the Kullback distance
can be approximated by the Itakura-Saito distance between the spectral densities of the MA
modeled purely-indeterministic components.

Next, we have from (12) that when both purely-indeterministic components are white
noise fields with the same variance, and no evanescent components exist in both fields,
the Kullback distance is reduced to the Euclidean norm of the means difference. Thus,
in case both textures have dominant harmonic components, i.e., the contribution of the
purely-indeterministic components can be neglected for the purpose of distance evaluation,
we might as well assume that both purely-indeterministic components are white noise fields
with the same (small) variance. Thus, the distance between the two textures is computed as
the Euclidean distance between the magnitudes of the Fourier transforms of the harmonic
components of these textures.

In the case where both textures have dominant evanescent components an evaluation of
(12) is still required.

4.2.1 Experimental Results

To test the hierarchical distance evaluation, we tested its performance using the same proce-
dure and the same database described above. To illustrate the performance of the suggested
procedure, different types of test textures were chosen in the next examples. The test tex-
tures in figures 3-5 are structured and dominantly harmonic, while in Figure 6 the test
texture is dominantly evanescent, and in Figure 7 the test texture is purely-indeterministic.
We therefore conclude that the proposed hierarchical approach for approximating the Kull-
back distance between texture fields provides the desired results (with respect to a human

viewer decision), at a much lower computational complexity than the direct evaluation of
(12).

5 Unsupervised Image Segmentation

Segmentation is an essential and critical step in the process of labeling any given image
according to its textural components. The aim of this step is to identify the different texture
areas in any given image, to estimate their boundaries and subsequently their parameters.
By doing so each textured region of the image is characterized by its estimated parametric
model. The set of different texture models that correspond to different regions of a given
image, form the set of indices (labels) of that image.
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Test Texture

Figure 3: Textures ordered using the hierarchical distance. The test texture is structured,
dominantly harmonic.
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Figure 4: Textures ordered using the hierarchical distance. The test texture is structured,
dominantly harmonic.

RR n° 3594



18 R. Stoica & J. Zerubia € J. Francos

Test Texture

Figure 5: Textures ordered using the hierarchical distance. The test texture is structured,
dominantly harmonic.
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Test Texture

Figure 6: Textures ordered using the hierarchical distance. The test texture is structured,

dominantly evanescent.
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Figure 7: Textures ordered using the hierarchical distance. The test texture is purely-
indeterministic.
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In this section we use the Wold decomposition based texture model as a tool for segment-
ing the image into its distinct textured regions. The proposed unsupervised segmentation
procedure models the image using a doubly stochastic Gaussian (DSG) model [7]. A Markov
random field (MRF) model is applied to model the label field (which indicates the texture
to which each pixel belongs) and the 2-D Wold decomposition based model (1)-(5) is used
to model each of the textures (the texture model parameters are conditioned on the label
field).

The difficulty of the unsupervised segmentation problem is due to the fact that statis-
tically reliable estimation of the parameters of the deterministic component of a texture
patch requires the patch to be large enough so that at least few periods of each harmonic
component are available. On the other hand, it is obvious that arbitrary division of the im-
age into blocks may put several textures into one block and thus lead to useless estimation
results. Hence the proposed segmentation procedure is performed by a two step procedure.
An initial coarse parameter estimate is obtained by dividing the image into small blocks,
fitting a low order NSHP AR model to each block, and clustering the estimated parameters.
The clustering is performed in the AR model parameter space using the K-means algorithm.
The distance used to cluster the blocks is the Itakura-Saito distance of the estimated spectral
densities (13).

Having obtained an initial segmentation, the texture model parameters can be estimated
from the larger patches that result from this initialization step. This segmentation result is
then iteratively refined in the next stage using a Markovian prior for the labels field, where
in each iteration the texture model parameters are re-estimated for each patch.

More specifically, the estimated parametric models of the individual textures are em-
ployed to construct an energy function. This energy function is used in a simulated anneal-
ing algorithm to obtain maximum a-posteriori (MAP) estimates of the label field. The label
field estimation is iteratively performed until the algorithm converges, i.e., until the number
of label changes in one iteration falls below a preset threshold. The optimal estimate of the
label field at site s is given by:

* = min{U,(f|d)} = min{U,(d Us 14
£ = min{U.(Fld)} = min{U.(d|f) + U.(H) (19
where f is the label and d is the data field. The energy Us(d|f) is evaluated at each site s
using the following procedure:

e Let W (s) be some window centered at s. Let F%(s) be the magnitude of the DFT of
the observed image, evaluated in that window.

e Using the texture model parameters that correspond to the current label f of the site,
we synthesize the texture, and evaluate the magnitude of the synthesized field DFT,
F7(s), in the same window W (s).

e The conditional energy is then given by:

Us(dlf) = IF(s) = F'(s)2 (15)
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Note that by adopting (15) as our estimate of the conditional energy, phase errors due to
possible translation discrepancies, are eliminated. Let C' be the set of cliques corresponding
to some neighborhood system. Here the field is assumed to be first order Markov. The
regularization energy at site s is then defined using a Potts model:

Udf) ==K Y 6(frfs) (16)

<r,s>eC

Figures 8-10 depict the results of applying the proposed segmentation algorithm to exam-
ple images. In all the examples the final segmentation result is obtained after 100 iterations
of the algorithm.

Finally, in the foregoing discussion it was assumed that the number of clusters K, is
o priori known. Unfortunately in practice, this is not the case. Hence in the proposed
algorithm K is over estimated and we assume an arbitrary (large) number for K. The
example results demonstrate that using simulated annealing, the procedure converges to a
reasonable number of clusters.

6 Conclusions

We have presented a parametric method for indexing and retrieval of multimedia data.
The proposed indexing and retrieval strategy is based on the usage of textural information
contained in the data imagery components as the indexing keys. The parametric texture
model is applied both to segment each image into distinct texture regions, as well as to
derive a distance measure that rigorously incorporates the distances between the different
stochastic models of the textures’ components into a single distance measure. Since the
same parametric texture model is used for coding, storing, and indexing the texture data,
the proposed parametric indexing scheme provides a representation that facilitates content-
based retrieval of the compressed data. It is shown that the proposed segmentation, distance
evaluation, and indexing methods produce comparable results to those obtained by a human
viewer.
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