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Abstract: In this paper, we analyze parallelism as an energy-saving tech-
nique for mobile terminal or on-board systems. We show that the expected
gains are considerable. However, some natural constraints can appear when
applying massively this idea. Therefore, we analyze this concept on a simple
model in an environment where either the space for circuitry is restricted, or
the total weight of the system, including energy sources, has to be minimized.
It turns to give new types of CAD problems. Finally, we analyze fault tolerance
issues and solutions in a satellite-like environment.
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Utilisation de I’algorithmique paralléle pour la
réduction de I’énergie consommée par les calculs

Résumé : Dans cet article, nous étudions le parallélisme en tant que méthode
d’économie d’énergie pour les terminaux mobiles ou les systémes embarqués.
Nous montrons que les gains attendus sont considérables. Cependant, des
contraintes naturelles apparaissent lors de la mise en ceuvre de cette idée a
grande échelle. Nous proposons un modéle simple de prise en compte de ces
limitations, en raisonnant soit en espace (i.e. taille totale des circuits intégrés)
limité, soit en poids limité, en incluant alors le poids des sources d’énergie. Ces
modéles se traduisent naturellement en de nouveaux problémes d’optimisation.
Nous considérons aussi les questions de tolérance aux pannes et leurs réponses
dans en environnement de type satellite.

Mots-clé : Parallélisme; calcul embarqué; consommation d’énergie CPU.



Using Parallel Computing to Reduce CPU Power 3

In the recent years, a particular emphasis has been put on mobile terminals
and associated problems. One of the main issues concerns energy problems.
Energy impacts directly both on the weight and the autonomy of the systems,
due to the limited power of batteries. Recently, an enhanced interest for energy
savings has appeared for small satellite technology, due to the uprising of
satellite constellations and other new types of mobile networks.

In this paper, we show how to use ideas issued from parallel processing to
reduce the power consumption of a given task. In the past, some techniques
have been developed to reduce on-board power.

Spin-down techniques [12] detect periods of inactivity of the system to cut
the power. These methods have to detect long-enough idle periods, so
that the energy cost of resuming is lower than that of keeping the system
active. This method has now been largely implemented but contains
some inherent limitations, as explained in the following.

Adapting the speed and voltage to the load of the system [8] is an alter-
native known technique. When the load is low, the CPU clock frequency
decreases along with the voltage, saving thereby energy. This method
has been introduced at the operating system level of the application.
This allows to address the balance between load and energy consump-
tion on the fly, and is quite practical when the nature of the computation
is unpredictable. Nevertheless, using a processor with a large panel of
clock speeds make some designers quite insecure, especially because the
processor cannot have been tested and certified at any clock speed, and
also the transition between two speed/voltage modes leaves some pos-
sibility of electrical instability. Further research is therefore necessary
before applying this technique in real systems.

However, a large part of modern mobile terminals have to handle a constant
load. For instance, a mobile phone has to check permanently the channel
for a possible call when in passive mode. Similarly voice encryption, coding,
compression and other mechanisms require a constant heavy load. Assuming
this type of applictions, our idea manages to reduce the power consumed for
a given task (i.e. at constant load). This operation is done at the expense of:
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4 Jérome Galtier

e some additional circuitry,

e the design of parallel algorithms.

We stress here that the weight of the circuitry in modern devices is far less
than the weight of batteries. Yet some studies have shown that parallelism can
bring very promising power reduction in ASICs [16]. Also, many industrials
are concerned with consuming energy in a predicted and controlled fashion
when the resources are limited. In the following we give more insight on how
to estimate the savings. It turns to give new types of optimization problems.
As far as we know, they have not been investigated before.

This paper is organized as follows. In Section 1, we show how parallelism
may impact energy savings, and how various degrees of parallelism may be
handled. In Section 2, we consider problems of layout and weight constraints
on a simple but representative model. Finally, in Section 3, we use this model
to deal with fault-tolerance issues.

1 Energy savings by means of parallelism

Although we are using parallel processing, we are not interested here in redu-
cing the time required by a task, but in reducing power consumption. If the
CPU is considered as a capacitor-based system, then the power consumption
is governed by the following physical law:

energy

- o voltage? - clock _speed.
time

Furthermore, a given task may be defined by its number of required CPU
clock cycles, that is the elapsed time multiplied by the processor system clock
speed, yielding:

energy

task
If we consider, as in [5, 17|, that the voltage is proportional to the speed
(which is a valid first-order approximation), the parallel execution on P iden-
tical devices of a task allows to reduce the processor system speed by a factor
of P, and therefore the energy spent on the task by P?. In Figure 1, we

x voltage®.
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100 MHz/5V /y“///////////%

wzy
Cost: 1 cost=1
12 1/2

Method 1: reinvest time
Cost: 1/3 separatly on each parallel

Cost: 1/3 Total: 1 session
cost = 0.6250 (50MHz/ 25V (200MHz/5V)
Cost: 1/3
Method 2: use the same .
clock frequency for the whole ~
SSS=————— Cost: 1/27 circuit
e Cost: 1/27 Total: 1/9 ©€ost =0.5625 (75MHz/375V]  [75MHz/3.75V]
Cost: 1/27 Method 3: use optimized
frequencies for each part
. . of the circuit
Figure 1: Use of parallelism to
. ; cost = 0.5414 (64.7MHz/327V) (8L5MHz/4.07V|
save energy in a simple conﬁgu—
ration. Figure 2: Different ways to exploit diversity

of degrees of parallelism.

illustrate how a task parallelizable on three processors can be perform with a
significantly lower consumption. In the upper part of the picture, we show the
initial task with energy cost 1. In the middle part of it, the task is performed
on three distinct processors. The cost remains the same since the total amount
of work and the CPU clock frequency do not change. But on this example, the
task is completed within a third of the original duration. Finally, in the lower
part, we turn the gain in time into a gain in energy: the CPU clock speed and
the voltage are decreased by a factor of three, so that the energy cost of the
computation is divided by nine.

1.1 Restricted parallelism

It is clear that for many systems, not all the computation can be parallelized in
an arbitrary number of processors. In Figure 2, we illustrate different strategies
of turning the gain in time into a gain in power cost while having different
degrees of parallelism.

The first method , called SEPARATE, assigns shares of time for the dif-
ferent parts of the calculus in the same manner as the sequential circuit.
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6 Jérome Galtier

In the example, the first part only was parallelizable. Since it had 50%
of the time at the beginning, this proportion is kept, and the new design
saves 75% of the energy on the first half of the computation, that is 3/8.

The second method , denoted UNIFORM, finds a uniform clock speed for
the entire new circuit. Since the new system requires only 75% of the
original clocks, the clock speed is globally multiplied by 3/4, and the
total savings are 1 — (3/4)? = 7/16.

The last method , OPTIM, finds an optimized clock speed on each section
of the circuit to minimize energy consumption. In the example, the
savings are of 45.9%.

Clearly, OPTIM achieves the better savings at the higher complexity level.
However, it sounds quite difficult to handle such various values of clock fre-

quency and voltage on the same chip. But how do SEPARATE and UNIFORM
compare?

Result 1 For any computation with different degrees of parallelism, the sa-
vings of UNIFORM are greater than the savings of SEPARATE.

PROOF. Consider a circuit divided in two parts. The two parts respectively
take a sequential time of ¢; and ¢, and are parallelizable in p; and p, processors.
If the initial cost of the computation is C = k(t; + t), the energy cost of the
SEPARATE strategy is then

t t
Cseparate =k- <_12 + _22)

LT

and the UNIFORM one gives

i1+ 1ty Ct+t p_l D2

t t 2 k oty \?
Cum'fm‘m = k(tl +t2) < 1/p1 i 2/p2> = ( L _2> .

And we have 9
c c _ tibk(p1 — p2)
separate — Luniform — 92 9
pip3(t1 + t2)

which achieves the proof for a two-part circuit.

>0
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We can then proceed as follows, we merge parts of the circuits two by two
(i.e. give them the same clock frequency), until only one remains. Indeed, once
two parts receive the same frequency as before, the block behaves as a part
of sequential time of computation ¢; 4+ ¢, and degree ¢ of parallelism, where
% = ;—11 + ;—_22. The presence of fractional “degrees” of parallelism does not
affect the first part of the proof. O

As a result, the presence of a unique clock frequency simplifies the system
while providing good savings in energy. Further studies have shown that for
high diversities of parallelism, an OPTIM approach was interesting to take full
advantage of the method, more especially when the highly parallel part takes a
significant share of the task. We believe, however, that the nest of the method
will take place when the parallelism is efficient but restricted.

We give in the following a more practical insight of the expected gains. Let ¢
be the number of CPU clocks required to perform a given task (or, equivalently,
the sequential time of execution). Suppose that ¢t can be decomposed into
t = t1 + to, and t; represents the part of ¢ which is parallelizable onto p
parallel circuits. Following Amdahl’s law [1], the speedup obtained by such a
performance enhancement is given by:

Execution time without the enhancement
Execution time using the enhancement when possible

Speedup =

t1 + 1o
ty
p+t2

Ideally, if t, = 0, we have Speedup = 1/p. In a UNIFORM strategy, the energy
is then multiplied by a factor F' =1/ Speedup?, which means:

—1\?
F:(l— 2 -p—)
t1+t2 P

This equation is the basis of the Figure 3, which shows the typical expected
gains. For instance, if 60% of the task can be computed by 4 processors, 70%
of the energy is saved. If 40% of the task can be split into 2 processors, the
savings represent 36% of the energy.
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Figure 3: Energy savings for various numbers of processors.
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Fl > F2 > F3 > F4 > F5

Figure 4: Modeling of a circuit.

2 Place constraints

On-board systems or mobile terminals have to satisfy huge constraints on the
place devoted to the circuitry. We propose here a model along with two ways to
optimize the systems. We consider a circuit which is a filter of serial elements
F = (F,...,F,), as shown in Figure 4. This circuit is compared to a parallel
version, shown in Figure 5. We consider here a pure “parallel” version of the
circuit, that is, no interface is required to distribute the data. Of course this
assumption is not verified in general, but we may add some elements in the
filter to perform this operation. However, we have to take into consideration
some limits on the parallelism of the circuit: an element F; will be parallelized
into at most p[*** processors. We denote ¢; the number of CPU clocks required
to perform the stage ¢ of the computation. Then, the amount of parallelism
(p1,-..,pn) assigned to the different parts of the filter can be determined by

two types of optimization:
e layout constraints,
e minimization of the total weight of the system.

According to the above discussion, adopting a UNIFORM strategy, the total
energy cost of the system is then proportional to the factor:

P— 2
Tk
€= (Tip .
Zi:l t’
The two following sections address the two types of optimization.

2.1 Limited space

In this part, we consider that the whole circuitry has to be contained in a
limited space (a chip for instance). Given this constraint, we aim at minimizing
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| F5
Fy
( F3 - Fs
Fy F, ]— F,
L F3 - Fs
Fy
L F5

Figure 5: Parallel circuit.

the energy consumed by the filter. We also consider that a copy of circuit F;
takes an area c;, while the total area available is c. The optimization problem
can then be written as follows:

=n max ;
Minimize Z b subject to { bi Enpi , lsisn
~ pi Disi i S ¢
We have to keep in mind the fact that minimizing the total time of the

computation is equivalent to maximize the energy savings, since a smaller
number of CPU clocks can be turned into a cheaper computation in terms
of energy taking an equal time. Furthermore, it is possible to convert this
problem into a 0/1 knapsack problem. For instance, we can set

{ Aaj) =% =741
Kaj =c

for1<i<kand1<j<p"*® —1. Then we can easily derive the solution of
our problem when some z(; ;) € {0,1} are found, that solve:

Maximize ) | Ag ;2 j)
Subject to ) Kz < ¢

Indeed, since K(; ;) = K ;) and Ag ) > Agjp) as soon as j; < jz, we
have z(; j,) = 1 = (i ;) = 1. We then set p; = max{j : z(; ;) = 1} which gives
our result. Note that this derivation remains possible even when the speedups
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are not necessarily linear. The only necessary property is K; ;) < K ;,) and
Agijyy 2 Ay for j1 < Jo.

Finding a set of values for the z(; j)’s such that ) A jyz¢ ;) > A for some
A (and subject to the above constraint) is known as being NP-hard [10]. Since,
reversely, a knapsack problem can be turned into our limited space problem (by
setting as many circuits as objects, and p["** := 2), we are also addressing - in
some way - a NP-hard problem (in fact, to be so, the number of clocks should
grow in a non-polynomial fashion with respect to the size of the problem). Ho-
wever, until now, various methods have been proposed to solve efficiently this
problem. They include dynamic programming [14, pp. 420-422], genetic algo-
rithms [15], simulated annealing [7] and taboo search [6]. Note that dynamic
programming is a pseudo-polynomial time algorithm for finding the optimal
solution (i.e. the solution can be found in polynomial time if the number of
clocks is polynomial with the size of the problem).

2.2 Minimal weight

We consider now an alternative problem. We suppose our system is on-board or
mobile, and we aim at minimizing its weight. Indeed, several studies suggest
that the cost of a satellite is proportional to its weight (essentially because
the launch cost dominates) [9, 11]. We denote m; the mass required for a
single copy of the circuit F;, and Mp the battery mass (or the solar panels’
mass) assigned to the activity of the whole sequential version of circuit F. We
also assume that the power required is proportional to the battery mass (this
assumption seems to be quite pessimistic; the power requires probably more
mass while growing). Then our problem becomes:

i=1 =1 "

- - 2
=N =N ’tz
Minimize Zpimi + M - (Z —) subject to p; < p"**, 1<i<n

where M = Z]Vi—’it
=1 "2
This optimization criteria seems quite unnatural to solve, since it is far
from being linear. The restricted problem with m,; := 0 leads directly to the

above problem, with the same comments on NP-hardness. Nevertheless, the
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12 Jérome Galtier

function to minimize keeps good convexity properties, so that we can describe
our problem in semi-definite linear programming. This domain is a natural
extension of linear programming that allows the introduction of some more
complex inequalities (see [13, 2|).

We add to the series (p;)i<i<n a set of variables (y;)i<i<n, and t. We
construct the matrix X as follows:

X = . (V)
A\ v |
( 1 Zif,lz Yi )
0 i=1 N
| Ei:’n Yi 3

The optimization problem is then to minimize E:jl pim; + Mt under the
conditions (1) X > 0 (i.e. X semi-definite positive) and (2) (pi)1<i<n are
integers. The first condition can be fixed by the following result:

Result 2 There exist a polynomial-time algorithm that can find (p;)1<i<n that
. . 2
minimize Zzzl pim; + M - (Zz:" ﬁ) under the condition that each p; is real-

i=n =1 i

valued and greater than 1, for 1 <i < n.

PROOF. Obviously, the condition (1) X > 0 is equivalent to the set of
inequalities:

This implies

INRIA
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hence the reduction. Minimizing sz p;m; + Mt under the condition X > 0
is identified as a polynomial-time problem under reasonable constraints for the
floating-point precision [4, on the EVP problem]. O

We still have to insure that the (p;)i<i<,’s are integers. We can introduce
a set of 0-1 variables (cg')lg,-gn,jzo and define p; = ijo 2jcg, which does not
increase too much the amount of variables since the integers in question are
small.

However, there exists a simple randomized linear-time algorithm that can
address the problem without too many losses, as stated here.

Result 3 There exists a linear-time randomized algorithm that can assign in-
teger valued p;’s that verify

i=1 i=n 2 i=1 i=n 2

i=n =1 i=n =1
where the p;’s are the solutions of the real-valued program previously defined.

PROOF.  Once the values of the p;’s are obtained, we choose independently
each p; as a random variable according to the value of p;. We note that we
have in this case:

i1 =, \? Y m;Epi]
~ 4 i=n , 1
B |3 pimi+ M (z —) = | +M TP [3]

We set each p; according to the following law:

where o =

AP[pAi =|pi]] = « i) (i) +1) ™
Plpi=|p|+1] = 1-a pi Z
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14 Jérome Galtier

Then we can check that

~ a(l—a
Epl—p = alp]+ (1 —a)(lp) +1) = pi = PigSirs < 2
since |p;] > 1 and, for 0 < a < 1 we have a(1 — a) < 1,
1 1 o l-«o 1
[pz' Di lpi] el +1 i
Bl oo l1-o 1_1 a(l — ) 11
pi’ Pl o] (el + 12 pf pi (lpi| + ) = 8p;
for |pi] =1, we observe that 24=%) < 1 when 0 < o < 1.

(a+1)2 — 8

for |p;] > 2, we have a(1 — a) < 1, as already noticed.

This achieves the proof, since the deviation term by term is never greater than
5 O

In fact, an enhanced version of this proof allows to get the optimization
factor to less than 1.12175 instead of 9/8.

In the past, various other methods have been introduced to solve this class
of problems. They include branch&bound, genetic, taboo, and other heuristics.
For small enough problems, an exhaustive search may be sufficient. For larger
problems, the modeling itself may need further refinement, due to the limited
degree of parallelism in practice.

3 Fault tolerance

One of the main concerns in satellite design is the fault tolerance of the system.
It is strongly related to the life-time of a satellite. However, a common way
to solve nowadays reliability problems consists in doubling every light-weight
component on-board. Typically, the processors and other electronic devices
will be doubled. We argue that parallelism can be introduced while taking
care of this reliability concerns.

When one component in the satellite is doubled, there is a need for swit-
ching between the two components so that the non-faulty one is used. This
technique has already been extended to devices that can select, for instance p
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Figure 6: Fault-tolerant system using switching devices.

components out of p+ k possible, in order to tolerate k faults [3]. If the reliabi-
lity of one copy of the part i of the filter is p; (i.e. the probability it doesn’t fail
during the life-time of the satellite), then the reliability of the system becomes

J

Jj=pitk s _
Y = > < b ) (1 — )Pt
J=Pi

As a result, by increasing k, it is possible to improve the reliability up to
a given factor. As an example, if we consider an approximatively equivalent
amount of circuitry, we can compare the use of four independent copies of the
sequential circuit (Figure 4), to two independent copies of the original parallel
circuit (Figure 5), and to one copy of the fault-tolerant parallel version (Figure
6). Using an independent reliability of 95% for each component, and consi-
dering the switches of Figure 6 as fault-free, we obtain a global reliability of
99.7%, 81.4% and 99.6% respectively. Therefore, provided that good switches
can be built, it is possible to achieve reasonable fault-tolerance even when
using more circuitry.
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16 Jérome Galtier

4 Conclusion

The recent uprising of sophisticated mechanisms in mobile telecommunication
systems has revealed the need for power-saving oriented devices. For instance,
fax services on handy phones or on-board ATM switches for telecommunica-
tion satellites have been planed or implemented. We believe also that the
environmental concerns will promote devices that consume less energy.

Surprisingly, the gains in energy due to the parallelism grow as square of
the speedup, which opens a large field for future research. Directions of further
work include:

e the parallelization of algorithms for on-board systems,
e the analysis of the efficiency of these approaches,

e the development of heuristics for the dimensioning of the degree of pa-
rallelism, inspired from Section 3,

e the enhancement of the reliability of these systems.
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