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Optimisation dynamique d’un taux moyen de profit pour un
portefeuille en présence de couits de transaction - le cas d’une
fonction d’utilité logarithmique

Résumeé : On étudie la politique optimale d’investissement d’un agent possédant un actif non
risqué et n actifs risqués modélisés par des processus de diffusion log-normaux. On suppose que
les transactions entre comptes entrainent des cotits proportionnels au montant de la transaction.
L’objectif est de maximiser le taux moyen de profit pour une fonction d’utilité logarithmique. Ce
probléme se modélise comme un probléme de controle stochastique singulier avec critére ergodique.
Il g’interpréte comme la limite d’un probléme de contréle actualisé sur un horizon de gestion in-
fini, lorsque le taux d’actualisation tend vers 0. On établit les inéquations variationnelles pour le
probléme actualisé et le probléme ergodique, et on étudie I'existence et 'unicité des solutions de
viscosité de ces inéquations. On obtient le taux moyen maximal ainsi que la fonction potentielle
du probléme ergodique comme limite de la fonction valeur du probléme actualisé lorsque le taux
d’actualisation tend vers 0. L’inéquation variationnelle ergodique est résolue numériquement au
moyen de 'algorithme FMGH basé sur 'algorithme d’itérations sur les politiques et les méthodes
multigrilles. Un exemple numérique est présenté dans le cas de 2 actifs risqués.

Mots-clé : Controle stochastique singulier, Controle ergodique, Processus de diffusion réfléchis,
Solution de viscosité, Inéquation variationelle, Gestion de portefeuille, Cotits de transaction, Itéra-
tions sur les politiques, Méthodes multigrilles.
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Introduction

We consider a model of n risky and one riskfree assets in which the dynamics of the prices of the
risky assets are governed by logarithmic Brownian motions (LBM). Risky assets are usually called
Stocks while the riskfree asset is called Bond or Bank. Modelling the stock prices by LBM goes
back to Merton [30] and Black and Scholes [13]. Since the seminal paper by Merton [30], in which a
dynamic optimization consumption-investment model was introduced, there has been a lot of effort
expanded to develop and perfect the LBM models.

One of the avenues of research deals with the so-called transaction cost problem. Consider an
investor who has an initial wealth invested in Stocks and Bond and who has ability to transfer
funds between the assets. Suppose that these transfers involve proportional transaction costs.
Mathematicaly, this problem reduces to a singular stochastic control problem.

In one type of models, the proceeds from these operations are used to finance the consumption
and the objective is to maximize the cumulative expected utility of consumption over a planning
horizon. Magill and Constantinides [28] formulate the problem with one risky asset (n = 1) over
an infinite horizon and conjectured that the no-transaction region is a cone in the two-dimensional
space of position vectors. This fact is proved in a discrete-time setting by Constantinides [14] and in
continuous time by Davis and Norman [16], for HARA utility functions. An analysis of the optimal
strategy together with regularity results for the value function can be found in Fleming and Soner
[20, section VIIL.7] and Shreve and Soner [32] for n = 1 and for any n in Akian-Menaldi-Sulem
[4]. Existence and uniqueness of a solution for the corresponding variational inequality are proved
in [20, 4]. Fitzpatrick and Fleming [19] study the numerical approximation of the investment-
consumption problem by a Markov chain control problem with convergence arguments based on
viscosity solution techniques; whereas in [4], the variational inequality is approximated by using
finite difference schemes and the discrete equation is solved by a numerical algorithm based on
policies iterations and multigrid methods. A deterministic model is solved by Shreve, Soner and Xu
[33] with a general utility function which is not necessarily of HARA type and a stochastic model
driven by a finite state Markov chain rather than a Brownian motion is studied in Zariphopoulou
[40], who gives existence and uniqueness results by using viscosity solution techniques.

Another type of problem is to consider a model without consumption and to maximize a utility
function of the growth of wealth over a finite time horizon. In Akian-Sulem-Séquier-Aboulalaa [6]
and Akian-Sulem-Séquier [5], the associated variational inequality is solved numerically and nume-
rical results are presented dealing with domestic allocation issue. Similar dynamic programming
variational inequalities are studied in Zhu [42, 43].

Finally, a third class of problem consists in maximizing a long-run average growth of wealth. A
one-risky asset case is studied in Taksar-Klass-Assaf [37], with a logarithm utility function. The
optimal policy consists in keeping the ratio of funds within (a priori unknown) bounds with minimal
effort. In the present paper, we are further developing the model of [37], for any n, combining some
of the methods and numerical techniques of [4]. The problem we are facing here can be formulated as
an ergodic singular control problem (see section 1 and 2) and the associated dynamic programming
equation is an ergodic variational inequality (VI). The ergodic problem can be approximated by a
discounted control problem over an infinite horizon (section 3 and 4) whose value function satisfies
an elliptic variational inequality (section 5). The existence of a viscosity solution to the ergodic
variational inequality is proved by studying the asymptotics of the solution of the elliptic variational
inequality when the discount factor vanishes (section 6). The uniqueness of the constant involved
in this equation, namely the average growth rate, follows from the uniqueness of a viscosity solution

RR n- 3626



4 Marianne Akian , Agnés Sulem , Michael I. Taksar

to the discounted variational inequality. Concerning the uniqueness of the potential function, Ishii’s
techniques [22, 23] do not apply, and the variational techniques used for example in Bensoussan [12]
are only valid for non degenerate equations, which is not the case here. We shall thus only prove the
uniqueness of the potential function within an additive constant for the one risky asset case, and
give a formal argument in the general case (section 7). Section 8 is devoted to numerical results:
the variational inequality is solved by using a numerical algorithm based on policies iterations and
multigrid methods, and the optimal transaction policy is provided for a 2 risky assets portfolio.
Moreover, the explicit solution is computed in the case of one risky asset as in [37].

1 Formulation of the Problem

Let (€2, F, P) be a probability space with a given filtration (F;)s>o. We denote by Sy(t) the amount
of money (in $ for instance) the investor has in Bank and by S;(¢) the amount of money the
investor has in the i-th risky asset at time ¢. In the absence of transaction, the process So(¢)
grows deterministically at exponential rate r, while (S1(¢),...,S,(t)) is governed by a logarithmic
Brownian motion with drift & = (aq,...,a,) and symmetric positive definite diffusion matrix
a = (a;;), that is

dSO(t) = T’So(t)dt,

ds; (t) = o;5; (t)dt + 5; (t)dwi(t),
where (wq(t), ..., wy(t)) is a Brownian motion such that Fw;(t) = 0 and E{w;(t)w;(t)} = a;;t,4,j =
1...,n. The control is described in terms of the set of nondecreasing functionals £;(¢) and M;(t),
¢t = 1,...,n, representing cumulative purchase and sale of the i-th stock at time ¢{. The usual

requirement is that £(t) = (£1(t),...,L,(t)) and M(t) = (My(t),..., M,(t)) are Fs-adapted
cadlag processes, such that £(07) = M(07) = 0. The dynamics of the sytem under control is then
given by

dSo(t) = rSo(t)dt+ zn:[(l — i) dM;(t) — (14 X)dL;(t)], (1)
dSZ(t) = aiSi(t)dt —I—Zgi(t)d’wi(t) + dﬁl(t) — d./\/li(t), t=1,...,n, (2)

with initial condition
S;(07)==a;, i=0,1,...,n, (3)

and we refer by S(¢) = (So(t),...,S,(t)) the investor position at time ¢. Here, A; represents the
commission for the purshasing of $1 worth of the i-th stock, while y; is the commission for the sale
of $1 worth of the i-th stock. We suppose that 0 < p; < 1,A; > 0 and A; + p; > 0. Equation (1)
shows that all the proceeds from sales of stock go into Bank while all the purchases are financed by
withdrawing cash from Bank.

The wealth at time ¢ is defined as

where

plz) =z + Z(l — u)z; for x = (xg,...,2,) € R (4)
=1

INRIA
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The wealth is thus defined as the total amount of cash available if all the risky assets are sold. We
assume that there is no borrowing and no shortselling. Accordingly, we define the admissible region
as § = R:ﬂ“. A set of control functionals (£, M) is called admissible for ¢ = (zg,z1,...,2,) € S
(or an admissible policy) if (1-3) has a unique solution and S(¢) € S for all ¢ > 0. With each
admissible policy we associate the following performance functional which depends continuously on
the risk aversion coefficient v > 0:

liminf 77'(1— ) 'log E [W(T)'™"] wheny >0, v#1,

Jg;(ﬁ,M) — T—+oc0
lTilninf T~ Elog W (T)] when v = 1.
—+00

(5)
When W (t~) = 0, or equivalently S(¢~) = 0, the only admissible policy is to remain at zero. In this
case, W(T') = 0 for all T" > ¢ and for such a policy J.(£, M) = —oco. In particular, Jo(L£, M) = —c0
for the unique admissible policy (£, M) for 0. Our objective is to find the optimal growth rate

sup J (L, M) forz e S\ {0}, (6)
(£M)

where the supremum is taken over all admissible policies (£, M).

In the present paper, we study the case v = 1 only. The case v # 1 is a multiplicative ergodic
problem. The associated ergodic variational inequality contains an additional nonlinear quadratic
term (which does not appear in the ¥ = 1 case). When v < 1, this equation can be interpreted as an
ergodic variational inequality for a stochastic control problem with an additional control variable.
Whereas when + > 1, it can be seen as an ergodic Isaac equation associated to a max-min problem.
We refer to Whittle [39], where multiplicative control problems related to robust control are studied
and lead to the same type of interpretations (optimal control or max-min problems). The case v < 1
will be treated in a forthcoming paper.

2 An ergodic stochastic control formulation

Let us reformulate problem (6) into a classical ergodic stochastic control problem. Set

_ (= pi)Si(t)
Si(t) = W,

From (1-2), we have

n

AW (t) = W (1) ((r—l— > (o - ))dt + Zsz (t)duw;(t Z (N + )W () ~1dL; (¢ )) (7)

=1

3

Let £§ and M? denote the continuous parts of £; and M; respectively. Using Ito’s formula for
cadlag processes, we get

ElogW(T) = logW(07)+FE

T
/H dt—Z(/\i—l—,ui)/ W ()~ dLs(t)

+ 3 (logW(t) —logW(t7)) |, (8)
0<t<T

RR n- 3626



6 Marianne Akian , Agnés Sulem , Michael I. Taksar

where
n

H(y) = ’f“l—Z(Oéi — 7)Y — 2 Z a;yiy; fory= (y1,...,y,) € R™

=1 7,7=1
From (7), we see that the discontinuities in the wealth process happen only at the times of jumps
of the control processes associated with the purchase of stocks. More precisely, W(t) = W(t™) —

Do (N + i) (Li(t) = L£i(t7)) and
N Wit) - W(t)
logW(t) —logW(t™) = A WUﬂ+UWﬁO—Wﬁjﬂu

n 1 _
L; () — LC;(t
= >k [ A
— o (1-—u)W(=)+uW(l)
The variation of log W (t) at the times of discontinuities of W is thus the same as the one resulting
from a continuous purchase of the same amount of all stocks at a constant rate, provided that the
diffusion part of the process is frozen. In the sequel, we shall use the following notation. Let &(¢)

be a n-dimensional cadlag process with bounded variation and let X (¢) be a cadlag process. For
any continuous function f with values in R or in a space of linear operators over R”, we write:

/tf(X(S o dé(s /f Nde(s) + 3 / F((1 = )X (57) + uX () (€(5) — £(s7)) du,

t<s<t!

where £° denotes the continuous part of £&. This notation allows us to “simplify” the 1t6’s formula
for the cadlag process X (t) € R” satisfying :

k
AX (1) = g(t, X (1))dt + 0 (1, X (1)) dw(t) + Y as(1)dg' (1

where (fi)i:L...,k are cadlag processes with bounded variation with values in R”, a;(¢) are regular
functions and w is a normalized m-dimensional Brownian motion. Namely, for any function ¢ which
is C? in R™, Ito’s formula reads

dB(X () = DIX(D) (g(t X (1)dt+ o (t, X (D)W (D)
+ 30 ai(t) DX () 0 dE (1) + Str(ooT (t, X (1) D2G(X (1)))dt.

Equations (8) and (5) (with v = 1) can be rewritten

Elog W (T) = log p(z) + E / H(s )dt— (/\Z-—l—m)/OTW(t)_lodEi(t)

(9)

and

Jo (L, M) =liminf T™'E

T—+00

(10)

T
/H dt— (Aﬁm)/ W ()™ odL;(t)

The original problem is thus equivalent to an ergodic problem for a singular stochastic control model
in which the dynamic of the system is given by (1-3) and the performance functional is given by
(10).

Remark 2.1. From (10), it follows immediatly that .J, only depends on the trajectory of the n-
dimensional state s(¢) (£(¢) has to be adjusted proportionally to the initial wealth W(07) = p(z)).
The dimension of the state can then be reduced from n+ 1 to n (see section 4).

INRIA
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3 A Discounted Control Problem Approximation

Using the formulation of (6) as an ergodic control problem with criterion (10), we can write it as
the limit of a discounted control problem. Namely, let us consider the discounted version of (9)

n

+o0 +oo
/0 e—‘”H(s(t))dt—Z(/\i—l—m)/ W) odli()| . (1)

=1 0

JL,M) =log p(a) + E

Here € § is the initial position, £, M are admissible control functionals and § > 0 is the discount
rate. Since H is upper bounded ((a;;) is a positive definite matrix) and £; are nondecreasing
processes, the integrals in (11) and J3 (£, M) are well defined with values in RU {—o0}. Set

Vi(x) = sup JS(L, M). (12)
(£:M)

In section 6, we shall prove that §V%(z) tends to the optimal growth rate defined in (6) as § goes
to 0. Definition (11) implies J3(£, M) < log p(z) + x/8, where

K = max H(z). (13)
Hence,
Vi(z) <logp(z) + K/6 < +oo in S, (14)

and V®(0) = —co. On the other hand, one can easily see that for z € § \ {0} and some particular
(L, M), J5(L, M) > —oo (see the proof of the Proposition 4.1 below). Thus, the value function V¢
has real values in S\ {0}.

We now state a result which will be useful to prove properties of V?.

Lemma 3.1. Let (£, M) be an admussible policy for x € § and let W be the corresponding wealth
process. Then,

T
JHL,M)=liminf§ | e ElogW(t) dt. (15)
Proof. Firstly, Equation (15) holds for the unique admissible policy (£, M) for # = 0. Suppose
x # 0. Applying It6’s formula to e~ log W (t), we obtain

n

T T
E e—éTlogW(T)] = logp(z)+ E / e“gtH(s(t))dt—Z(/\i—}—ui)/ e StW ()L o dLy(1)
0 i=1 0
T
—5/ e~ log W (1) dt] .
0
Then,
T
Jg(c,M):anf [6—5TE10gW(T)+5/ e S Elog W (1) dt]. (16)
—+00 0

In view of (9) and (13), E'log W(T') < log p(z)+ 1. Then,
limsup e *T Elog W(T) < 0.

T—+4c0
If the above limit is null, Equation (15) holds. Otherwise, the right hand sides of (15) and (16) are
both equal to —co, and Equation (15) remains true. O

RR n- 3626



8 Marianne Akian , Agnés Sulem , Michael I. Taksar

Proposition 3.2. For all § > 0, the function V° is concave in S.

Proof. For all z € § and admissible policies (£, M) for z, denote by S; 2 a(t) the solution of (1-3)
and by W, £ m(t) = p(Sz.c.m(t)) the corresponding wealth process. Let z!, 2% € S be two initial
positions and (L1, M), (L2, M3) two sets of admissible controls for ! and z? respectively. Let
0 < 8 <1 and put

z? = 02! + (1 - 0)2?,

('CS,MS) = 0(£17M1) + (1 B 0)('627-/\/12)
From the linearity of Equations (1), (2) and (4), one gets

Sx3,ﬁ3,M3(t) = 05I17E17M1(t)—|—(1—0)5I27£27M2(t),
W$37£37M3(t) = 0W$17£17M1(t)—|—(1—0)W$27£27M2(t).

Since § is convex, the latter shows that (£3,.M?) is an admissible set of controls for the initial
position z3. In view of Lemma 3.1, the concavity of the logarithm and the superadditivity of the
lim inf operation, we obtain

Ve (%) > T (L3, MP) > 095, (LY, MY) 4 (1 — 8)J5, (L2, MP).
Taking the supremum over (£, M) and (£?, M?), we get the statement of the proposition. O
Proposition 3.3. The function V? is nondecreasing with respect to each of its arguments.

Proof. Let « = (zo,%1,...,2,) and ¥ = (Yo, y1,...,Yn) € S be such that z < y (that is z; <
yi, 1=0,...,n). Let (£, M) be a policy admissible for z. A standard application of It6’s formula
implies that Sz £ m(t) < Sycm(t) forall t > 0. Then, (£, M) is admissible for y and W, £ m(t) <
Wy c.m(t) forall t > 0. Lemma 3.1 leads to

T2L, M) < Ty (L, M) <V (y).
Taking the supremum over (£, M) yields the statement of the proposition. O
Proposition 3.4. [fz € S\ {0}, then for any p > 0
Ve(pz) =logp+ V().

Proof. Let (£, M) be any admissible control for the initial position z. The linearity of Equations
(1-2) shows that (pL, pM) is an admissible control for pz and W,z oz om(t) = pWa £, am(t) for all
t > 0. Therefore, Lemma 3.1 implies

Vo (pz) > I3, (pL, pM) = log p + J2 (L, M).

Taking the supremum over (£, M), we get V3 (pz) > log p + V?(z). Similarly, we can get V4 (z) >
log(p~!) 4+ V3(pz), whereas the statement of the proposition follows. O

INRIA
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4 Reduction in Dimension

LetA:{y:(y177yn) ERn7yi207i:17'-'7n7 Zylg 1}.FOI‘y€A, set
=1

) :/51_n . yl . yn . 1
V) =V e (17)

The function V? is equal, up to a change of coordinates, to the restriction of V% to the subset of S :
{z € §,p(z)=1}.

Proposition 4.1. The function V° is concave, nondecreasing with respect to each of its arquments,
and bounded Lipschitz continuous in A. Moreover, there exists a norm || -|| in R™ independent of §
such that

V) = VW) <|ly -yl Yy, €A

Proof. (1) V9 is concave. The concavity of V9 is a consequence of the convexity of A, the concavity
of V% and the affine property of

n
Y1 Yn
—ax=(1- T . 18
) z ( ;yzvl_ulv ’1_Hn) ( )
(11) V% is nondecreasing with respect to each of ils arguments y;, i = 1,...,n. Let 2 € S and
m = (my,...,my) be such that z; — m; > 0 for i = 1,...,n. An initial sale of stock m brings the

investor from the position z to the position
n
'rE/ = (.fo + Z(l - Hl)mlv L1 =My, ...y Ty — rnln)
=1

without changing the total wealth : p(z') = p(z). For any admissible policy (£’, M) for the initial
position &', the policy (£, M) defined for ¢t > 0 by

L) = L),
M) = M) +m,

is such that Sz 2 am(t) = Sy o7 v (t) for £ > 0. Then, (£, M) is admissible for z and
V() 2 T2 (L, M) = T3 (L, M),
Taking the supremum over (£, M), we get
Ve(z) > V). (19)

Applying (19) to the position z given by (18), we obtain

n

Vi) 2 V(=) (= (1 p)ma), ﬁ —mi f”u —ma) =Viy—q),  (20)
=1 n

RR n- 3626



10 Marianne Akian , Agnés Sulem , Michael I. Taksar

where ¢; = (1 — p;)m;. Since p; < 1 and m; is any positive real such that y; — ¢; > 0, the
nondecreasing property of V¢ follows.

(iii) V° is bounded in A. In view of (14) and (17), we see that V? is upper bounded by /8 in
A. Since V% is nondecreasing,

Vi(y) > V*(0) VyeA.
Thus, the function V? is lower bounded iff V3(0) = V?(1,0,...,0) > —oco. Consider the special
policy (£, M) consisting of no transaction. Starting from the initial position z = (1,0,...,0) and
applying this policy, the position at time ¢ is So(t) = e and S;(¢) = 0. This policy is thus admissible
for z and using (11), we obtain

> —00.

+oo
V3(0) > J5(L, M) = E/ e H(0)dt =
0

S| 3

Therefore, V% is bounded on A :

g <V <Z wyeA. (21)

K
é

(i) V3 is Lipschitz continuous. Since V° is concave and bounded (thus finite), V? is locally
Lipschitz continuous in the interior of A. The continuity at the boundary may also be proven by
using the concavity of V? and the properties of A, but we shall prove the Lipschitz continuity of V%

in A directly. Proceeding as in point (i7), we consider an initial purchase [ = (Iy,...,1,) of stock.
We get
V@) 2 Vo(wo =Y (14 Al w1+ 11,2+ 1) (22)
i=1

for all z in § and [; > 0 such that 29 — >_7_; (14 A;)l; > 0. Combining (20) and (22), we obtain

n

hn Yn

§ é . Y N , ,
V(y) 2 Vv (1_;(y2+(1+A2)12_(1_N2)m2)71_’u1‘I'll_mly---vl_,un—}_ln_mn)
- Yy1+01—q1 Yn + Pn — @n

> V‘Sl— i+ (14 v)p; — q;), ey 23
>V ;(y (U v)pi = 00), = R (23)
with
VZ_:/\Z'—HM’ (24)
L=
pi = (1 — pi)li, i = (1 — p;)m;, such that !
P20, yi+pi—q>0, > (yi+(1+vi)pi—aq) <1, (25)
=1

'Inequality (23) is first proved when p;q; = 0, that is if we do not purchase and sale the same stock. Then, from
the nondecreasing property of V?, it also holds for all p;, g; satisfying (25).

INRIA
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Taking into account (23) and Proposition 3.4, we get

Vo(y) > V2 (y') +log p,
with
p = 1l—v-p>0,
;YD — g .
y, = ———, i=1,...,n,
p
where v - p denotes the scalar product of v = (vq,...,v,) and p = (p1,...,p,) in R™. Thus,

Vi(y') = VP (y) < —log(1—v-p).

In order to finish the proof of the proposition, it is sufficient to prove that for all y,y’ € A, there
exist p, ¢ > 0 satisfying (26) and such that v - p tends to 0 when y' — y goes to 0. Equation (26) is
equivalent to

(26)

=9V =ly=y)"=a=(p+v-py),
with z¥ = (25,...,2%) for 2 € R” and 2zt = max(2,0),2~ = max(—2z,0) for z € R. Hence,

(26) holds for p = (y — ')~ and ¢ = (y —y)* +v-(y—y)~ y. Forall y,y’ € A such that
Yoy vilys — yi| < 1, we have

Ve (y') = Vi(y) < —log (1 - zn:z/z(yZ - yi)‘) < —log (1 - Zn:mm — y2’|> .

=1

By symmetry, we get
Vi) VW< Sly—y) Yoy €A,

with f(z) = —log((1-3_"_, v|z])T). This property implies the continuity of V¢ up to the boundary.
Consider the following norm of R” independent of § : ||z|| = 21 vi|z|. We have f(z) < ||z]|
when ||z]| < 1. Moreover

Vi(y) = V() <20y — ¥,

for |ly — /|| > 1if C is a bound of V°. Hence, V? is Lipschitz continuous in A. However, a
bound of V¥ depends on §. Since A is compact, it can be covered by a finite number N of open
balls of diameter 1 for || - [|. Then, [V?(y) — V?(y)] < 1 for all y and y' in the same ball and
IV3(y) = V3(y')| < N for all y,y" € A. Therefore, V? is Lipschitz continuous with constant N for
the norm || - ||. Moreover, since || - || and A are independant of §, so is N. Then, the norm N|| - ||
satisfies the statement of the proposition. O

Consider the change of variables:

p=p) =m0+ 3 (1 - i)z
y=Y(x)= (Yi(z),...,Y(2)) with Yi(z) = (1—;:)9“‘

Using Proposition 3.4 and Definition (17), we get
Vo(z) =logp+ V(). (28)
Corollary 4.2. The function V° is finite and continuous in S\ {0} and tends to —oo at 0.

Proof. This follows from the fact that the function V? is bounded and continuous and log p(z) tends
to —oo when z goes to 0. O
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12 Marianne Akian , Agnés Sulem , Michael I. Taksar

5 The variational inequalities for the discounted problem

5.1 The n-dimensional controlled process

The change of variables (27) transforms the state variable S(¢) with initial condition S(07) = z
into the process (W (t), s(t)) with initial condition W(0~) = p and s(07) = y. From (11,12,28),
we see that V® only depends on the process s(t). Consequently, we should be able to obtain
the variational inequality satisfied by V? by using the dynamic equation of the process s(t). For

y= (yh-'-vyn) GRn7 set

oii(y) = wvildi; —vj), (29)
Bily) = wi Z (— Zamyz + ap — 7‘) (Oki — Yk)s (30)
=1 \ =1

where d;; is the Kronecker index, that is equal to 1 when ¢ = k and to 0 otherwise. Formally, s(¢)
satisfies

dsi(t) = ))dt + Z oi; (s(t))dw;(t) + dP;(t) — dQ;(t)
—I—Si(t)zyjdpj(t), i=1,...,n, (31)
s(07) = v,
where P(t) = (Pi(t),...,Pn(t)) and Q(t) = (Qi(t),...,Qn(t)) are cadlag processes such that
P(07)=Q(07)=0an d

{ dlpz(t) = (1 — ui)W(t)_l o dﬁi(t),
10:(0) = (1 - p)W ()" o dMy(0),

and v; is defined by (24). Equations (11,12,28) imply that the function V? satisfies

Vi(y) = sup T2 (P, Q),
(P.Q)

with
TP, Q) =

_|_
E / e H (s()dt — > v / e~Stdp;i(t
i Z

where the supremum is taken over all cadlag processes (P, Q) such that s(¢) remains in A for all
t > 0. Similarly, using (10), the ergodic problem (6) is reduced to

sup Jy(P, Q)
(P.Q)

with

Jy(P,Q) =liminf T™'F
T—co

T n
/0 H(s(t))dt — ZVZ'PZ(T)
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Optimal investment for an ergodic portfolio problem with transcation costs 13

However, in (31), the product s;(¢)dP;(t) is ill-posed when P; is discontinuous. In order to define
in a rigourous way the product s;(¢)dP;(t), one needs to reintroduce the process W (t) which is
precisely the quantity that we want to get rid of. For this reason, we first state the variational
inequality satisfied by V¢ (Theorem 5.4). We then obtain the VI satisfied by V? by performing the
change of variables and reducing the dimension of the problem directly on the associated variational
inequality (see Corollary 5.6).

5.2 Viscosity solutions

Let us first recall the definition of viscosity solutions. Consider a nonlinear elliptic second-order
partial differential equation of the form

F(D*v(z), Dv(z),v(z),z) =0 in D, (32)

where F is a given function in SV x RNV x R x D (not necessarily continuous), SV is the space of
symmetric N x N matrices, D is a subset of RY, and F satisfies the ellipticity condition :

F(A,p,v,z)> F(B,p,v,z) fA>B, ABeSN, peRN veR,zeD. (33)
A special case of (32) is given by
1 N N
F(vav v, w) = ma(x){§ Z aij(xv U)XU + Zai('rv u)pi - 5(w7 u)v—|- C(.f, u)}v
uwel(z = -
2,7=1 =1

where (33) is satisfied when the matrix (a;;(z,u)) is symmetric non negative for any « € D and
u € U(z). Bellman equations are clearly equations of this type, whereas variational inequalities can
also be formulated in this form by using a discrete control which selects the equation which satisfies
the maximum.

Let C be any subset of RN, The upper semi-continuous and the lower semi-continuous envelopes
of a function z : C' — R are respectively defined as

2*(z) = limsupz(y),
vec

z(z) = liminf z(y).
veo

Let USC(C) (resp. LSC(C)) denote the set of upper (resp. lower) semicontinuous functions
v:C — R, that is the functions v such that v = v* (resp. v = v.). Following [22, 11, 8], we define
the notion of viscosity solutions as follows.

Definition 5.1. Let D be a locally compact subset of RY. A function v € USC(D) is a viscosity
subsolution of (32) if for all C*>-function ¢ in a neighborhood of D, if z € D is a local maximum
point of v — ¢, one has

F*(D*¢(z), Dé(z),v(z),z) > 0.

A function v € LSC(D) is a viscosity supersolution of (32) if for all C*-function ¢ in a neighbo-
rhood of D, if z € D is a local minimum point of v — ¢, one has

F.(D*¢(z), Dg(z),v(z),z) < 0. (34)

A continuous function v on D is a viscosity solution of (32) if it is both a sub- and a supersolution

of (32).

RR n-° 3626



14 Marianne Akian , Agnés Sulem , Michael I. Taksar

An equivalent definition of viscosity solutions which is useful for proving uniqueness results is
the following (see [15, Section 2]):

Definition 5.2. A function v € USC(D) is a viscosity subsolution of (32) if
F*(X,p,v(z),z) >0 V(p,X)e 7%’+v(:v),V$ eD.
A function v € LSC(D) is a viscosity supersolution of (32) if
Fo(X,p,v(z),2) <0 Y(p,X) € Tp v(z),Ya € D.
Here, the second order “superjets” and their “closures” on a subset D of R™ are defined by:

Jpto(e) = {(p, X) e RN x S,

limsup Jo(y) - v(z) —p- (y — =) - %X(y — ) (y—a)|ly—o|7* <0},

Tptv(@) = {(p, X) e RN x SV, I(2p, pn, Xn) € D x RY x SV,
(pn, X0) € J5V0(2y,) and (2, v(2,), pn, Xn) = (2, v(z), p, X) when n — oo}

and J%’_'U = —J%’-l_(—v)7 j%’_v = —j%+(—/v).

Remark 5.3. In [11, 8], the set D is supposed to be either an open set or the closure of an open set.
Since the notion of viscosity solution is a “local” property, conditions on D need only to be local.
Here, we assume that D is locally compact so that uniqueness and stability properties of viscosity
solutions can be proved for “good” functions F' (see [15]). The set S\{0} is locally compact. Indeed
a function is a viscosity (sub-, super-) solution of (32) in S\{0} if and only if it is a viscosity (sub-,
super-) solution of (32) in any subset of S\{0} of the form {2 € S,¢ < p(z)}, with ¢ > 0.

5.3 The variational inequalities for V% and V?

Theorem 5.4. Set Vé(m) = V¥=) — log p(z) = V3(Y(z)) for = € S\{0}. The function Vs
the unique bounded continuous function in S\{0} which is a viscosily solution of the variational
mequality

F(D?*V(z),DV(z),6V(z),z) =0 in S\{0}, (35)
where
F(D*V,DV,v,z) = maX{AV— ’U—}-H( "(2)), FO(DV m)}, (36)
‘ oV
Ya—
Al ]221 a;;T; x]a Ow] + ;aml » —1—7‘3000360
- ov AV N+
Fo(DV,z) = su 1— 14+ X)L + G —my)— —;
(DY) = s S (1m0 G+ =m0
- Ai +
= sup l; (LZ-V — ) —I—miMiV] , 37
(l,m);[ p(z) (37)
ov. oV
vV =
L;} (1+)‘)00+8x/
av oV
vV = _ = _ 27
MZ‘ (1 ul)axo 8.@2"
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Optimal investment for an ergodic portfolio problem with transcation costs 15

and the supremum in (37) is taken over alll = (Iy,...,l,) and m = (my, ..., my) such that l;, m; >

0, (li+m)=1L-—m; >0ifz; =0 and Y (1 —pi)m; — (L+ X)) >0 if 2o = 0.
The proof of Theorem 5.4 is postponed at the end of the section.

Remark 5.5. Equation (35) is satisfied up to the boundary of S\{0} since the process S(t) is allowed
to go everywhere in S\{0}, and the optimal performance V? depends on the entire trajectory of S.
At any time, all the controls are allowed, except those which bring the investor’s position outside
S\{0}. This restriction on the controls is expressed in the optimization variables (I, m) defining
Fy. The quantities [; and m; represent the proportions of buy and sale of stock ¢ with respect to

the total amount of transactions (at each time ¢ for the position S(¢7)). The functional F satisfies
F.=F,

Ai +
F*(D*V,DV,v,z) = max {AV — v+ H(Y(z)), max (LiV _ At H ) , max Mﬂ/} ’
1<i<n p(.’E) 1<i<n

and F' = F, = F* in the interior of § (since all the controls are allowed). Since F, > F = F, with

- Ai
F(D?V, DV, v,2) = max{ AV — v+ H(Y(z)), max (LZ-V - ﬂ) . max M;V §
15)1#3077, p(x) 1515(;7,

and F* = F*, a viscosity solution of (35) is necessarily a viscosity solution of
F(D*V(z), DV(z),6V(z),z) =0 in S\{0}. (38)

In addition, a viscosity solution of (38) is necessarily a solution of F*(D?V (z), DV (z),8V(z),z) > 0
in $\{0}, and a solution of F*(D*V (z), DV (z),dV(z),z) < 0 in the interior int (S) of S. These two
conditions define the notion of “constrained” viscosity solution of F*(D?V (z), DV (z),dV(z),z) =0
in S\{0}, as introduced in [34, 35| (see also [15, 38]). Conversely, a constrained viscosity solution
of the previous equation is necessarily a viscosity solution of (35). Indeed, consider a solution

of F*(D*V (z),DV(z),6V(z),z) < 0 in int (S). Adding €3,.;L to V, with I C {0,...,n},

el z;
and passing to the limit when ¢ goes to 0, one obtains (34) for any =z € 9§ with I = {i €
{0,...,n},z; = 0}. Hence, the three formulations are equivalent. We choose formulation (35) for
its control interpretation.
Corollary 5.6. The function V° is the unique viscosity solution of the variational inequality
F(D*V(y), DV (y),6V(y),y) =0 in A, (39)
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16 Marianne Akian , Agnés Sulem , Michael I. Taksar

where
F(D*,DV,v,y) = max(BV —v+ H(y), Fo(DV,y)), (40)
by) = o(y)ao(y)’,
1 — ?V =
BV = 5';11) By ;ﬂ (41)
Fo(DV,y) = supz pi(PV = vi) + 4:QiV), (42)
(p7q)1 1
L9V 9V
PV = vi) yis—+5—, 43
;yjayj y; (43)
1%
R VA

o and 3 are defined in (29,30), and the supremum in (42) is taken over all p = (p1,...,pn),q¢ =

(¢1,--.,9n) such that p;,¢; > 0, 320, (pi+¢;) =1, pi—q; > 0ify; = 0and 327, (¢; — (1+v3)ps) > 0

ify "y =1

Proof. Since ¢ : =z € S\{0} — (p ( ), Y(z)) € (0,400) x A is a C* diffeomorphism, Theo-
1

rem 5.4 implies that the function V o ¢~+ is the unique bounded continuous viscosity solution

of F(D*(V 0 ¢)(¢(p,y)): D(Vo )¢ (p,9)),6V(p,y), 6~ (p,y)) = 0 in (0, +00) x A. By virtue
of Proposition 3.4

Voo™ (p,y) =V 07 (1,y) = V2 (y) Y(p,y) € (0,400) x A,

thus V% is the unique bounded continuous viscosity solution of (39). Since A is compact, any
continuous function on A is bounded, so the boundness condition on V® may be removed. O

Proof of Theorem 5.4. The fact that ‘_/5 is a viscosity solution of (35) follows from the weak dynamic

programming principle, which can be proved by using the uniform continuity of V" :

n

? 5t & 5t -1 —§077% -
/e H(s(t))dt—Z(/\i—}—,ui)/o W (1) 0 dLi(1) + eV (S (67))

0 =1

Vé(x) = sup F
(£M)

(45)

for any stopping time 6. The proof is standard and we omit it here. We refer to [26, 27] where
the proof is given in the case of regular stochastic control problems, and to [20, Chapter VIII] and
[41, 38] where the proof is given for the same type of singular stochastic control problem for n = 1.

The uniqueness results from the following comparison result which proof is obtained by adapting
the Ishii technique (see for instance [23, 15]) as in [42, Appendix A], [40] and [4], and by using some
ideas of [10, 8. O

Theorem 5.7. IfV is an upper bounded viscosity subsolution and V' is a lower bounded viscosily
supersolution of (35), then V. < V' in int (S).
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Optimal investment for an ergodic portfolio problem with transcation costs 17

Moreover if

Vi(z) = lim inf V'(y) Yz € 05\{0}, (46)

y€int(S)
then V.< V' in S\{0}.

Proof. First, we redefine V' in 0S\{0} by (46). A priori V' is only a supersolution of (35) in int (S),
but using Remark 5.5, it is indeed also a supersolution in S\{0}. The result of the theorem reduces
to V< V' in §\{0} for this new function V".

Second, we construct a perturbation of V', which is a strict supersolution of (35) and tends
to +oo when z goes to infinity or 0. Consider the function f(z) = ﬁ%ﬁ — log p(z) for k > 0
and ¢ = (cg,...,¢,) With ¢g = 1,¢, = 1 4+ %, ¢t = 1,...,n. By assumption (see section 1),
¢ >1—pu;>0,1=1,...,n,then 0 < p(z) < c-z forall z € §\ {0}. The function f is C* in
S\{0} and satisfies:
(i + pi)

= Mif = —(c-a)F R <o,

Ai + i

Ll =)

n

, k-1 -
Af+ H(Y(z)) = (c-2)F = Z ai;yiy; + Z (o; —r)yi+71],
2,7=1 2,7=1
with y; = Cixi, i=1,...,n. If k < i then Af + H(Y(z)) < K(c-2)* for some constant K

c-z
independent of k. Moreover,

f(a) = (c .kx)k (1 ~ k(l;)gg)(f)) . (c .kx)k (1 ~ kl(ocg'(;).kx)> 5 % (1 B %> > 0.

Hence, Af + H(Y (z)) < kK'f for some other constant K’ and

Af = 6f + H(Y (2)) < (kK' - 8)f < 0

for k small enough. For such k, f is a strict supersolution of (35) in any open subset G of S\{0}
(open with respect to S\{0}) with compact closure, that is f is a supersolution of

F(D*V(z), DV(z),8V(z),z2)=-n<0 inG.

Since F. is convex with respect to (D?V, DV, v), for any supersolution v of (35), and ¢ € (0, 1],
(1 —e)v+ef is astrict supersolution of (35) in G.

Let us finally prove the theorem by contradiction. We suppose that the supremum of V" — V'
in S\{0} is positive. We choose ¢ > 0 such that the supremum of w = V — V" is positive, where
V" = (1 -¢)V'+ef. Since w is upper semicontinuous and tends to —oo when z goes to 0 or
to infinity, the set Argmaxw(z) is nonempty and compact in S\{0}. It is included in some open
subset G of S\{0}, with compact closure. Hence, in order to get a contradiction, it is sufficient to
prove V. < V" in G. We are then reduced to prove a comparison result for a strict supersolution
V" and a subsolution V of (35) in an open subset G of S\{0} with compact closure G, assuming
that the supremum of V' — V" is attained in G only. This is proved by using Ishii’s technique
adapted as in [10] or [8, Theorem 4.6] for the boundary conditions. Note that F' is continuous in
the interior of §. Then, one can prove that, when it is positive, the maximum of w is attained at
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18 Marianne Akian , Agnés Sulem , Michael I. Taksar

the boundary of S, using the standard Ishii technique, that is considering the maximum points of
wi(z,y) = V() = V"(y) — £|o — y[2. We omit this proof here since it is included indeed in the proof
below concerning boundary points. Suppose that & € Argmaxw(z)NdS and denote m = w(Z) and
I={i€{0,...,n},& = 0}. From (46), there exists a sequence (z*) in int (§) Nint (&) converging
to &, such that V" (2*) tends to V" (#) when k goes to infinity. Let g, = [2* — #|, where | - | denotes
the euclidian norm, and set

wi(z,y) = V(z) - V'(y) — ez, y)

le —yl* 1 Yi — T ! 4
= — — -1 — — .
o(z,y) e, +3 ) = + 4I$ Z|

iel 4

with

The function wy, is upper semicontinuous in S\ {0} x &\ {0} and G is compact. Thus, there exists
(z*,y*) € G x G such that wy(z*, y*) = my = SUP(, ) eGxT wg(z,y). Moreover, there exists a
subsequence of (z*,y*), also denoted (z*,y*), converging to (z,y) € G x G. Since

my > wi(i, 2F) = V(&) - V(25) - %’“k—> V(z) - V"(&) = m,
— 00
and V and —V" are upperbounded, we deduce the boundedness of M, hence z = y. Moreover,

€k

0 < limsup (2, y*) = lim sup(V (z*) = V" (%) = myp) < V(z) = V"(z) —=m <0,

k—oo k—o0

. |1‘k—yk|2

k k
S —z
thus, z = z, Lo

= — 0 and = + — 1 for all ¢ € I, when k goes to infinity. In particular,
y* > 2 > 0fori € I and k large enough. Since when j ¢ I, y;“ tends to Z; # 0 as k goes to infinity,
we deduce that y* € int (S) for k large enough. Moreover, since # € G and G is open with respect
to S, z*,y* € G for k large enough.

Applying [15, Theorem 3.2|, we obtain that, for any sequence (g}) of positive numbers, there
exist X¥, Y% € §71 such that (p*, X*) € 5TV (%), (¢",Y*) € T3~ V" (y*) and
Xk 0 2 0k RN 4 A (P2 k kY2
0 _Y’k < D QD(.’E Y )+€k(D «,O(ZC Y )) ) (47)

with

k k k k
L=y Lier ,y; — %
qk = —Dyﬁp(xk’yk) = - ( i ( k - 1)3) )

Ek Zi Zi

k k k k k S
Pr = Dap(ah yh) = ¢+ ((aF - 7).
and where 14 denotes the indicator function. After computation, we obtain

, _ Dy(z,y)+ Ex(z) —Dg(z,y)
Dp(z,y) = ( ’ _Dk(aj,yf Dklzl‘,y) )

where Dy (z,y) and Fi(z) are the (n + 1) X (n + 1) diagonal matrices with diagonal entries

(Di(z,y))u = % + 3(1;76)12 (yZ Z—kl‘z - 1) , (Er(2))i = 3(x; — &4)2.

K3
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Then, (D%*p(z*,y*))? is bounded in norm by C'(min;ez zF)™* (since g4 > 2¥) and choosing &}, small
enough, we obtain that &} (D%p(z*,y*))? tends to 0 when k goes to infinity. Here and below C
denotes a positive constant.

Using Definition 5.2 of viscosity solutions and the fact that y* € int (S), we get:

F*(‘Xk7pk75v( k y L ) > 07
F*(Y*, g5, 8V"(y%),y%) < —ne <.

Since Fj}(p, ) is Lipschitz continuous with respect to p € R"*! and z € G, we get

Fy(p*, %) < Fg(d*yF) + C(le* — 2+ |2 — o))
< —ne+C(lz* — 2] + 2% — v*|) = —ne  when k — .

Therefore, for k large enough, the maximum in the definition of F*(X*, p* §V(2*), z¥) is attained
in the diffusion part and

n

1 k kyk )3
0<ne < Ezaij(xiij —yzy] i —|—Za$

+z% F B - 8V (ah) - VI(yh) + H(2) — H(yY),

where ap = r. Since V(z¥) — V"(y*) > my, > 0 for k large enough, z*,y* — %, % — 0, and

k_ gk
% — 1, all the terms of the right hand side of the above inequality, except perhaps the first
oné, have a limit lower than 0 when k goes to infinity. For the first one, using a square root of the
matrix a and applying (47), we obtain:

n

> alefef X —yiyfYh) < CZDk 2 y))ilet — yh)2 + o(1)

iim1
2% — yF|? af —yf o, yF b

— oY1 43 s Yy 4 T8 1

( ot ?el( 7 )%( 7 )2 | +o(1)

which tends to 0 when k goes to infinity. This leads to a contradiction and finishes the proof of the
comparison result. ]

6 The Variational Inequality for the Ergodic Control Problem

In this section we derive the equation for the limiting ergodic problem and show that the so-called
"potential function” for the ergodic problem can be obtained from the functions V® when § — 0.

Proposition 6.1. Let Wi(y) = V3(y) — V5(0). For any sequence 6, tending to 0, there exisls a
subsequence also denoted &, a constant © and a continuous function V on A such that

li_>m 5,V (y) = uniformly in A, (48)
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lim W (y) = V(y) uniformly in A. (49)

n—00

The function V 1s concave. It 1s a viscosity solution of the Variational Inequalily
f(DQV(y)7DV(y)7777y): 0 inA, (50)
where F is defined in (40).

Proof. In view of (21), the function §V% is bounded in A. Therefore, for any sequence &, converging
to 0, there exists a subsequence also denoted §,, and a constant 7 such that §, V% (0) — 7. By virtue
of Proposition 4.1, §|V?(y) — V2(0)] < §||y||, for all y € A. Since A is compact, the above inequality
implies that 6, V% (y) converges to 7 uniformly in A and (48) follows.

Using Proposition 4.1, we conclude to the equicontinuity of the family of functions W?. There-
fore, by Ascoli’s Theorem and using )/V5(()) = 0, there exists a subsequence of é,, also denoted 4,
and a continuous function V in A such that (49) holds. Substituting W% 4+ V¥(0) to V% in (39), we
can see that W? satisfies (in the viscosity sense) the following equation

F(D*W(y), DW(y),6V°(y),y) =0 in A.
By virtue of (48), 6,V%*(y) tends to 7 uniformly in y € A as n goes to infinity. Thus,

lim inf Fu(A 9, 5.V (), ') > Fu(A, p,7, )

Al Ap'—pn—+oo,y’ —y

and

lim sup FX ALY, 8.V (y),y) < F*(A,p,7,y).

A= A p'—spn—+too,y =y

Since W converges to V uniformly in A, we can conclude that V is a viscosity solution of (50)
with 7 as in (48) (see [27] for continuous F and [9, 8| for discontinuous F).
The concavity of V® implies the concavity of W? and V. O

The following theorem relates the value 7 in (48) to the optimal growth rate.

Theorem 6.2. For any viscosity solution V of (50), we have

7= sup J.(L,M) V& e S\{0}.
(£:M)

Corollary 6.3. The function §V° converges uniformly in A towards the optimal growth rate defined
in (6) which is constant.

Proof. By virtue of Proposition 6.1, the function V given by (49) is a viscosity solution of Equation
(50) with = given by (48). Thus, Theorem 6.2 implies that any limit 7 of a converging sequence
5, V%7 (y) with 8, — 0 is equal to the optimal growth rate defined in (6). Hence, this optimal rate
is a constant 7 and 5V5(y) — 7 when § — 0. Moreover, by the same arguments as in the proof of
Proposition 6.1, this convergence is uniform in y € A. O

In order to prove Theorem 6.2, we need the following auxiliary result.
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Proposition 6.4. Let V be a viscosity solution of (50). For all 0 <t < T, we have

sup E(logW(T)+V(s(T)) —nT) = E(logW(t™) + V(s(t7)) — i), (51)
(£,M)

where the supremum s taken over all admissible policies (L, M) for the initial position S(t7) at
time t.

Proof. Let T be fixed and let V = VoY with Y defined in (27). For a process S satisfying (1-2)
and S(¢7) = z, we consider the following performance functional:

JL (L M) = ElogW(T) - logW(t~ )—|—V(S( ) = (T —t)]

T
= F /t (H(s(u)) —n) du— /\‘|‘lh / Wi(u)"todLl;(u) +V(S(T))],

with optimum over all admissible policies (£, M):

Vr(t,z) = sup JL (£, M).
(M)

Equation (51) is equivalent to the equality Vr(t,z) = V(z) for all t. Since V is bounded (V
is continuous and A is compact), Vr is a bounded viscosity solution of the following parabolic
variational inequality

, aVr .
{ F(D*Vi(t,2), DVi(t,@),m = =L (t,2),2) =0 in (0,7) x (S\{0}), (52)

Vr(T,z) =V (z),
with F defined in (36). Since V is a viscosity solution of (50), then V is a viscosity solution of
F(D*V (z),DV(z),m,2)=0 in S\{0}. (53)

Hence (t,z) = V(z) is also a viscosity solution of (52). Therefore, once the uniqueness of a solution
to (52) is established, the statement of the proposition follows. But the uniqueness of a viscosity
solution of (52) is proven by adapting the Ishii technique as in the proof of Theorem 5.7. O

Proof of Theorem 6.2. Let V be a viscosity solution of (50). Let € S\{0}, (£, M) be an admissible
policy for z, and S(t) be the solution of (1-2). Proposition 6.4 implies

EllogW(T) + V(s(T)) — nT] <logp(z)+ V(Y (z)).

Since V is bounded (A is compact) and Y (¢) € A, we get:

Elog W(T) ., logp(@) + V(Y(2)) + V]l
T T
where [|V||s denotes the L> norm of V. When 1" goes to infinity, we obtain

FlogW (T
lim sup L() <m
T—+oc0 T
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for all z € S\{0} and (£, M) admissible. Hence

sup liminf w <.
(E,M) T—400 T

In order to prove the reverse inequality, we fix T > 0, > 0 and = € S\{0}. From Proposition 6.4,
there exists an admissible policy (£, M) for the initial position (1,0, ...,0) such that

Ellog W (1o) + V(s(Ty)) — n1p] > V(0) — e.

Due to the linearity of (1-2), the following inequality holds for the process S with policy (pL, pM)
and initial position (p,0,...,0):

Ellog W (To) + V(s(T)) — nTo] > log p + V(0) — &. (54)

Let (£*, M*) be defined as follows:
{ Lyt =pl2) L),
M) =2+ p(2) Mi(1),

for 0 <t < Tp, and

{ Li(t) = Li(KIy) + W (KT ) Li(t = k15 ) (k1)
Mi(t) = ME(RTY) + SikTg ) + W (KT ) Ma(t = KT57) (Brrow),

for kTo <t < (k+ 1)1y, k= 1,2,.... Here 6, is an operator on 2 such that the Brownian motion
satisfies w(s)(fw) = w(s +t)(w) — w(t)(w). The control (L*, M*) consists of an instantaneous sale
of stocks at each time proportional to 7, followed by an e-optimal policy on [kTy, (k+ 1)1p). By
construction, the distributions of s(t 4+ kTp) and WELRTD) for ¢ € [0,Ty) do not depend on k. Using

W (kTy)
(54) and the boundness of V, we get:

k—1

Ellog W (KTy) —log p(e)] = 3 Bllog W (1 + 1)T5) — log W (IT; )]
=0
k—1

> " E[rTo+ V(0) - V(s((I+ 1)T0) - <]
(=0

> wkTo— k(e 4 2||V]|x)-
Dividing by kT and taking the limit when & goes to infinity, we obtain:

Fl T 2 o
liminf —8r % J wWi(T") > — £t 2Vl 4 .
T—+o0,T=kTo T To

If KTy < T < (k4 1)To, using the previous computations and the fact that, when T > T',
E(logW(T) —logW (1)) < k(T —T") due to (8) and (13), we obtain

E(log W(T) ~ log p(x)) > E(log W((k + 1)Ty") — log p(x)) — E(log W ((k + 1)T5) — log W(T))

> 7T(l€ + 1)T0 — (k‘ + 1)(€+ QHVHOO) — HTO
>l — (k+1)(e+ 2||V||x) — £T0.
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Dividing by T, we get:

ElogW(1)  _ logpla) ~ wTy _ (k+1) (= +2[V])
T - T k To '

When T goes to infinity with Ty and e fixed, we get k — 400 and

liminfw > — M
T4+ T TO

Hence A -
sup liminfogi() > — w
(£,M) T=rtoo T To

Since the above inequality holds for all Ty > 0 and £ > 0, we deduce the statement of the theorem.
O

Theorem 6.2 implies the uniqueness of the constant 7 such that a viscosity solution V of (50) exists.
Indeed, in the following lemma, we prove directly the uniqueness of the constant 7 in (53) by using
the Ishii technique. This implies the same uniqueness result for Equation (50), from the fact that
VoY is a (sub-, super-) solution of (53) if and only if V is a (sub-, super-) solution of (50). Hence,
Theorem 6.2 may have been proven with the result of Proposition 6.4 for one V only. But this result
can be obtained directly for any limit V of W% = V% — V‘s(O) by passing to the limit in the weak
dynamic programming principle (45).

Lemma 6.5. Let m, 7' € R. If V is a bounded viscosity subsolution of F(D*V (z), DV (z),7,z) =0
in S\{0} and V' is a bounded viscosity supersolution of F(D*V'(z), DV'(z), 7' ) = 0 in S\{0},
then m < «'.

Proof. We argue by contradiction. Suppose that 7 > /. Then, there exist § > 0,¢,¢/ € R
such that 7 > §(V 4+ ¢) > 6(V' +¢) > 7' in S\{0}. Indeed, one can take 4,c, ¢ such that
c=%-—supV,d = %I —inf V' and 6(V! =V —inf V! 4+ supV) < ® — w’. Therefore, V + ¢
is a viscosity subsolution and V' + ¢’ is a viscosity supersolution of (35). Theorem 5.7 implies
V4+e<V' 4+ inint(S) and we get a contradiction. O

Let V be a solution of (53). Define the following subsets of S\{0}:

B, — meswm,uvwwzﬁafh (55)
S = {yes\{0}, MV(y) =0}, (56)
NT; = (S\{0})\ (int (B;) Uint (S;)), (57)
NT = [NT, (58)

where interiors are relative to S\{0}. Suppose that the boundaries of these sets are such that there
exists a reflected diffusion S*(¢) in NT solution of (1-2) where M; and £; are the local times at the
boundaries with B; and S; respectively. Then an optimal stationnary investment policy for problem
(6) is obtained as follows. The set NT is the no transaction region. Outside NT, an instantaneous
transaction brings the position S(0) to the boundary of NT : buy stock ¢ in B;, sell stock ¢ in S;.
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After the initial transaction, the agent position S(¢) remains in NT and further transactions occur
only at the boundary. The optimal position process S(t) coincides with S*(¢) in NT (see [16] for
the one-dimensional problem).

This kind of Skohorod problem, namely the existence of a reflected diffusion, is studied for
example in Soner and Shreve [36, 31] and Dupuis-Ishii [18].

7 Uniqueness of the Potential Function

Lemma 6.5 shows that the standard Ishii technique leads to the uniqueness of a rate = such that
a solution V' of (53) exists, but not to the uniqueness of the potential function V. Moreover, if V
is a solution of (53) and C' is a constant, then V 4 C'is also a solution of (53). So the uniqueness
of V can only be expected within an additive constant. In [12, chapter II], the uniqueness within
an additive constant of a solution V of an ergodic Hamilton-Jacobi-Bellman equation of the form
maxyez,, (A(w)V + c(u)) + # = 0 is proved when A(u) is strongly uniformly elliptic in z and w.
Indeed, if this condition is fulfilled, then for any feedback policy u(z), the associated controlled
process is ergodic, then admits a positively lower bounded invariant measure, which implies that a
solution V' of the linear equation A(u)V + c¢(u) + 7 = 0 is unique within an additive constant. The
proof of these results is done by using variational techniques: an invariant measure is a solution
of a dual equation and the uniqueness is proven by "multiplying" the equation satisfied by V' by
the invariant measure. Viscosity techniques do not allow any of these two steps which then have
to be replaced by the use of the maximum principle concept. Moreover, Equation (53) is not even
uniformly elliptic. However, if everything behaves as in the discounted case (see [16, 4]), one might
expect that for the optimal policy, there exists a closed connected subdomain NT of S\{0} such
that, in its complementary NT¢, transactions occur instantaneously at time 0 and bring the process
S(t) on the boundary of NT, whereas in NT, the process S(¢) is a diffusion reflected at the boundary
(by transaction operations). Hence, positions in NT¢ are transient and the process restricted to NT
is ergodic. When this is the case, as detailed in [3], one can also expect the uniqueness of a solution
V of (53) within an additive constant. We prove below this result for n = 1 only (one stock) and
for Equation (50) instead of Equation (53), which is easier since A is compact. When n > 2, NT
may have a non regular boundary, which yields an additional difficulty.

We first state some properties related to NT (see Figure 1). The points y and 7 defined in the
following lemma are such that NT = [y, 7] if V is concave. Otherwise, [y, 7] is the convex hull of NT
only.

Lemma 7.1. Let n =1, © be given by Theorem 6.2 and V be a solution of (50). Let

(1+mn)y

_ _ r_ AT P

y=suply € [0,1],V(y) = log(1 +my) + V(0)}, ¢ =7 vy

Then, y and ¥ do not depend on the solution V' of (50) and
H(y)<m=H(Y) Vye[0y], (59)
H(y)<m=H(y) Vyelyl] (60)
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V(y) H(y)
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log(1 #vy)
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0 y ] 0 y ¥y

Figure 1: The rate 7 and the potential function V solution of (50), for n = 1.

Proof. We first prove (60) at least for some special 7, then we deduce (59) by symmetry.
For n = 1, Equation (50) writes:

dV
max(BV — 7+ H(y), fo(@, y))=0 inA=][0,1], (61)
with
a d*v dV
BV = -yt oyl -y) (e - - euy) o
1
H(y) = r+(a1—r)y— §a11y27
max((riy+ 1)p—rvi,—p) ify € (0,1),
Folp,y) = {p—n if y=0,
—p ify=1,

where the expression of Fy(p, y) for y = 0 and 1 has been simplified compared to that of Corollary
5.6 as suggested by Remark 5.5. From this equation, we see that V is a viscosity supersolution
of —% = 0 in (0,1]. This implies that V is nondecreasing on [0, 1]. Indeed, if V(y) < V(z) for

y > z, then for W < p < 0, the minimum of V(z) — pz in [z,1] is reached at z € (z,1]

and (p,0) € 71_1/(36) which contradicts —% < 0. From the definition of ¥ and the nondecreasing
property of V, one deduces V(y) — V(1) =0 Vy € [y, 1] and V(y) — V(1) < 0 Vy € [0, 9).

Suppose first that § # 0 and let us fix § € (0,y). Since V(7) < V(y) = V(1), there exists £ > 0
such that V() —e(y —7) < V(y). Hence, the maximum of the function V(y) —ey in [, 1] is reached
at y € (7,7] (V is constant on [y, 1]), and is thus a local maximum in [0,1]. Using that V is a
viscosity subsolution of (61), and applying Definition 5.1 to the test function ¢(y) = ey, we get:

max(y(l —y)(ar —r —any)e — 7+ H(y), (hy + 1)e — vy, —£) > 0.

Vi

If £ is small enough (¢ < 7 ), this implies 7 < H(y) + Cc for some constant C'. Letting ¢ tend to
zero and § tend to g, we get 7 < H (7).
Suppose now that 7 # 1. The constant function V(y) = V(1) is a viscosity supersolution of (61)

BY —n+ H(y)= -7+ H(y) <0 Yy € (7,1].
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By continuity, we get H(y) < = Vy € [y, 1]. Therefore, (60) holds at least when 7 # 0 and 1:
Hy)<w Vye[y,1]ifg#1, and H(y) > 7 if g#0. (62)
In order to prove (59), we apply the increasing change of variable:

y/ _ (1 +V1)y
14wy

in [0, 1] and introduce the function

V'(y') = V(y) — log(1 + v1y).

This function can indeed be obtained by the change of variables (17) and (27), when A; replaces
—pi, that is V'(y') = V(1 - ¢/, ﬁ), where V(z) = log p(z) + V(Y (2)) is a solution of (53) such
that V(pz) = log p+ V(z). Therefore, V is a viscosity solution of (61) if and only if V' is a viscosity
solution of

dv
max(BV — 7w+ H(y),]—'é(@, y))=0 in A=1]0,1],
with
max(p, —v1 — p(1 +v1 —r1y)) ify € (0,1),
Folpy) =P ify =0,
-V —p if y=1.

We may now either apply the same arguments as before, or notice that the function V'(1 — y) is a
viscosity solution of (61) where r is replaced by ' = ay — %au, the mean performance rate of stock
1, and ay is replaced by o} such that o — %au = r. We then obtain that V'’ is nonincreasing, or

equivalently V(y) — log(1 + r1y) is nonincreasing. Hence,
V(y) = V(0) +1log(1 +v1y) Yy € [0,y],

V(y) <V(0) +log(1 +1y) Vy € (y,1],
and y < 7. We obtain also from (62):
H(y)<m Yye[0,y] if y#0,and H(y') > wif y # 1. (63)

It remains to prove (59) and (60) in some boundary cases. First, if y =0, theny =0# 1,y = 0 and
(63) implies # < H(y). So the inequality # < H () holds in all cases and similarly the inequality
m < H(y') is always valid.

Second, suppose § = 1. Using the previous results, we know that V(y) — log(1 + r1y) is no-
nincreasing and so the minimum of this function in [0, 1] is attained in 1. Using now that V is a
viscosity supersolution of (61) and applying Definition 5.1 to the test function ¢(y) = log(1 + 11y),
we obtain

Boé(1) —m+ H(1) = H(1) — 7 < 0.

So the inequality H(y) < m Vy € [7,1] holds for all cases, and similarly the inequality H(y) <
7 Yy € [0,] always holds.

Let us prove now the uniqueness of y and 7. Let V; and V; be two solutions of (50) and denote
by y.,y; the values of y, y for V;, i = 1, 2.1f 7, < 7, for instance, (60) implies: H(y) < 7 Vy € [yy, 5]
and H(7,) = H(J,) = . But this contradicts the strict concavity of H (ay; > 0 by assumption).
Thus 7, = 7, and similarly Y, =Y, O
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Theorem 7.2. When n =1, the solution V of (50) is unique within an additive constant.

Proof. By Proposition 6.1, we know that there exists a solution V to (50), which is in addition
concave. Moreover, since V(y) is the limit of Vo (y) — V9»(0), and V®(z) = log p(z) + V¥ (Y (z)) is
concave in S\{0} by Proposition 3.2, then V(z) = log p(z)+ V(Y (2)) is also concave. The concavity
of V implies that NT is connected. We shall then prove Theorem 7.2 by comparing any solution of
(50) to a particular solution V* such that V*(z) = log p(z) + V*(Y (z)) is concave in S\{0}.

Let y and 7 be defined as in Lemma 7.1, and V and V' be two (bounded) viscosity solutions of

(50). Denote E = Argmaxw(y) with w =V — V'. Since V 4+ C' is also a solution of (50) for any
yEA
constant C', we may suppose that sup w(y) = 0. The set E' is closed, since w is continuous, and it
yEA
is nonempty since A is compact. Then, £ N (0, 1) is closed in (0,1) (but eventually empty).

e The main step of the proof is to show :
if V' =V*, then EnN(0,1) is open. (64)
By the same way, one will also show :

if V=V*, then EN (y,7) is open, and for all y € £'N (0, 1),
CGyn =y, U E€EES Yy>y)=y>7 (65)
Fyn =y, €L Yy <y =>y<Ly.

Indeed, the two last implications imply that £ N (y,7) is open.

Let g € dF N (0,1), the boundary of F in (0_,1)7 that is § € F and there exists a sequence
yn € (0,1) N E° converging to § when n goes to infinity. Taking a subsequence, we may suppose
that either y, >4y Vn,ory, <y Vn.

Let us suppose first that § <y, <1 Vn. Since y,, ¢ F, w(y,) < w(g) = 0 and by the continuity

of w, there exists §,, > 0 such that sup w < 0, where B(y, d) is the ball of center y and radius §.
B(yn,on)

n

5 (y — y,)?) satisfies

The function f,(y) = exp(
BAw) = o) [y~ 20 - )

o (o= 0+ = (1= ) e =) )|

For A, large enough, Bf, is lower bounded on [%,yn — 5n] C (0,1) by some positive constant
df, g

Xn > 0. One can also choose y,, small enough, so that (1+ I/ly)ali > Xn > 0on [%, Y, — 5n] . For

Y

such a fixed constant A,, and €, small enough, one has

A -
sup wtepfn < sup we, <w(f) +enfu(y) =cnexp (__(y_yn)Q) .
[y — 81 yn] B(yn,6n) 2

One choose ¢, satisfying the previous equation together with £,A,, < 1. Since f,, increases on [0, y,],
one has also w(y) + e, fn(y) < w(y)+e,fn(y) Yy € [0, y]. Thus, the maximum of w+¢, f,, in [0, y,,]
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can only be attained in [§,y, — d,). But w+¢e,f, =V — (V' —e,fn), and V' — g, f,, is a strict
viscosity supersolution of

A% .|y
max BV—ﬂ'—I—H(y),(I/ly—I—l)a——ul =0 in §,yn—5n :
)
Hence, V cannot be a subsolution of this equation around g, so V is necessarily a subsolution (and
oV
thus a solution) of ——— = 0. Let us give a rigorous proof of this fact by using the Ishii technique.

dy

Considering (y*, 2*) maximizing

w3 9) = V() = V() + £nfal) = Sy = o

in [0, y,], one obtains, when k — oo, that k|y* — 2*|? — 0, and y*, 2% — §, € [§,y, — 6,), where

§,, maximizes w + £, f,. So the maximum of wy, is a local maximum, and there exist Y* 7% ¢ §1,

such that (k(y* — 2%),Y*) € J2TV(y%), (k(y* - 2%), Z%) € T2~ (V' — &, fn)(2F), and

YE 0 1 =1
(%)=L )

For k large enough, y*, z* € (%, Yp — 5n> and

a -
max (2L (5" (1 = y*) 2V + 55 (1 = ) (a1 — 7 — gk — 25 + HY) - 7,

2
(9" + k(" = 25) =i, —k(y* = 25)) >0
max (SH(F (1= 29228 + 2 (1= ) (an =7 — @k - )+ HE) = 7+ 2,
(12F + DE(* = 25) — o1+ enxn, —k(yF = 2F) - en%(zk)) <0.
One deduces
max(Ck|y* — 2%|2 4+ C'|y" = 2% — e xn, CEly® — 272 = e xn, —k(yF = 2F)) > 0

and 9

k(y® — 25 —I—Sna—fyn(zk) > 0.
So for k large enough, p* = k(y* — 2%) <0, and there exist (p*, Y*) € J>TV(y*) and (qk,Z’k) €
JE7V! (%), such that 0 > p* > e, A (2F = 9o) fu (%) 2 (5= yn), 0 < 6% = k(yF - 2F) + 2,52 (%) <
Yn — U (liminf 2% > § and e, A, < 1). Taking the limit when n goes to infinity, one obtains that
0e JYTY(g) and 0 € JH7V'(§), that is there exist z,, 2, — §, and p,, ¢, — 0 such that

V(y) = V(2n) = paly — 20)

lim sup <0, (66)
Y—Zzn |y - ZTL|
/ V() — o
y=7, ly = 23
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If V is concave, (66) implies that V(y) — p,y is nonincreasing for y > z,,, then taking the limit when
n goes to infinity, V is nonincreasing for y > . But V is a solution of (50), so it is nondecreasing,
so V is constant on [§,1]. This implies § > y. Similarly, if V' is concave, (67) implies that V' is
nonincreasing, thus constant and § > 7. But since ¥V < V', V() = V/(§) and V is nondecreasing,
then V = V' on [g, 1], and we get a contradiction. So we have proved that if § € FN(0,1) and V' is
concave, then there does not exist y,, € (0,1)N E°, y, > 7, y» — 7, and that the result also holds
if y € EN(0,7) and V is concave.

In order to get the same type of result one the left of ¢, we only have to use the same change
of variable as in the proof of Lemma 7.1. One gets that if g € EN(0,1) and V'(y) — log(1 + 11y) is
(1+n)y

14+ vy
and that the result also holds if § € F'N (y,1) and V(y) — log(1 + v1y) is concave with respect to
y’. So (64) and (65) are proved. -

concave with respect to y' = , then there does not exist y,, € (0,1)N E°, y, < ¥, Yy = 7,

e Let us suppose now that V' = V* and that V is another solution of (50) such that max(V—-V*) =
0. By (64), £N(0, 1) is open, but since it is also closed in (0, 1), and (0, 1) is connected, one deduces
EN(0,1) = (0,1) or . If EN(0,1) = (0,1), then ¥ = V* on (0, 1) and by continuity V = V* on
[0, 1].

Otherwise, one has FN (0, 1) = @, so the maximum of ¥V — V* is attained in 0 or 1 only. Suppose
for instance that V(1) = V*(1). Since V(y) < V*(y) for all y in (0, 1) and V* is nondecreasing, one
has V(y) < V*(y) < V*(1) = V(1) for all y in (0,1), then § = 1 (by the uniqueness of 7). If in
addition y = 1, then by the uniqueness of y, one gets again V = V*, since they are both equal to
the function log(1 + v1y) 4+ V(0). -

Let us suppose now that y < 1. Considering E' = Argmax(V* — V) and § = max E' € E'| the
first implication of (65) says that if § € (0,1), then g > § = 1, which is impossible. Hence, = 0 or 1.
But since V*—V admits a strict local minimum in 1, it cannot have a maximum in 1, then § # 1. One
gets § = 0, and ¥V — V* attains its minimum in 0 only. Then, V(y) —V(0) > V*(y) — V*(0) Yy € (0, 1]
and V*(y) — V*(0) — log(1 + 11y) < V(y) — V(0) — log(1 + v1y) < 0, which implies y = 0.

From y = 0, 7 = 1 and Lemma 7.1, we deduce H(0) = H(1) = n. Let us show that this
is impossible. By the strict concavity of H, this implies H(y) > 7 Yy € (0,1). Let ¢ > 0 and
f(y) = logy(1l — y). The function ¥ — ¢f has a minimum in y € (0,1). Since f is C% in (0,1)
and V is a supersolution of (50), one gets eBf — 7+ H(y) < 0. But Blogy = H(1) — H(y) and
Blog(l—y) = H(0)—H(y),so that 7 > eH(1)+ecH (0)+(1—2¢) H (y) which leads to a contradiction

when € < O

~—

N | =

8 Computation of the optimal policy

8.1 The Merton problem

When the transaction costs are equal to zero, the optimal investment strategy is to keep a constant
fraction y* of total wealth in each risky asset (see [30, 24, 16, 20, 32]). Indeed, when A = p = 0,
Equation (50) is equivalent to

{ V(y) constant, (68)

(y) <7 VyeA
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A solution 7 of (68) is non unique, but this does not contradict the previous results, since Theo-
rems 5.4 and 6.2, or Lemma 6.5 hold only when A; + p; > 0,¢=1,...,n. The optimal growth rate
is the minimal solution 7 of (68), that is 7 = 7* with

= r;leanH( y). (69)

Since H is strictly concave (the matrix a is positive), the optimal proportion is uniquely defined by

y* = Argmax H(y), (70)
yEA

and the no transaction region NT is reduced to {y*}. For n = 1, this means that y =7 = y* (see

Lemma 7.1). Let § = a™(a — r) be the unique maximum point of H in R”. When § € A, y* =3

and 7 =7+ L(a —r) -a7!(a — r). Otherwise y* is on the boundary of A.

8.2 Explicit solution of the one-risky asset problem

Here, we give a closed form expression of the solution (V,7) of (50) in the case n = 1, using the
results of section 7. In [37], similar computations are done but for a slightly different model. To
simplify we shall drop the indices, that is write a for a1y, a for aq, v for 1 and so on. The ergodic
variational inequality (50) reduces to (61). Let V be a solution of (61), y and 7 be defined as in
Lemma 7.1, § = &=L 1t (70). From
Lemma 7.1, we know that if § < 0, then y* =y =7 =0 and V(y) = V(1) for y € [0, 1]. Similarly, if
j>1,then y* =y =7 =1 and V(y) = V(0) + log(1+ vy) for y € [0,1]. In these two special cases,
the optimal polic37 for the problem with transaction costs coincides with the Merton policy.

We restrict now to the case g = y* € (0,1). We denote by 7 the constant in (61), and by 7* the

Merton growth rate given by (69). From Lemma 7.1, we have

{y €(0,1),V(y) = V(0) +log(1 4+ vy)} = [0, 4], (71)
{ye(0,1),V(y)=v(1)}=[F1] (72)

and
H(y)=H() =, (73)
with y' = (1:2;“/ Therefore, 0 < y' < y* <y <1 with y* € (0,1), which implies y < 7 and V

Sys
is a viscosity solution of (61) in (y,7). Conversely, if 0 < y <7 < 1 satify (73), and V satisfies (71
72), then V is a viscosity solution of (61) in [0, 1]\[y, 7]. If in addition, V is C! in [0, 1] and satisfies

1 d2‘ dV

§ay(1—y) el +y(1—y)(a—r—ay)—dy+H() m =0,

dv v dV v

OV N < _

dy ( 1+vy 0= dy L 14+ vy’ (74)
dV dV N

TN >0= 1

iy (y) >0 iy (),
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in (y,7), then V is a viscosity solution of (61) in [0,1]. Note that from (71-74), V is necessarily C?
in [0,1] and is thus a classical solution of (61). We are thus looking for a C* function V in [y, 7]
solution of (74). Set f(y) = %. Equation (74) can be rewritten:

: 2(y* — y) (2(7T —r) 2) 1
+ 2 Ty = (2T gty g?) 75
f'(y) J1= ) fy) p, VYY) Ay (75)
v v
)~ s <=0~ T (76)
fly) > 0=f(7). (77)
Let us integrate Equation (75). The associated homogeneous equation writes f'(y) = — 2;(1/:__5)) fy)

which solutions are f(y) = Cy=2¥" (1 — y)~2(1=¥"). We thus look for a solution of (75) of the form

fly) = (0 z(z;Q(I_y*) : (78)

where ¢ is a function to determine. Plugging the expression of f in (75), we obtain

g'(y) =y 1 —y)™ (Q(ZJ +y? - 2y*y> : (79)

which integration leads to:

9ly) = C+(%)(‘“%) iy # 5

2(m — .
C—y+ (ﬂa T‘)loglgy ify =1,
for some constant C'. Consequently, in (y,7),
o . 1 2(r —r -
v |Gy Ayt (—y+¥> ity # 3,
fly) =22 = y(1=y) a(2y” - 1) (80)
v : (C—y+2(ﬁ_r)log . ity =3
y(1-y) a 1=y .

The function f is required to satisfy the boundary conditions (76,77). The constants y, 7 and 7 are
related by (73), that is

1 1
r—}—(a—r)y—Eaf:ﬂ:r—}—(a—r)y’— EQQ/Q.
Hence, using y* and 7%,
_ N 2r* —m
y = y + ( )
a
(1+v)y 2(m* — )
! = 7_22 *—_I *_ —_—.
y Ty Y I -
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Conversely

Condition (77) leads to

we get

Using condition (76) with y = H_}i_yy,,

2y* 4 _ o 2(1—y*)

y= (1-y) :

< Z fu* 1

o= =2 )+ s

Y (1 —(1-y)log (ﬂ—y’%ﬁ» ity =1,

Conversely, if f is given by (80) in (y,7), with C defined in (82) and satisfying also condition (83),
then f is a solution of (75-77). Indeed, it is sufficient to prove f(y) > 0on (y,7). By symmetry, f
will also satisfy f(y) — 1357 < 0 on (y,J) (see the argument in Lemma 7.1). But in view of (79),
g'(y) <0on [y,y] and ¢'(y) > 0 elsewhere, and in view of (78, 82, 83), g(y) > 0 and ¢(y) = 0.
Since y < y', we infer g(y) > 0 on [y,7], hence f(y) > 0 on [y,y]. Using (_81) and (82), we can
express [ (Zmd thus V) in terms of 7 and y* only. Combining Equations (82) and (83), we obtain

the following equation in ¥:

(83)

2y* 2(1—y%)

2y" — y) 2T (1 — 2"+ y) AR 1

1—|—1/:( — -_— = if y* #£ =,
VoA 5N 5] . (84)

- Y Yy — . * 1

log(14+v)=2lo —) 4 = — if y* = =.

(1+2) = 2log(—Y) + T 2

Setting ¥ = y* 4+ h and proceeding a Taylor expansion of Equation (84) for small h and v, we get

1
*21_ *\ 2 3
hw(wy)

for all y* € (0,1). In other words, the size of the no transaction region is in the order of the cubic

root of the transaction cost. The same estimation was obtained in Atkinson and Wilmott [7], but

without a closed form solution of the variational inequality. Indeed (84) defines v as an analytical

function of 7 for |y — y*| < min(y*, 1 — y*), which has a zero of multiplicity 3 in y*. This function is

positive and increasing for 7 € (y*, min(2y*, 1)) and tends to infinity when ¥ tends to min(2y*, 1).

This implies that 7 is defined by (84) as an increasing analytical function of v forv € (0, +00).
Let us summarize the results of this section.

Proposition 8.1. Let n = 1, y* be the Merton point given in (70), m the optimal growth rate for
the transaction costs case and V a solution of (50). We have

T=H(0)=r, ok
{wmzvm wep, V=0
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and

F:H(l):a—%’ e
{V(y)zv(0)+log(1—|—yy) Yy € [0,1] fy™ = 1.

Finally, if y* € (0,1), © is given by (81) with § defined by (84) and V is given by

VW)ZK%(%iZZ)*”“@ Jor y € 10,4,
V(y) =V(y) Jor y € [y, 0],
and
yl-9) (ya-p\'™ 2r—r) |y .
Vi) = { - 27)* ((1—y)§> Tlogl =)+ on e T 2 ify* # 3,
?(L—u—yﬂ%lfy)mglfy+kgu_yy+”;r(bglfy) =1,

29" -y
I+v(l-2y"+7)

Jory € [y, y] with y =

8.3 Numerical solution of the variational inequality

We turn to the numerical solution of the ergodic variational inequality (50). It is equivalent to (see

Remark 5.5)

max{ BY — 7+ H(y), max (PY — ), max Q;V ;=0 in A,
v1+ - fun#l ;70

with B, P;, Q); defined in (41,43,44). In order to solve this equation, we first perform the following
change of variables which transforms the simplex A into [0, 1]" :

A=yt +
yit ot

= ———————— 1 =2,...,n.
Yir ot Yn

We thus obtain for U(z) = V(y) an equation of the form:

max (Cold — mla—0 + G4(2)) =0 1in [0,1]7, (85)
a€A(z)

where 0 € A(z) C Ais a finite set of admissible controls, Go(z) = H(y), Cp is a second order elliptic
operator and Cy, a # 0, are first order operators.

Discretization. In order to solve Equation (85), we first discretize the first and second derivatives
of U by using a consistant finite difference approximation (see [4]). We obtain for each discretization
step A > 0 an equation of the form

max (C,U"(2) = 7" lazo +Ga(2)) = 0 in s, (86)
aEA(z
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where Q; C [0,1]" is the discretization grid. The function U” is defined on Q; and interpolated
linearly with respect to each coordinate in [0, 1]".

If the discrete operators C” satisfy the discrete maximum principle (DMP), then (86) is mo-
notone in the sense of [11]. Moreover (86) can then be interpreted as a Dynamic Programming
Equation for an ergodic discrete control problem. When h is small, the associated optimal discrete
process s”(t) has the same ergodicity properties as the optimal continuous process s(t). Then, the
existence and the uniqueness of 7" and U" (within an additive constant) can be proven by using
similar arguments as in the continuous case (see [3]). This means that Equation (86) is stable. If this
is the case and if the functions U” are uniformly bounded, the comparison result for = (Lemma 6.5)
and the arguments used in the proof of [11, Theorem 2.1] imply the convergence of 7" towards 7 as
h tends to 0. Since a solution ¢ of (85) is unique only within an additive constant, these arguments
are not enough to prove the convergence of U". However, a solution of (86) has its first derivatives
bounded by a constant independant of h, and thus the functions U” are necessarily uniformly equi-
continuous. If we impose in addition one of the two conditions U”(0) = 0 or f[O,l]" Uh(z)dz = 0,

then the sequence U” is also uniformly bounded. By the Ascoli theorem, there exists a subsequence
of U" converging uniformly towards a function U on [0,1]®. The arguments of [11, Theorem 2.1]
imply that U is a viscosity solution of (85). The additional condition U(0) = 0 or f[o,l]n U(z)dz=10
is also fulfilled. If the uniqueness within an additive constant of a solution of (50) is proved, as
we did for n = 1, then U”" converges uniformly towards the unique solution U of (85) such that
U0)=0or f[OJ]HU(Z)dZ =0.

In practice, we use a classical finite difference approximation scheme in a regular grid €2}, following
Kushner’s approximation method [25, 4]. The operators C%, a # 0, satisfy the DMP. But, because
of the presence of mixed derivatives and the degeneracy of Cy at the boundary, the DMP is not
satisfied for C’g; in particular, Equation (86) may not be stable, even for small step h. However C’g
is the sum of a symmetric negative definite operator and an operator which satisfies the DMP; this
seems to insure the stability of (86) as is confirmed by numerical experiments.

Solution of the discrete equation. Equation (86) is solved by using the FMGH (Full-Multigrid-
Howard) algorithm based on the “Howard algorithm” (policy iteration) and the multigrid method
(see [1, 2, 4] for the elliptic case).

The Howard algorithm that we consider here (see [21]) consists in an iteration algorithm on the
control and value functions, starting from ag or (Up, m) :

forn>1 a,(z) € ArgmaX(CfUn_l(z) — Tp1la=0 + Ga(2)) Vz € Qp,
a€A(z)
Ch U, — 714,20 + Ga, =0 in Qy,

for n > 0, U,,7,) is the solution of
N ( ) { 2zeq, M(2)Un(2) =0,

(87)

where m(.) is a positive function on €, with sum 1. When the operators C a € A, are of the form
k(M;L — I), where k£ > 0, [ is the identity matrix and M/ are irreducible Markov matrices, then
the sequence (r,) increases and converges to the solution 7" of Equation (86) and (U,) converges
towards U”. However, in the general case, the Howard algorithm described above may not converge.
It should be replaced by a more sophisticated algorithm called “multi-chain policy iteration method”
for which the increasing convergence of 7, towards the optimal ergodic performance 7* holds under
more general conditions (see for example [17]).
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In the Multigrid-Howard algorithm, the exact solution of the linear equation (87) is replaced by
an iterative algorithm with initial value (U,_1, 7,—1), consisting of multigrid iterations (see [29] for
instance) on the functions U, followed by an updating of 7, such that

Z ChU,(2) = mn + Go(2) = 0.

2€Qp, an(z)=0

The Full Multigrid Howard (FMGH) algorithm that is implemented here to solve Equation (86)
with discretization step h is recursively defined as follows: apply a fixed number of Multigrid-Howard
iterations starting from an initial value (Up, 7o, ag), obtained itself by interpolating the result of the
FMGH algorithm with step 2h. This algorithm solves Equation (86) with a computing time in the
order of the number of discretization points.

An example of a 2 risky assets portfolio. We consider a portfolio with one bank account
and two risky assets, and the following values of the parameters: r = 7%, a = (9%, 11%), a11 =
(0.22)% = 0.048, a2 = az; = 0.028, a2 = (0.32)? = 0.102, v; = vz = 1% for both assets. Solving
Equation (50) for n = 2, we obtain 7 = 0.0785 which is, as expected, lower than the Merton optimal
performance 7 = 0.0788.

The discrete control selecting the equation which satisfies the maximum in (50) allows us to
construct the following subsets of A:

B: = {veA, PV(y) =w},
NT, = A\ (int (BZ) Uint (SZ)),

NT = ﬁNTi,
=1

where interiors are relative to A. The boundaries of these sets are displayed in Figure 2. We have
kept here for simplicity the same notation for the images of the sets defined in (55-58) by the change
of variables (27).

Here, the optimal Merton proportion is y* = (0.22,0.33). As in the one risky asset case, one can
prove (see [4, Proposition 7.1]) that y* is located inside a polygon which vertices are the intersections
between the boundaries of the transaction regions (9S; N dSz, 951 N B2, dBy N 9Sz, 0By N JB,).
In Figure 2, one can notice that y* is also located in the no-transaction region NT.
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