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A Simple Deduction System for First-Order Logic with
Equality, Free Constructors and Induction

Jean Goubault-Larrecq*

Théme 2 — Génie logiciel
et calcul symbolique

Projet Coq

Rapport de recherche n° 3653 — Mars 1999

Abstract: Proof systems like Coq feature inductive datatypes, where datatype constructors
are free in the sense that two terms built from constructors only are semantically equal if
and only if they are syntactically identical. Although free constructors are an essential
ingredient of modern formalized mathematics, no automated first-order prover has been
specialized with built-in rules for dealing with free constructors, until now. We propose a
sequent system for a logic where terms can be built only from variables and free constructors.
Thus the logic will be kept simple, as equality in the logic will be syntactical equality. We
show how partial functions can be introduced into the logic, in the form of predicates obeying
some functionality constraints. We prove that the resulting system is sound and complete
with respect to a natural first-order semantics of datatypes, and enjoys cut elimination. We
then develop a tableau calculus to find proofs in this sequent system. This involves solving
an extended form of unification, which unfortunately is undecidable: we show that it indeed
includes second-order predicate unification as a subproblem. Nonetheless, we describe a
non-terminating procedure to solve such unification problems, and give a few hints so as
to improve its efficiency in practice. Finally, we extend the system to include first-order
structural induction principles on datatype values. This does not pose any difficulty, apart
from the expected problem of induction loading—namely, that we may need to generalize a
proposition before we can prove it by induction.
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logic, induction, partial functions, second-order unification, sequent system, undecidability,
unification.
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Un systeme de preuve simple pour la logique du premier
ordre avec égalité, constructeurs libres et récurrence

Résumé : Les systémes de preuve comme Coq proposent des types de données inductifs,
ou les constructeurs de données sont libres au sens ou deux termes construits uniquement &
’aide de constructeurs sont sémantiquement égaux si et seulement s’ils sont syntaxiquement
égaux. Bien que les constructeurs libres soient un ingrédient essentiel des mathématiques for-
malisées modernes, aucun prouver automatique au premier ordre n’a été spécialisé jusqu’ici
par des regles intégrées au prouveur pour traiter des constructeurs libres. Nous proposons
un systeme de séquents pour une logique ou les termes peuvent étre construits uniquement
a partir de variables et de constructeurs libres. Ainsi la logique sera-t-elle forcée a rester
simple, car ’égalité dans la logique sera 1’égalité syntaxique. Nous montrons comment 1’on
peut ajouter des fonctions (partielles) dans la logique, sous la forme de prédicats obéissant
a certaines contraintes de fonctionnalité. Nous prouvons que le systéme qui en résulte est
correct et complet par rapport & une sémantique naturelle des types de données au premier
ordre, et admet I’élimination des coupures. Nous développons ensuite un calcul de tableaux
pour trouver des preuves dans ce systeme de séquents. Ceci demande de résoudre une forme
d’unification étendue, qui est malheureusement indécidable : nous montrons qu’elle inclut
en effet 'unification prédicative du second ordre comme cas particulier. Néanmoins, nous
décrivons une procédure non terminante qui résout de tels probleémes d’unification, and don-
nons quelques idées pour améliorer son efficacité en pratique. Finalement, nous étendons le
systeme pour qu’il inclue des principes de récurrence structurelle du premier ordre sur les
valeurs des types de données. Ceci ne pose pas de difficulté, si 'on exclut le probleme bien
connu du chargement des récurrences — a savoir qu’il faut éventuellement généraliser une
proposition avant de pouvoir la prouver par récurrence.

Mots-clé : Coq, démonstration automatique, égalité, fonctions partielles, indécidabilité,
logique du premier ordre, récurrence, types de données, unification, unification du second
ordre.



Introduction

First-order logic with equality is one of the most pervasive logics in use, whether in mathemat-
ics, logic or computer science. For real applications, however, automated provers need to be
complemented with axioms of interest, e.g. axioms for arithmetic, or for associative-commutative
operations. It is then interesting to build these axioms inside the prover itself, for performance
reasons. This has been done for a variety of theories, whether equational [Plo72] or not [Sti85].
Recently, Baaz, Egly and Fermiiller [BEF97] have proposed to build in various forms of induction
in tableaux theorem provers, by coding minimality principles as Skolem functions.

One form of theory that has not yet been investigated is that of datatype constructors. Consider
for instance the specification of the type nat of unary integers and natlist of lists of unary integers
in Standard ML [HMT90]:

datatype nat = 0 | S of nat;
datatype natlist = nil | cons of nat * natlist;

In first-order logical form, these declarations specify a many-sorted signature consisting of a con-
stant 0 of sort nat, a unary function symbol S of signature nat—nat, a constant nil of sort
natlist and a binary function symbol cons of signature natxnatlist—natlist. (We make
here a little abuse, in that these declarations actually declarer higher-order constants, not first-
order function symbols.) These declarations also imply that the only ground terms of sort nat
are those built up using 0 and S, and that the only ground terms of sort natlist are those built
up using nil and cons atop ground terms of sort nat. The latter can be expressed by structural
induction schemes:

VPaat—o- P(0) A (Vnpat - P(n) D P(S(n))) D Vngat - P(n)
VPat1ist—o.  P(0il) A (Vhpas - Veatiist - P(€) D P(cons(n,£)))
D) vgnatlist ° P(g)

But these declarations also imply that distinct ground terms always denote distinct values, some-
thing which can be described by Peano-like axioms which we shall call non-confusion azioms:

VNnat: _|S(TL) ~ 0
VMyat, Mnat* S(m) ~ S(n) om=~n
vgnat‘.list‘.; Mpat* _‘COIlS(m, E) ~nil
vgnatlist; axatlist) Mpaty Nnat* cons(m, E) ~ COHS(’I’L, El) DY ' Am=axn

where = is the equality symbol, plus a few other axioms stating that there are no cycles, e.g.
VNpat - —m & S(n). (If we have induction, then the latter are derivable from the former; in general,
see [Mah88].) Constants and functions like 0, S, nil, cons that satisfy these distinctness conditions
are usually referred to as constructors of the datatypes nat and natlist.

These theories are very natural, and have been considered elegant foundations for inductive
datatypes both in programming language design and in proof assistants. As far as the latter
are concerned, let us say that the exposition above is essentially what a proof assistant like Coq
[BBC*97], based on the Calculus of Inductive Constructions, understands by inductive datatypes
of naturals and lists of naturals. (We say “essentially”, because the interaction with dependent
types in Coq allows for considerably more complex inductive type declarations.) Recently, practical
frameworks for analyzing and proving properties of cryptographic protocols [Bol96, Pau97] also
used similar inductive definitions for messages exchanged over communication lines; messages are
typically described as the following ML datatype msg;:

datatype base = K of key | ...;
datatype msg = B of base | P of msg * msg | C of msg * key;

where key is a previously defined datatype of encryption keys, and the informal ellipsis ... is
meant to indicate that there may be other base messages than keys—i.e., there is no induction
principle on base. Note that encrypting a message m with a key k is done by applying the



constructor C, viz. C(m, k); that C is a constructor in particular automatically implies the desired
features that an encrypted message cannot be confused with a pair or a base message (—C(m, k) =~
P(m1,m2), =C(m, k) = B(b)), that there are no semantical overlaps between encrypted messages
(C(ma, k1) = C(ma, k2) D m1 & ma A k1 = ko), and that there are no cycles, in particular that we
cannot decipher a message by encrypting it repetitively (—C(C(...C(m, k1) ..., kn_1),kn) = m).

Although the notion of free constructors is a natural one, working with non-confusion axioms
atop a generic first-order prover is awkward at best, and it would be fruitful to build such axioms in
automated provers. This is all the more frustrating, as the semantics of constructors is extremely
simple: just take any (many-sorted) Herbrand model, and insist that equality denote exactly
the identity on ground terms. Solving existentially quantified equations, for one, is just first-
order unification [Rob65], a well-understood problem that has very efficient algorithmic solutions
[MMS82]; compare this with the rather more complicated inversion tactics needed in Coq to do
basic reasoning with non-confusion.

We introduce a new sequent system for theories with equality and constructors, with non-
confusion axioms built in the sequent system itself, as a basis for automated theorem provers in
such theories. This sequent system accommodates various forms of induction, structural or not. It
has the advantage of being remarkably simple; notably, as equality reasoning is entirely based on
properties of substitutions on terms, and on the existence and uniqueness of most general unifiers,
this allows us to insist that any proof of an equality u & v be by reflexivity—i.e., u & v is provable
if and only if u and v are the same term. This may come as a surprise to the reader that this
is enough to get a complete enough theory (in particular, it can prove every theorem of ordinary
first-order logic with equality), but it is in the spirit of Martin Streicher and Thorsten Altenkirch’s
discovery that, in type theory, it is consistent to admit the principle that all proofs of u ~ v be
equal to some reflexivity proof [Str93].

The plan of the paper is as follows: we introduce all preliminary notions and notations in
Section 1, and proceed to explain how we came to the actual rules of our sequent system LKcy,
in Section 2. LKcy, encodes a sound, complete proof system for first-order logic with equality and
constructors. We show this in Section 3, as well as the fact that cuts can be eliminated. The
latter is indispensable if we are to infer a practical tableau system from LKcy: we do just this
in Section 4. A proof is found when we have found a closed tableau for the input formula, and
provided that all unification constraints (generated by closing rules, notably) are satisfiable. In the
same section, we examine the problem of constraint generation, and constraint solving: we show
that constraint solving is an undecidable problem, and give a sound and complete procedure for
solving constraints. We consider the extension of LKcx, to a system LKc"? that handles structural
induction in Section 5; this does not add much complication to LKcy. We give a short tour of
related ideas in Section 6, and conclude in Section 7.

1 Preliminaries

We first assume a given finite collection S of sorts 7, 7/, 71, ..., and a fixed collection C of function
symbols ¢, d, ..., which we shall call constructors. Each constructor c is given a unique arity a(c),
which is an expression of the form 7, x ... x 7, = 7. Let V be a set of so-called variables x,, y,
Zr, -..; we assume that for each sort 7, there are infinitely many variables with 7 as a subscript.
The pre-terms are given by the following grammar:

tu=z, | c(t,...,t)

We define a typing judgment >t : 7 by the following rules:

Dty 7 ... Dip:iTh ale) =TI X ... XTp oT
. - T

Ty T I>C(t1, . ,tn)

We call terms the pre-terms ¢ such that >t : 7 for some sort 7. It is easy to see that, in this case,
7 is unique; we shall call it the type of the term ¢. In case n = 0, we write ¢ instead of ¢(), and



also write a(c) as 7 instead of — 7. When the type 7 of z, is understood, or when it does not
matter, we shall also drop the sort subscript and write x.

The set fv(t) of free variables of t is defined by fv(z) =q¢ {z} and fv(c(t1,...,tn)) =ar
Ui, fv(ti), as usual. A term ¢ such that fv(t) = 0 is called closed or ground.

A substitution o is any map from variables to terms of the same type that is almost everywhere
the identity—i.e., >o(z,) : 7 and for all but finitely many variables z, o(z) = z. The domain
domo of o is the set of variables z such that o(z) # z. The yield yldo is |, cqom o, fV(o(2)).
The notation [z1 :=t1,..., %y = t,,] denotes the substitution mapping each z; to t;, 1 <i < m,
and mapping every other variable y to y, whenever the t;’s are terms of the same type as z;; in
particular, [] is the identity substitution. Let ¥ be the set of all substitutions.

Substitution application ¢ — to is defined by zo =g4¢ o(z), c(t1,...,tn)o =ar c(t10,...,t,0).
The composition oo’ of o and ¢’ is defined as the unique substitution such that ¢(co’) = (to)o’
for all terms ¢; this defines a monoid law, with the identity substitution [] as unit. The relation
> defined by ¢ > oo’ is then a preorder, the instantiation preorder; we also say that o is more
general than oo'. We write 0 = o' if and only if ¢ > ¢’ and ¢' > o.

A system of equations E is any finite set of equations s =~ t, where s and t are terms of the
same type. The notation E,E’ denotes the union of F and E’. A substitution o unifies E if
and only if s¢ = to for every s &~ t in E—we abbreviate this situation by the notation o v+ E.
A substitution o is idempotent if and only if domo N yld o = (; this implies that oo = 0. It is
well-known [Wal88] that every unifiable system of equations E has an idempotent most general
unifier og, i.e. o9 v E and for every o, o v E implies o9 = 0. We shall also call most general
unifiers mgus for short.

Conversely, any substitution o =g4¢ [21 := t1,...,Zm = ty] with domo = {1, ..., 2} defines
a unique system of equations & =q¢ {1 & t1,...,Tm &~ ty}. Welet E — mgu(E) be an arbitrary
function mapping each unifiable system E of equations to some idempotent unifier of E.

Let L be an element outside ¥, designed to represent non-unifiable systems. Extend > so
that o = L for every o € ¥. We may then extend the mgu function so that mgu(E) = L for
every non-unifiable system E. Let also L =g¢ L, and extend again the mgu function so that
mgu(L,E) =4¢ L, mgu(E, L) =4¢ L. This makes ¥ =g¢ ¥ U {L} equipped with the pre-order
> a meet-semi-lattice with bottom element L, meet I defined by o Mo’ =qr mgu (7, ') for every
o,0' € ¥ . To make our notations more uniform, we shall again write mgu(o,d’) for e Mo’.

We build atomic formulas using predicate symbols P, @, ..., taken from a fixed set P; each
predicate symbol is equipped with an arity a(P) = 71 X ... X 7, — 0, where o is the type of
propositions, and is assumed not to be a sort. The atoms are either non-equality atoms A, B, ...,
which are expressions of the form P(ty,...,t,) where P is as above, and bty : 71, ..., Db, : Ty OF
equalities s ~ t, where s and t have the same type, whatever it is. We assume that & is not in P.

Formulas F', G, ..., are then built upon atoms using 0 (false), D (implication), A (conjunction),
V (disjunction), Vz- (universal quantification) and 3z- (existential quantification) in the standard
way; - F abbreviates F' D 0, D associates to the right and binds looser than V, which binds looser
than A. Moreover, we equate a-equivalent formulas, i.e., formulas that differ only by a change of
bound variables; and we shall assume that formulas are rectified, that is, that no variable appears
both bound and free, or bound by two different occurrences of quantifiers.

Our algebra of sorts and the typing restrictions on terms and atoms are designed to keep
type-checking and unification problems simple. Undoubtedly, these restrictions can be lifted (see
[JK90]), but this comes at a price, and it is not our purpose to pay for it here.

Formally, here is what we call a language. The ¢ component will be explained later on.

Definition 1.1 A language is a tuple (C,P,«, ¢), where:
«CNP =0, (%) ¢P;

e the arity function a maps each element c € C to an expression of the form 7 X ... X T, = T,
and each element P € P to an expression of the form 7 X ... X 7, = 0;

e ¢ maps each P € P such that a(P) = 1 X ... X 1, = 0 to a set of subsets of {1,...,n};
these subsets are called the functionalities of P;



Moreover, we assume that for every sort T, there is at least one ground term of type 7.

The latter is in the spirit of the Herbrand restriction that the Herbrand base contain at least one
constant. This is easy to ensure: just add one constant constructor to empty sorts.

The canonical semantics of this language is as follows. An interpretation I is given by a family
I(7) of pairwise disjoint non-empty sets indexed by sorts 7, a function I(c) from I(m) X ...Xx I(7,)
to I(7) for each constructor ¢, of arity 7 X ... X 7, — 7, a subset I(P) of I(m1) X ... x I(r,) for
each predicate symbol P, of arity 71 X ... X 7, — o0, and a subset I(=x) of |J, I(7) x I(7).

Valuations p map variables z, to elements of I(7). We define the semantics I[t]p of terms ¢
by I[z]p =ar p(z), I[c(t1,--.,ta)]p =ar I(c)(I[tr]p,-- -, I[tn]p)- The semantics of formulas F' is
given by: I,p E P(t1,...,t,) if and only if (ITt1]p,...,I[tn]p) € I(P), and I,p | s = t if and
only if (I[s]p, I[t]p) € I(=), and logical connectives are defined in the usual Tarskian way. We
write I = F if and only if I, p = F for every valuation p.

An equational interpretation I is such that I,p |= s = ¢ if and only if I[s]p = I[t]p, i.e. it is
an interpretation in which I(=) is exactly the diagonal set {(v,v) | v € U, I(7)}.

Now we shall be interested in interpretations that are free, in that they will obey non-confusion
in the following way [Com91]:

Definition 1.2 An interpretation I is free if and only if:

o if ITe(s1, .-y 8m)]p = I[d(t1,- .., tn)]p, then ¢ =d, m =n, and I[s;]p = I[t:]p for every i,
1<i<my

e and if I[z]p = I[t]p, then either x =t or x is not free in t.

2 Design of LKcy

Before we introduce the rules of the sequent system LKcy,, we wish to motivate it.

Because our domains are free, an equation ¢(s1,...,8m) = d(t1,...,t,) can only hold when ¢
and d are the same constructor (in particular, m = n), and the equations s1 = t1, ..., sy =ty
hold; also, ¢ =~ t can only hold when x = ¢t or when x is not free in ¢{. The astute reader
will have recognized the basic rules for Martelli-Montanari-style first-order unification [MM82].
Consequently, to prove an implication of the form s; & t; D s2 & t2, we may replace s; = t; by its
most general unifier o; then, if sao = t20, the implication is proved. For example, S(z) ~ S(y) D
z = y holds because mgu(S(z) = S(y)) = [z := y], and z[z := y] = y[z := y].

This justifies that we consider sequents of the form o; T F A. The substitution part ¢ in effect
collects a preprocessed form of some equalities on the left of F: the above sequent has the same
semantics as the usual sequent 7, ' - A. Formally, we let:

Definition 2.1 An LKcy sequent is a triple o;T F A, where 0 = 1 or o is an idempotent
substitution in 3, and T' and A are multisets of formulas.

If o is the identity substitution [], we also write ;T - A instead of [[;T' F A. We shall write S, S’
for the multiset union of S and S’, and we shall silently coerce elements to one-element multisets.
On the other hand, the example above also justifies the following reflexivity rule:

c#£ 1, so=to
o;TFs=~t A -

When ¢ = L, the equalities that o represents are non-unifiable, i.e. they are contradictory. For
example, consider the equation 0 ~ S(z): if it occurs on the left of -, then the sequent is proved.
Hence the following absurdity rule:

(LL)

LTHA



We must not forget to actually process the equalities in the I" part, and have them mix with the
o part. This is done by the following rule:

mgu(s = t,7); T F A
o;T,s~th A ~

and we must also allow the system to conclude when the same formula occurs in the I and in the
A parts—up to equalities represented by o:

oc# 1, Ac = Bo
o; AR B, A

~

(Recall that, by convention, A and B are non-equality atoms.) Before we go on, please notice that
our use of unification has nothing to do with proof search—a topic which we shall touch upon in
Section 4—, but is just a tool for equality reasoning.

We then add the other usual sequent rules for the logical connectives, with the only change
that they now all have an additional o on the left, e.g.:

o;0,F+G,A R) o;I,GFA o;THFEA
e OB
o;T'FF DG, A oI, FOGFA

L)

This is all we need to get a sound and complete sequent system for first-order logic with
equality, as we shall see in Section 3. Notice that, assuming that our claim holds, this entails the
surprising fact that the only proof of o;T' s &~ t when o;T is not contradictory is—after some
applications of left rules—by reflexivity, i.e. by rule (=~ R).

Another fact to bear in mind is that we do not have any function symbols, apart from construc-
tors. This is in the tradition of early logicians’ work, and in particular of the Principia [WR27],
so it does not entail any loss of generality. However, doing so traditionally exacts a penalty: func-
tions have to be coded as predicates—say, the binary + function as a ternary @&(z,y, z) meaning
z & = +y. This encoding is a heavy burden to an automated prover, not so much because func-
tions have been replaced by predicates per se, but mostly because it will have to reason modulo
two new kinds of axioms: functionality axioms that express the uniqueness of the result of the
function—e.g., Vx,y,2,2' - ®(z,y,2) A ®(x,y,2") D 2 =~ z'—and totality axioms that express the
existence of the result of the function—e.g., Vz,y - 3z - ®(z,y, 2).

Of course, we might have just introduced function symbols into our calculus. Some function
symbols would be constructors, and the others would be uninterpreted. But then equality reason-
ing would start to become complex again. Recall that the title of this report includes the word
“simple”: it is one of our main motivations here to strive for simplicity.

And there is a relatively simple way to build in functionality axioms when functions are coded
as predicates. To this end, we equip each predicate symbol P with a set ¢(P) of functionalities.
Intuitively, a functionality f is a set of argument positions for P such that, given some values
at these positions, the values at the positions outside f are uniquely determined. For instance,
we shall say that the predicate @ above has functionality {1,2}, since whenever its first and
second arguments are given, its third is determined uniquely. We shall assume that it also has the
functionalities {1,3} and {2, 3}, because subtraction is also a (partial) function; that is, ¢(®) =
{{1,2},{1,3},{2,3}}. Formally, if a(P) =7 X...X 1, = 0, ¢(P) is a set of subsets of {1,...,n},
as announced in Definition 1.1.

Semantically, the interpretations that we shall consider will have to respect functionalities:

Definition 2.2 An interpretation I respects functionalities if and only if, for every P € P, where
a(P) =71 X ... X Ty = T, for every f € ¢(P), for every vi,v] € I(11), ..., Un,v), € I(Ty), if
(v1,...,0,) € I(P) and (vi,...,v},) € I(P), and v; = v} for every i € f, then v; = v} for every
ie{l,...,n}.

To express this intention in the proof system, we add one rule to our sequent system. Given
f€@(P),let f denote {1,...,n}\ f; given a finite set f =q¢ {i1,...,ix} of integers, and families



of terms (8;);5¢, (ti);>0, Write 57 ~ &7 for s;; ~ ti,, ..., 8i, = ti,. The desired rule should express
that (apart from a few notational inaccuracies):

- -

P(sl,...,sn)/\P(tl,...,tn)Dé'fzth 7n %t?

This is best expressed as a left rule, mimicking (D L),where f = {i1,...,ix} € ¢(P):
U;Fl,gf'n %anl_A U;FIFSiI%til,A O';I‘Il_sik%tik,A

O';F,P(Sl,...,Sn),P(tl,...,t") A

7

v

T

However, following our motto that the only non-trivial proof of an equality s;; = t;; is by reflexivity,
we can simplify this to:

U;Fl,g?n m%n FA é'fU:f}J

(=1)
U;P,P(sl, cees8n), P(t1, ... ,tnll- A
T
where 50 = f;0 abbreviates the list of identities s;,0 = t;,0,...,8;,0 = t;, 0.

We can simplify again by apply (&~ L) eagerly, to get the following rule:

mgu(é’?nzf?n,E);I‘,P(sl,...,sn),P(tl,...,tn)I—A o# 1 Fo=tso
o;0,P(s1y...,80), P(t1,...,tn) F A

but we won’t, as this would force a prover to apply (& L) just above (~1), restricting the generality
of LKcy; it would also force us to duplicate all the arguments that apply to (= L) for (=1) in
subsequent proofs.

The resulting calculus LKcy, is shown in Figure 1. Although you should be convinced that
these rules are sound, completeness is by no means obvious. It will turn out that soundness is not
trivial at all either. We shall investigate these properties in Section 3. (Recall that the title claims
that the deduction system should be simple, not necessarily that its soundness and completeness
proofs should be.)

We have not dealt with totality axioms. In fact, there does not seem to be a much smarter
way to deal with totality than to include totality axioms, possibly in a disguised way, explicitly
into the left-hand sides of sequents. In effect, this predicative encoding of functions makes us
consider all functions that are not constructors as partial. This might actually be an advantage in
some cases. First, this concurs with mathematical practice, where most functions are first defined
as partial functions, then proved total. Second, this is actually a quite satisfactory solution to
the problem of manipulating partial functions in program specifications, an outstanding problem
that has spurred a lot of research (see e.g., [Jon90]). In our motivating example that dealt with
cryptographic protocols, all functions that are not constructors (e.g., hash-tables) are in fact
partial by nature. It would nonetheless be interesting to be able to build in more trivial totality
axioms inside LKcy, and this is left as future work.

3 Soundness, Completeness

Let’s examine the meta-mathematical properties of LKcy: soundness, completeness with respect
to the Tarskian semantics. We shall also show that, in LKcx,, we never need (Cut). This is needed
if we wish to be able to find proofs automatically in this system.

Before we get on to soundness, though, we have to tackle a few details related to unification
and the E — mgu(FE) function.



(LL) oc#1, Ao =DBo

LA o:T,AF B,A )
c# 1, mgu(s=~t,o);I'FA I c# 1, soc=to R)
o;ls~tkEA ~ o;TFs=~t A -
fepP) o# 1 Fo=tso
O';F,P(Sl,...,Sn),P(tl,...,tn,g?nz_’?n A ( T)
o0, P(s1,...,80), P(t1, ..., ta) F A ~
o; I GFA o, THFA o;IFFG,A
(O L) ——(DOR)
o;IVFOGEA o;THFFDOG,A
———(0I)
o;,0F A
o0 F,GF A o;'FF,A o;THG,A
— (AL) (AR)
o I,FAGFA o;TFFAG,A
oI,FFA o ,GFA o;TFF,G,A
VL —(VR)
oI FVGFEA o;'FFVGE,A
o;0,Ve - F,Flz :=t|F A o; Tk Flz :=y,],A
(VL) (VR)
o; T,V - FFA o;TFVz, - F,A
(y not free in &,T',Vx, - F, A)
o0 Flz :=y,]F A o; 'k Flz :=t],3z - F, A
(3L) (3R)
o;0,3x-FFA o;T'F3x-F A

(y not free in &,T', 3z, - F, A)

o;THFFA o T,FFA
o;'FA

(Cut)

Figure 1: System LKcx,



3.1 Most General Unifiers

We shall use the unification algorithm of Figure 2 as a guide for proving certain properties of most
general unifiers. This is a simple variant of Martelli and Montanari’s algorithm (see [JK90]). We
say that a variable z is solved in E if and only if E is of the form E’,z ~ s, where z is not free
in s and not free in E'. E is solved if all the equations of E are of the form x ~ s, where z is
solved in E. Let #E be the number of free unsolved variables in E. Let also |E| be the size of
E, defined as the sum of |s = t|, (s & t) € E, where |s ~ t| =q4¢ |s| + |t|, and the size of terms
is defined by: |z| =q¢ 1, |e(t1,-.-,tn)| =ar 1 + |t1] + ... + |tn|- Here, L is a token denoting the
absence of unifiers.

(Delete) E,s~s — E
(Checkl) E,jz~t — L (x #t,z €fv(t))
(Check2) Ejt~z — L (x #t,z €fv(t))
(Bindl) E,z~t — E[z:=t,z~t (z ¢fv(t),z notsolvedin E,z ~t)
(Bind2) E;tm=z — E[z:=t,zrt (z¢&v(t))
(Clash) E,c(s1,---,8m) & d(t1,...,tn) — L (¢ #d)
(Decomp) E,c(s1,---,8m) c(t1,---,tm) — E s1xt1,...,8m & tny

Figure 2: Rules for first-order unification

Any sequence of steps Fg — Ey — ... = E, — ... obtained with the rules of Figure 2 must
terminate, since each application of a rule makes (#E, |E|) decrease in the lexicographic ordering.
To show this, observe that whenever E — E', and z is solved in E, then z remains solved in E’;
since no fresh variables are ever created, #FE never increases; moreover, #F decreases strictly in
the case of the (Bind1) and (Bind2) rules, where x becomes solved, and |E| decreases in all
other rules.

Each rule preserves the sets of all unifiers, in the sense that whenever E — E', the set of
unifiers of E is exactly that of E'. Moreover, an irreducible system E—one to which no rule

applies—must be of the form L, or 21 = t1,...,2; = tr, and must be solved. The substitution
o =gt [€1 = t1,..., Tk := tg] is therefore idempotent, and clearly unifies E.

In short, for any maximal sequence Eq — E; — ... = E, of rule applications, F,, must be L
or a solved system x1 = t1,...,Tr & t; in the first case, Ey is not unifiable, in the second case
[z1 :=t1,..., 2k := t] is @ most general unifier of Ey.

We can define mgu(Ep) as L in the first case, and as [z; := t1,...,2 := t;] in the second

case, but we wish to prove results independently of a particular algorithm. To do this, we shall
explore ways of producing all idempotent unifiers of a given system FEy. We first observe:

Lemma 3.1 Let E =4 x1 & t1,...,T; &ty be solved, and o be an idempotent unifier of E such
that domo C {z1,...,z,}. Then o is exactly [x1 :=t1,..., T 1= tg].

Proof. For every i, 1 <14 < k, since o unifies z; with ¢;, we must have o(z;) = t;0.

We first claim that z; is in domo. Indeed, assume on the contrary that o(x;) = ;. Then
x; = tijo. In particular, ¢; is a variable y, and: (a) o(y) = z;. Since E is solved, t; # x;, hence
y # ;. Moreover, (a) implies that y € dom o, so that y is some z;, 1 < j <k, j # i. But then E
contains the equations z; = t; and z; ~ t;, that is, the equations z; ~ z; and z; ~ t;. Therefore
x; is not solved in E, contradicting the fact that E is solved.

So: (b) dom o is exactly equal to {z1,..., 2}

We now claim that o(z;) = t; for every 4, 1 < ¢ < k. Since o unifies z; =~ t;: (c) o(x;) = t;0.
Since F is solved, fv(t;)N{z1,...,z,} = 0. By (b), it follows that fv(¢;)Ndom o = (). In particular,
by (c), o(z;) = t;, for every i, 1 <i < n.

The Lemma then follows from (b) and (c). O
Given a solved system of equations F =4¢ x1 & t1,..., % & tg, call domain dom E of E the
set {z1,...,Zk}



Lemma 3.2 Consider the following transformation rule on systems of equations:
(Swap) E,z=y — Ey:===zl,y~z

The (Swap) rule transforms solved systems E; into solved systems Es that have the same set of
unifiers, and such that dom E; = (dom E; \ {z}) U {y}.

Proof. Let E; =4 E,z = y and E, =4¢ E[y := z],y ~ x. Since E; is solved, z # y.

We first show that E, is solved. Write E as x1 ~ t1,...,T, = t,, where each z;, 1 < i < n,
is solved in F;. To show that FE- is solved, notice that each equation of FEy is of the form
iy ==z] =ty =2 or y = z.

e Equations z;[y := z] &~ t;[y := z]: since z; is solved in Ej, z; in particular does not occur in
x &y, hence z; # y. So each such equation is of the form z; = t;[y := z]. We claim that z; is
then solved in E. Let E' be E minus the equation z; ~ t;. Since E; is solved, we have: (a)
x; is not free in E’, (b) z; is not free in ¢;, and (¢) z; is not free in = ~ y. In particular: (d)
x; #x. Then By = E'ly := 2], (z; = t;)[y := z],y . = E'ly := 2],z ® tily == z],y = =
(since z; # y), and z; is not free in E'[y := z] (by (d) and since z; is not free in E’ by (a)),
x; is not free in ¢;[y := z] (by (d) and since z; is not free in ¢; by (b)), z; is not free in y =~ z
(by (c)). So indeed z; is solved in E.

e Equation y = z: we show that y is solved in E;. Indeed, y is not free in Efy := z], since
y # x; moreover, y is not free in the right-hand side of y & z for the same reason; so y is
solved in E» = Ely := z],y =~ z.

It follows that Es is solved.

That E; and E» have the same sets of unifiers is obvious, noticing that any unifier of either
must unify z and y first. Finally, z € dom E;, y & dom E; (since E; is solved), x ¢ dom E» (since
E, is solved), y € dom E2. Moreover, for every variable z, z is in dom E; \ {z,y} if and only if z
is in dom E» \ {x,y}. The result follows. O

Lemma 3.3 Let £ =4f 1 = t1,...,T = tr be solved, and o be an idempotent most general
unifier of E. There is a finite sequence of (Swap) steps leading from E to G.

Proof. By induction on the cardinality of domo \ dom E. If this cardinality is 0, then domo C
dom E, so by Lemma 3.1, 0 = [21 := t1,..., 2} := tg], that is, E =7.

Otherwise, let y be a variable in domo \ dom E. Let o¢ denote the idempotent most general
unifier [z1 := t1,...,3 := t] of E. It is well-known that, since oy and ¢ are both most general,
there exists a renaming g such that ¢ = ggp. Recall that a renaming is a bijective mapping from
variables to variables of the same sort. Let z be o(y).

Observe that: (a) y € domog. Indeed, y € dom ¢\ dom E by assumption, and dom E = dom oq
by construction.

Then: (b) yo = z. Indeed, by (a) yoo =y, s0 yo = yoeo = yo = <.

We claim that: (¢) y # z. Indeed, if y = z then yo = y by (b), so y would not be in dom o,
contradicting the fact that we have picked y from domo \ dom E.

It follows that: (d) z ¢ domo. Indeed, by definition y € doma, but then z is free in yo by
(b): since o is idempotent, (d) follows.

Also: (e) o(x) # x. Indeed, if o(z) = z, since by definition p(y) = x, the fact that g is bijective
would imply y = x, which is impossible by (c).

We now claim that: (f) x € domap. Indeed, otherwise xog = 2, so o = xoge = xo. But
xzo # x by (e), so xo # x. Therefore x € dom o, contradicting (d). So (f) holds.

Then: (g) zog = y. Indeed, by (d), zo = z. On the other hand, xo = zog0, so x = zogpe. In
particular, xogp is a variable, and therefore xo¢ must also be a variable z, with g(z) = z. Since
o(y) = z and p is bijective, z =y, so (g) follows.

By (f) and (g), together with the fact that £ = &, we may write E as Ey,z ~ y, with
z & dom Ej.



Consider now the substitution ogly := z,z := y]. For every z € dom oy, zo¢ does not have
any free variable in dom oy, since og is idempotent, in particular by (f),  is not free in zog; so
for every z € dom oy, zoo[y := z,z := y] = zoo[y := z]. When z =y (in particular z ¢ dom g by
(a)), then zogly := z,z := y] = z. And when z € domog and z # y (and also z # z by (f)), then
zooly = z,x := y] = 2. It follows that ogly := 2,2 := y] = Eoly := z],y ~ z; let E' denote this
system of equations. In particular: (h) E’ is obtained from E by the (Swap) rule.

Moreover, dom E' = (dom E \ {z}) U {y}, so domo \ dom E' = domo \ ((domE \ {z}) U
{y}) = (domo \ (dom E \ {z})) \ {y} (by algebra). On the other hand, domo \ (dom E \ {z}) =
(domo \ dom E) U (dom o N{z}) (by algebra), but z & dom o by (d). So domo \ (dom E \ {z}) =
domo \ dom E. Therefore domo \ dom E' = (domo \ dom E) \ {y}. Since y was chosen inside
domo \ dom E, it follows that domo \ dom E' is strictly smaller than domo \ dom E, hence the
induction hypothesis applies to E': there is a finite sequence of (Swap) rules leading from E' to
7. Together with (h), this concludes the proof. O

3.2 Soundness

We extend the = notation as follows: I,p = o, where 0 € ¥, if and only if ¢ # L and
I[z]p = I[o(z)]p for every variable z. I,p = (o;T F A) is defined as: if I, p |= o, and for every F'
inT, I,p = F, then there is a formula G in A such that I,p = G. Again, I = (o;T F A) if and
only if I, p = (o;T F A) for every valuation p.

The goal of this section is to show the following:

Theorem 3.4 (Soundness) If ;T F A is provable in LKcy, then for every free equational
interpretation I that respects functionalities, for every valuation p: I,p = (o;T F A).

Proof. We prove the Theorem by structural induction on the proof, looking at the last rule
used:

e (LL): by definition I,p }= L, so I,p = (L;T' F A) for every p, vacuously.

e (~): assume o # 1, Ao = Bo. To show that I, p = (0;T, A+ B, A) for every p, we need to
prove a few auxiliary lemmas.

Lemma 3.5 Whenever I,p = o, then I[s]p = I[sco]p for every term s.

Proof. By structural induction on s. If s is a variable z, then Ifz]p = p(z) (by
definition) = I[o(z)]p (since I,p |= o) = I[so]p. If s = c(s1,...,8n), then I[s]p =
I(c)I[s1]p, - - - I[sn]p) = I(c)(I[s10]p; - - -, I[sno]p) (by induction) = I[so]p. O

Lemma 3.6 For every s, t, if sod = to and I,p = o, then I[s]p = I[t]p.

Proof. I[s]p = I[sc]p (by Lemma 3.5) = I[to]p (since s = to by assumption) = I[t]p
(by Lemma 3.5). O

Lemma 3.7 For every non-equality atoms A, B, whenever Ac = Bo and I,p |= o, then
Ip=Aif and only if I,p = B.

Proof. Let A be P(s1,...,8,), and B be P(t1,...,t,) (observe that A and B must
have the same predicate symbol, since they are unifiable); Ac = Bo implies s;o0 = t;0 for
every i, 1 <4 <n. Then I,p = A if and only if (I[s1]p,...,I[ss]) € I(P), if and only if
(I[s1o]p,---,I[sno]) € I(P) (by Lemma 3.5), if and only if (I[tio]p,-..,I[tno]) € I(P)
(since s;0 = t;0 for every i), if and only if (I[t1]p, ..., I[tn]) € I(P) (by Lemma 3.5), if and
only if I, p = B. O

The soundness of (=) is then proved as follows. If I, p = o and I,p |E= F for every Fin T, A,
then in particular I,p = A, and by Lemma 3.7 I, p |= B; therefore I,p = (0;T, A+ B, A).
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e (* R): It I,p = 0 and I,p = F for every F' € T, then since so = to, by Lemma 3.6
Ip=s~t, hence I,p = (o;T Fs=t,A).

(= L): again, we first make a few auxiliary claims. Write I, p |= E to say that I,p = s~ t
for every equation s & t in E.

Proposition 3.8 For every substitution o, I,p /= o if and only if I,p = T.

Lemma 3.9 For every system of equations E, for every p, if I,p = E, then E is unifiable
and I, p = o, for all idempotent mgus o of E.

Proof. We show the claim by induction on (#E, |E|) ordered lexicographically. When E
is not solved, consider each of the rules of Figure 2:

— (Delete): E = E',s = s for some term s and some system E'. If I,p = E, then
I,p E E'. By induction hypothesis, there is an mgu o of E', which must also be one
of E since the rules preserve mgus; besides, for every idempotent mgu o of E, ¢ is an
idempotent mgu of E’, and by induction hypothesis again I, p = o.

— (Checkl), (Check2): E contains an equation of the form  ~ ¢ or ¢t ~ 2 with z # ¢
and z free in t. Then I,p |= E implies I, p |= = ¢, and therefore I[z]p = I[t]p. By
Definition 1.2, the latter implies that x = ¢ or that x is not free in ¢, both of which are
impossible. So it cannot be the case that I, p |= E, and this case is vacuously true.

— (Bind1), (Bind2): E = E',z = t or E = E',t = z where 2 is not free in ¢, and
is not solved in E. Let E; be E'[z := t],x ~ t, and assume I,p = E. In particular,
I,p E = =~ t, therefore I,p = [z := t]. Then, for every equation s; = sy in E',
I,p E s1 & 32, and therefore I, p = s1[z := t] & sa[z := t], using Lemma 3.5 once on
s1 and once on sz. It follows that I, p = E'[z := t], and therefore that I,p = E;. By
the induction hypothesis, £’ has an mgu o, which is also one of E; moreover, every
idempotent mgu o of F is an idempotent mgu of E;, and by induction hypothesis again,

LpEo.

— (Clash), (Decomp): E = E',¢(s1,---,8m) = d(t1,...,tn). Assume I,p = E. Then
Ie(st, - -5 8m)]p = I[d(t1,--.,tn)]p, and therefore, by Definition 1.2, ¢ = d, m = n
and Is;]p = I[t;]p, 1 < i < n. Let then E; be E',s; & t1,...,8, & t,, which is
obtained from E by (Decomp). In particular, I,p = E;. By induction hypothesis,
there is an mgu o of Ey, hence of E. Furthermore, every idempotent mgu ¢ of F must
also be one of Ep, hence I, p |= ¢ by induction hypothesis.

If none of these rules apply, E is solved. So assume E =g4¢ 21 & t1,...,Z; = t; solved. Then
0 =gt [X1 :=t1,..., Tk = tg] is an mgu of E, and o is clearly idempotent.

It remains to show that, for every idempotent mgu ¢’ of E, I, p = ¢'. By Lemma 3.3, there
is a finite sequence of (Swap) steps, say n steps, leading from E to o’. We prove the claim
by induction on n. If n = 0, we have already proved this. Otherwise, E = E',z ~ y, and we
can go from E'[ly := ],y ~ z to ¢’ in n — 1 (Swap) steps. By assumption o' is an mgu of
E, so by Lemma 3.2, ¢/ is an mgu of E'; by induction hypothesis, I, p = o'. O

We now show that (=~ L) is sound. Assume that we have derived mgu(s ~ t,7);T - A. By
induction hypothesis: (a) I,p E (mgu(s = t,7);T - A). Now assume that: (b) I,p = o
and I,p = F for every formula F in I',s &~ t. In particular, I,p = s ~ t. Moreover,
by Proposition 3.8, I,p = 7, so I,p E s = t,0. By Lemma 3.9, I,p = mgu(s = t,7),
whatever the actual definition of our function mgu, provided it returns idempotent most
general unifiers. Since by (b) I,p |E F for every formula F in T, by (a) I, p = G for some
formula G in A. Discharging assumption (b), we infer that I,p = (o5, s & t - A).
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o (=1): let f € ¢(P), 0 # L, and assume that 5ro = ffa, and that o;T, P(s1,...,8),
P(ty, .. .,tn),é'?n = f’?n F A is derived. By induction hypothesis: (c) if I,p |= o and for
every F in F,P(sl,...,sn),P(tl,...,tn),E’?n = t}n, we have I,p | F, then I,p = G for
some G in A. Now assume: (d) I, p |= o and for every F'in T', P(s1,...,8n), P(t1,...,tn), we
have I,p = F. In particular, I,p = P(s1,...,8,) and I,p |= P(t1,...,t,). Since I,p = o
by (d) and s;o = t;o for every i € f, by Lemma 3.6, I[s;]p = I[t;]p for every i € f.
Since I respects functionalities (Definition 2.2), we also have I[s;]p = I[t:]p for every i
outside f, i.e., i € f . That is, I,p E G f?n. Together with (d), this implies that
the premises of (c) are satisfied, so I,p |= G for some formula G in A. Discharging (d),
Iap': (U;Fap(sla"'7sn)7P(t1y"'7tn) }_A)

e The cases of the other rules of LKcy, are standard. The only difficulties are with the quantifier
rules. For reasons of symmetry, we shall only deal with V. The case of (VL) is trivial (but
depends on the fact that p maps every variable z, to some element of I(7), which uses the
implicit fact that I(7) is not empty).

(VR): By induction hypothesis, for every p': (g) if I, p' |= o and for every F' inT', I, p' E F',
then for some G’ in F[z := y], A, we have I,p' = G'. Assume that: (h) I,p | o and for
every F' in T, I,p = F'. Let v be an arbitrary element of I(7), where 7 is the type of
z. Let ply := v] denote the valuation mapping y to v and every other variable z to p(z).
Since y is not free in & and since I,p = @ by (h) and Proposition 3.8, I,p[y := v] E @,
hence again I, ply := v] E 0. Since y is not free in T', by (h) again I,p[y := v] E F'
for every F' in T. By (g) with p’ = p[z := v], for some G’ in F[z := y], A, we must
have I, ply :=v] E G'. If I,ply := v] = Flz := y] for every v € I(7), then by definition
Ip=Vz, - F,s01,pk (0;T FVx, - F,A). Otherwise, for some v € I(7), for some G’ in A,
I,ply :=v] = G'. Since y is not free in A, I, p = G', hence again I,p |= (o;T F Vz, - F, A).

O

3.3 Completeness
We first derive a few easy properties of LKcx,.

Lemma 3.10 For every formulas F', G: o;T,F + G, A is provable in LKcy as soon as 0 = L,
oro# L and Fo = Go.

Proof.  Observe that (&) cannot be used directly, since the closing formulas A and B are
non-equality atoms. We prove the claim by induction on O(F'), where O(F') denotes the size of F
when we do not count terms: 9(A) =g4¢ O(s = t) =qr 0(0) =g¢ 1, (F D G) =qr O(F AG) =g¢
O(FVG) =g O(F)+9(G) +1, 0(Vz, - F) =qr 0z, - F) =q¢ O(F) + 1. Note that if Fo = Go,
then 9(F) = 9(G).

If o = L, then this is by rule (LL). Otherwise, if F' is a non-equality atom A, then G is also
a non-equality atom since Fo = Go, then this is by rule (x). If F' is an equality s & t, then G is
also an equality s’ ~ t', with sc = s'c and to = t'o; then we produce the following proof:

(

R) or (LL)
L)

X

mgu(s ~t,o);T Fs' ~t

o l,s~ths ~t

Q

Indeed, letting o’ =4 mgu(s = t, o), either ¢/ = L and we use (LL); or ¢’ # L and (~ R) applies,
because s'c’ = so’ (since ¢’ is an instance of o, which unifies s and s') = to’ (since ¢’ unifies s
and ¢ by definition) = t'o’ (since ¢’ is an instance of o, which unifies ¢ and ¢').

If F is not atomic, then G is not atomic either and has the same topmost logical connective.
We deal with the cases of D and 3 as illustrations of what happens, and we let the reader deal
with the remaining cases, since this is a classical argument. If F' = F} D F3, since Fo = Go, in
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particular G = G1 D G2 with Fio = G10 and Fy0 = G50; then we produce the proof:
(induction on F», G3) (induction on Gy, Fy)

U;F,FQ,G.:[I_GQ,A U;F,Gl F'Fl,GQ,A
O';F,F,Gl F GQ,A
o;T,FFG,A

(L)

R)

If F =3z, - Fy, then G = 3z, - G4, since by a-renaming we may assume that the quantified
variable is the same in both formulae; moreover, Fioc = G0, with z, not free in 7. Let y be
a variable of sort 7 that is not free in 7,I',G, A, then by a-renaming F = Jy - Fi[z := y] and
G = Jy - G|z := y]; and we may therefore produce the proof:

(induction on Fi[z := y])

o; T, Fi[z :=y] 'I— Gi[z :=y],A
o; Uiz ==y F G, A
o;IFFG,A

The induction indeed applies, since Fi[z := ylo = Fio[z := y] (since y and z are not free in 7,
in particular neither in domo nor in any fv(zo), z € domo) = Gio[z := y] (since Fio = G10)
= G1[z := y]o (by the same argument as for F). O

(3R)

(3L)

Lemma 3.11 (Weakening) If o;T b A is provable in LKcy, resp. LKcy without (Cut), then
o;T',T F A, A’ is provable in the same system, for every o' = mgu(a, E), for every system of
equations E, for every multisets of formulas T and A’.

Proof. By structural induction on the given proof 7 of o;I' F A. First, if ¢/ = L, this is trivial:
just use (LL). So assume that ¢’ # L, in particular that o # L.
We examine the last rule of 7:

e (LL): impossible since o # L;
e (r): since Ac = Bo, Ao’ = Bo' as well, so the result is by (=) again;
e (~ R): since so = to, so’ =to' as well, so we use (~ R) again;

(~

. L): 7 ends in:

mgu(s ~ t-,E);I‘ A
o;T,s~tk A

~

so we produce:
(induction or (LLL))

mgu(s ~t,0); T, T A A 3
o T T,s~thkA A

Indeed, mgu(s = t,7') = mgu(s =~ t,7,E) = mgu(mgu(s = t,7), E) (because mgu is the
meet of the semi-lattice X ), so the induction hypothesis is applicable.

e (~71): 7 ends in the following, where f € ¢(P), and 5o = t}a:

O';F,P(Sl,...,Sn),P(tl,...,tn),g—n ~t
U;F,P(Sl,...,Sn),P(tl,...,tn) FA
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so we produce:

(by induction)

o' sT' T, P(81,...,84), P(t1,...,tn), 550 ~tw A A
o' ;T T, P(81,.--,8n), P(t1,...,tn) F A, A’

e For all other rules, the argument is a straightforward appeal to the induction hypothesis.

O

Our goal now is to show:

Theorem 3.12 (Completeness) System LKcy is complete: if I |= (o;T F A) for every free
equational interpretation I that respects functionalities, then o;T' F A is provable in LKcy,.

Proof. Let T be the (infinite) set of formulas of the form:

1.
2.

(Reflexivity) Vz, - x = x;
(Symmetry) V. -Vy, -z =y Dy =~ x;
(Transitivity) V. -Vy, -V, s Ry Ay z D~ 2;

(FCongruence) V1 7 VY17, - VZn 1, YYnr, 1 Y1 D ... DLp R Yp D (T, ,Ty) R
c(y1,---,yn) for every constructor ¢ of arity 71 X ... x 7, = 735 (if n = 0, we assume that
this formula denotes ¢ = ¢);

(PCongruence) Vo1 +, VY1 7+ VT, VYn 7, Z1 R y1 D ... DTy R yn D P(x1,...,2,) D
P(y1,...,yn) for every predicate P of arity 74 X ... X 7, = 0; (if n = 0, we assume that this
formula denotes P() D P());

(Clash) Vo1 7y oo - VTnr, - VY14 - oo YYmrr - 20(@1, -, T0) = d(y1,. -, Ym) for every
distinct constructors of ¢ and d, of respective arities 73 X ... X7, = 7 and 7{ X...x 7, = T';
(Decomp) V&1 r, YY1 1y oo o VEr 7, VYn 7, (X1, Zn) R c(Y1,---,Yn) D T; R y; for every
constructor ¢ of arity 7, X ... x 7, = 7, n > 1, and every i, 1 < i < n;

(Check) Yy; - ... Vy, - 7z = t for every term ¢ such that z # ¢ and z is free in ¢, where
{yh e Jy’n} = fV(t),

(FunCtion) v:El vyl R \Vl.’L'n Vyn /\'i"f ~ :ljf 2 P(wlr"amn) ) P(ylaayn) DI R Y

for every predicate P of arity 7y X ... X 7, = o, every f € ¢(P) and every i € {1,...,n};
by AZ; = ¢y D F, we denote the formula z;, ~ y;; D ... D z;, = y;, O F, where
f={i,- ik}, 1 <1 < ... <ip <n;if f =70, this simply denotes F.

To prove completeness, the idea is to show that LKcy is able to prove all the formulas of T'.
Since LKcy, is so close to usual sequent calculi, this is intuitively enough to conclude that LKcy
is complete. The details are a bit more complicated.

Say that I = T if and only if I = F for every F in T. On the one hand, we have the following
eagsy fact:

Proposition 3.13 FEvery free equational interpretation I that respects functionalities is such that
IET.

The following is a kind of converse:

Lemma 3.14 For every interpretation I such that I =T, there is an interpretation, called the
quotient interpretation I/, which is free, equational and respects functionalities, and such that
I'EF if and only if I/~ = F, for every formula F'.
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Proof. Assume I |=T. Then we build the quotient interpretation I' =4¢ I/~ as follows. First,
by 1.-3., I(=) is an equivalence relation on each set I(7). Let I'(T) be the quotient set I(7)/I(=),
and let T be the equivalence class of v € I(r). For each constructor ¢ of arity 7 X ... x 7, = 7,
define I'(¢) : I'(m1) x ... x I'(m,) — I'(7) as the function mapping 1, ...,0, to I(c)(vi,...,vn);
this is well-defined, that is, independent of the choices of v € 71, ..., v, € T, because I obeys 4.
For each predicate symbol P of arity 71 X...X 7, — o, let I'(P) be the subset of I'(11) X ... x I'(13,)
consisting of all tuples (v1,...,7,) such that (vq,...,v,) € I(P); this is well-defined because I
obeys 5. Define also I'(x) as the set of all (v7,73) such that (vi,v2) € I(=), that is, as the
expected diagonal set of all (7,7), 7 € |J, I'(7). Therefore I' is an equational interpretation.

Moreover, it is easy to see that, for every formula F', I, p |= F if and only if I',p |= F, where p
maps every variable z to p(z): indeed, we first show by induction on the term ¢ that I'[t]p = I[t]p
for every t; then, we prove the claim by induction on F: the case of atoms is by definition, and
the induction case is trivial.

It follows that I = F if and only if I' | F for every formula F'.

Also, in particular I' = T. Then, by 6.-8., I' is a free interpretation, and by 9. it respects
functionalities. m|

Lemma 3.15 For every interpretation I such that I =T, I = (o;T F A) if and only if I/~ E
(o;T F A).

Proof. Trivial consequence of Lemma, 3.14. O

Now assume that: (a) I = (0;T' F A) for every free equational interpretation I that respects
functionalities. If o = L, then o;T'F A is proved by (LL).

So assume that ¢ # L. We claim that: (b) for every interpretation I, I = (T,7,T - A),
that is, by definition, for every valuation p, if I,p = F for every F € T,5,T, then I, p = G for
some G € A. Since T is a collection of closed formulas, this is again equivalent to: (c) for every
interpretation I, if I = T then I |= (0;T F A). Let’s therefore show (c¢). To this end, assume
that I = T. I/= |= (0;T F A) since I/= is a free equational interpretation I that respects
functionalities by Lemma 3.14, and by assumption (a). So by Lemma 3.15 I = (o;T F A):
therefore, (c), hence (b) follows.

So T,7,T',—A, where —=A denotes the set of all formulas =G, G € A, is first-order unsatisfiable.
Since first-order logic is compact [GLM97], there must be a finite subset Ty;, of T such that
Ttin, 0,1, A is unsatisfiable. Consider the natural deduction system ND of Figure 3, which is
complete for first-order logic, in the following sense: for every multiset of formulas A, for every
formula F,if I |= (A + F) for every I, then A - F is provable. It follows that: (d) T¢in,o,T,~A F 0
is provable in ND. We shall translate this ND proof to an LKcy, proof of o;T F A.

Since LKcy, is so close to a traditional sequent system, why don’t we use a sequent system
instead of ND, then? Indeed, it might seem better to take a proof of Ty;n,o,I' F A in some
sequent system close to LKcy, and to translate the latter, recursively, to a proof in LKcy, of
o;T + A. However, the given sequent proof of T¢;,,7,I' - A will use left rules which will destroy
the structure of the formulas in T;,. So, the left-hand sides of sequents in the given sequent
proof will have an almost arbitrary shape. This means that we cannot define such a translation on
sequents of the exact form T%;,,7,I' F A only, and we have to show that we can translate every
sequent proof of sequents of the form I'y - A satisfying some invariant to be found. This invariant
should hold of every sequent of the form T';,,7,I' F A, and should be preserved by the left rules.
Despite our best efforts, we did not find such an invariant.

This is why we choose instead to translate a natural deduction proof of T, o,I',7A F 0 to
an LKcy proof of ;' F A: in natural deduction, there is no left rule, and our problem vanishes.

Lemma 3.16 Whenever o is an idempotent substitution, other than L, and Ty;n, o, A F F is
provable in ND, then o; A b F is provable in LKcy.

Proof. The claim is proved by structural induction on the given ND proof of T;,,7,A F F.
The most important case is when the last rule is (Az), then F is in Tf;,, o or A. If F is in A,
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(Az)

AMNFEHF

ANFEG AFFDG AFRF
S22 5 (- B)
AFFOG ARG

AFO A-FFO

—— (0E) ——— (==E)
ARF ARF
AFF ARG AF-Fi ANF ,
AR ARG T (AE)i=1,2
AFFAG AFF;

A+ F; , AFFVG MFFH AGHH
—— (VL;),i=1,2 (VE)
ARV E A+H

AF Flz :=y;] AFVz,-F b»t:T

— (D) (VE)

AbVz, - F AF Flz =1

(y not free in A)

AF Flz, :=1] Dt:T(EII) AF3z, - F AbVz,-(FDQG)

Ar3z,. - F ARG

(z not free in A, G)

Figure 3: The natural deduction system ND

then the result follows from Lemma 3.10, since o # L. If F' is in 7, then F is of the form z =~ ¢,
and the Lemma follows from the following proof:

(~ R)

o;AFx =t -

Indeed, zo =t (since z = t is in @) = to (since o is idempotent). If F' is in Tt;p, then F is in T,
and we have to consider the following 9 cases:

1. (Reflexivity)
~R
iFrrx ( )

iEVzcr R

2. (Symmetry)

mgu(z = y);ity~z

ixRyFy~ra

iFesyDy~zx

iEVz, Yy, zrRyDy=x
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. (Transitivity)

(= R)

L)

L)
(AL),(D R)

3 x (VR)

Q

mgu(z = z,y = z2);Fr =~z

Q

mgu(z = y)y~zbrxz

R

TRy, YyRzETR 2

iFecyANy~zDrrz

iEVe, Yy, -Vz,  eryAyszDdarxz

. (FCongruence) We go a bit faster now:

(~ R)
mgu(Ty X Y1,---,Tn X Yn);- (T, ..., 2n) R c(Y1,---,Yn)
nx (~ L)
JEL R YL, Ty R Yy Ec(T1,. ., Tn) R (Y1, - Yn)
Vo -Yyr oo Ve Yy, 21 Ry1 D ... D2y B Yp D (X1, Zn) B c(Y1,---,Yn)
where the last line is by (D R) n times, then (VR) 2n times.
. (PCongruence)
(=)
mgu(Ty X Y1,---,Tn B Yn); P(x1,-- - 20) F Plyt,---,Yn) (~ L)
x (~
3T R YL,y T X Yn, P(@1,. o 20) F P(y1, .-, un) 5 R)
(XL R YLy ey T R Yn b P(@1,. ., 20) D P(Y1,---,Yn)
Ve, -Vyr oo V2 - Yyn 21 Rt Ao . AZp R yn D P(x1,...,20) D P(y1,.--,Yn)

where the last line is by (O R) n times, and (VR) 2n times.

. (Clash) Recall that —F abbreviates FF D 0. If ¢ and d are distinct constructors, then
mgu(e(z1,...,2,) = d(y1,...,Ym)) = L, therefore:

(LL)
10
(= L)
;e(@1, ..y Tn) 2 dY1,.--,ym) O
(O R)
sk e(xy, ..oy xn) 2 dyr, - -5 Ym)
sEVzy -V, Yy Yy s e(Z, ) AL, Ym)
where we use (VR) n 4+ m times in the last line.
. (Decomp) Let 1 <4 < n, then:
(~ R)
mgu(T1 R Y1, - Tn R Yn)ik T R y;
se(@r, - n) B e, un) Fai R Y =1
- CR)

;}_C(mla--'amn)%C(yla'--ayn) DT RY;

sEVz - Vyr - Vo - Yy - o(21, ., Z0) R (Y1, -+, Un) D Ti B Y;
where the last line uses (YR) 2n times.
. (Check) If z # t and z is free in ¢, then mgu(z ~ t) = L, so:
(L

>

;-0

;mztl—O(
(

ikt

Q

L
R)

V)

n X (VR)

sEYyr - Yy, et
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9. (Function) Let & be the cardinality of f:

- - (~ R)
mygu\r{,..n} = y{1,...,n})§P(371; s Tn)y P(yt, .o yyn) F i Ry nx (~ L)
7ff %zjfrp(ml:7mn)7P(y177yn)7f7" z:'j?" l‘.’L‘, Y (NT)

7ff%g’fap($l7awn)ap(ylaJyn)l_wz%yz
;l—\7’:c1-Vyl-...-an-Vyn-/\ffzg’fDP(;z:l,...,a:n)DP(yl,...,yn)Dwimyi

where the last line uses (D R) k + 2 times, and (VR) 2n times.

When the last rule in the ND proof of Ty, 7, A F F' is not (Az), then we use standard natural-
deduction-to-sequent-translation arguments to build an LKcy, proof of o; A F F. Let (W) denote
the admissible rule of weakening (Lemma 3.11), and (Close’) denote the admissible rule general-
izing (=) to non-atomic formulae introduced in Lemma 3.10. We examine each non-(Az) ND rule
in turn:

(D I): this is by (D R). That is, by induction we have a proof of o; A, F - G, so by (D R), we
get the desired proof of o; A F F D G.

(O E):
: O';A-I— F
. — (Clos¢!) ———
o;AFF DG o N,GFG o;AFF,G
— (W (o L)
o;AFFDG,G o A,FOGFG
(Cut)
o AFG
(~-B):
: ———(0I)
o;N,mF+F0 o;A,—-F,0F
(Cut) ———  (Close')
o;\N,—-F o;A\,FF-0,F
— (W) —— (OR)
o;N,-F+FF o;A+-—-F F
(Cut)
oA+ F
(0E):
O';A‘l- 0
— (W)
o;N,-FFO
R (B
o;AFF
where we use the admissible (-—FE), as derived above.
(AI):
o; AFF o; A+ G
R)
o AFFANG
(AE;), i =1,2:
. ———— (Close)
U;A"Fl/\FQ U;A,Fl,FQI—E
w (AL)
O';AI_Fl/\FQ,.FZ' U;A,Fl/\FQI_.Fi
(Cut)

o; A+ F;
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(VI;),i=1,2:

O’;A‘}_E
O';A|_F1,F2
O—;A}_FIVFQ

(W)
VR)

s AFFVG w o AFFH o;AGFH
oA FVG H o;N,FVG+H
o;A+FH

(VI): this is exactly (YR), assuming that y is not free in Vz, - F' either: we can do this without
loss of generality, by replacing y by a fresh variable throughout the ND proof if necessary first.
(VE): let t be of type T, then:

Cut)

. (Close")
o; AV, - F o; ANz, - F,Flz =1t F F[z :={]
w (VL)
o; AV, - F Flz :=t] oy AV, - F + Flz :=1]
(Cut)
o;AF Flz :=1]

(3I): let t be of type 7, then:

a;Al—F[x =t

W)
o;AF Flz:=t],3z, - F
(3R)
o;AF 3z, - F

o AFVz, - F>G
: o AFF DG
a;AijT-F o;N,FFG
U;A}—Ela:T-F,G(W) o;\,Jz, - FFG
o;AFG
where (D U) is the following derived rule:

(VE)
o U)
(3L)
(Cut)

O';AI-‘FDG -
o NM,FFFD>G o;N\,F+ F
o \,FFG

(Close')
(D E)

O

By Lemma 3.16 and (d), o; ', =A F 0 is therefore provable in LKcy,. Using (Cut) together with
a proof of o;T',—=A, 0 - obtained by (0L), we get a proof of g; T, =A F. Letting A be Gy,...,Gy,
we claim that there is an LKcy proof of o;I' = A. This is by induction on n. If n = 0, this
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is obvious, otherwise, by induction there is an LKcy proof of o;T, -G, F G1,...,Gr_1, and we
build the following;:

. (Close')
o;0, -G, FGy,y...,Gp1 oG, FGy,...,Gp_1,Gy,0
w (ODR)
U;Fy—‘Gn - Gl; .- -7Gn717Gn J,F = Gl: te JanlaGﬂJ_'Gn
(Cut)
o;TFGy,...,Gy
This finishes the proof. |

3.4 Cut Elimination

Theorem 3.12 is nice, but heavily relies on the (Cut) rule. The purpose of this section is to show
that we never actually need (Cut). We roughly follow [GLT89], Chapter 13, except that our (Cut)
rule is an additive instead of a multiplicative cut. The latter is an inessential difference once we
have weakening and contraction. We shall see that the latter are derived rules in LKcy, even
without (Cut).

Referring to the notations of Figure 1, call a formula occurrence principal in a rule if it is
explicitly shown in the conclusion of this rule (i.e., if it is not an occurrence inside the T' or A
components), and active in some premise if it is explicitly shown in this premise (again, this means
not in I" or A).

Define the degree O(F) of a formula F by: 9(A) =4 O(s = t) =qr 0(0) =a¢ 1, O(F A G) =q4r
O(FVG) =4s O(F D Q) =gt max(0(F),0(G)) + 1, 0(Vz, - F) =q¢ 0(Fz, - F) =q¢ O(F) + 1.

In an instance of (Cut), the occurrences of the formula F that are active in the premises are
called the cut formulas. Their degree is the same, and is called the degree of the cut rule. The
degree O(r) of a proof 7 is the sup of the degrees of its cut rules, and 0 if 7 is cut-free (i.e., if 7w
does not use (Cut)). Let h(m) denote the height of a proof, defined as 1 is it ends in a rule with
no premise ((LL), (=), (= R), (OL)), as max(h(my), h(ms)) if it ends with a cut with premises
proved by m; and 7, respectively, otherwise as max;(h(m;))+ 1, where 7; ranges over all immediate
subproofs of 7.

We first prove a few technical lemmas.

Lemma 3.17 Let o be an idempotent substitution, such that soc = s'o andtoc = t'o; then mgu(s ~
t,0) = mgu(s' = t',7).

Proof. First, let o’ be mgu(s = t,7). We show that ¢’ is L or unifies both s’ ~ ¢ and 7. If ¢’
is not L, then since o > o', ¢’ unifiers every pair of terms that o unifies, in particular 7; indeed,
o unifies & because o is idempotent. Moreover, s'¢’ = so’ (since o, hence ¢, unifies s and s')
= to’ (since o' unifies s and ¢ by construction) = t'¢’ (since o, hence ¢', unifies ¢ and ¢'). In short,
mgu(s' = t',7) = mgu(s ~ t,0). Symmetrically, mgu(s & t,7) = mgu(s' = t',0). O

Lemma 3.18 (Substitution Replacement) Assume o =o'. If 0;T F A has a proof of degree
d and height h in LKcy, then so does o’;T F A.

Proof. Easy structural induction on the given proof of ;' - A. |
Define T'e = Io for multisets T' and T' by: (Fi,...,F,)o = (Gy,...,Gy)o if and only if
n =m and for some permutation p of {1,...,n}, for all i, 1 <i < n, Fio = Gy;0.

Lemma 3.19 (Rewriting) If o; T+ A has an LKcy proof of degree d and height n, o # L, and
I'oco =T"o, Ao = A'o, then o;T" F A’ has an LKcy proof of degree at most d and height at most
n.

Proof. By structural induction on the given LKcy, proof 7 of ;' - A. Examine the last rule
in the proof:

e (LL): trivial.
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e (r): mproves o;I'1, A+ B, Ay, and (I'1,A)o =T"o, (B,A1)o = Ao, so I is of the form
I, A", with Ao = A’o, and A’ is of the form B', A}, with Boc = B'c. In particular, we
produce the desired proof of o; T}, A’ - B', A} by (=); its degree is 0, its height is 1, just
like 7. The (=~ R) case is similar.

e (~?1): w proves o;T1, P(s1,...,8,), P(t1,...,t,) = A from the premise o;T1, P(s1,...,58x),
P(ti,... tn), 55 & t}n F A, where f € ¢(P), and 85 = i;, and (T'1,P(s1,---,5n),
!

P(t1,...,t))0 = "o, and Ao = A’c. In particular, I' is of the form I}, P(s},...,s.),
P(ty,...,t,), where I'io = I'{o, s;0 = sio and t;o = tio for every i, 1 < i < n. By in-
duction hypothesis, there is a proof of depth at most d and height at most n — 1 of o;T",
P(sy,...,sh), P(t],... ,t;),s’?n = t’?n F A’. Since s’y = t'f, applying (=1) once yields the
desired proof of depth at most d and height at most n of o3, P(s},...,s),), P(t},...,t))
F A

e (= L): w proves o;T'1,s = t - A from the premise mgu(s ~ t,7);T1 F A, and (Ty,s ~
tyo = "o, Ac = A’e. So I is of the form I, s’ ~ t' with I'yo = To, so = s'o, and
tc = t'o. By induction hypothesis, there is a proof of depth at most d and of height at
most n — 1 of mgu(s ~ t,7);T) F A’. By Lemma 3.17, mgu(s = t,70) = mgu(s' = t',7),
so by Lemma 3.18, there is a proof of depth at most d and of height at most n — 1 of
mgu(s' ~ t',7);T}] F A’. Using (~ L), we get a proof of depth d and height at most n of
o, s mt' H A

e For all other rules, this is a straightforward appeal to the induction hypothesis.
O

Lemma 3.20 (Weakening) If o;T F A has a proof of degree d and height n in LKcy, then
o';T",T' = A, A" has a proof of degree at most d and height at most n in LKcy, for every o' =
mgu(a, E), for every system of equations E, for every multisets of formulas T' and A'.

Proof. Replay the proof of Lemma 3.11, taking care of degrees and heights. O

The main difficulty in showing cut-elimination occurs when considering cuts between proofs
ending on quantifier rules whose principal formulas are the cut formulae. We need to show that
whenever we can prove a given sequent in LKcy,, then we can prove the same sequent with some
variable y replaced by some term ¢ of the same type, by a proof of no larger degree and height.
This will be established, in a slightly different form, in Lemma 3.22 below.

Given two systems of equations F; and FE», write E1 v FE, if and only if E; is not unifiable, or
mgu(E1) v+ E2. For short, we agree that L+ E for every system of equations E (we say that L
unifies every system of equations), that L+ 1, and that E+ L if and only if F is not unifiable.
With these conventions, Fy v E5 if and only if mgu(E )+ E,. Notice that an equivalent definition
is: E1 v+ FEs if and only if every unifier of E; is also a unifier of E5, where L has no unifier by
convention.

Lemma 3.21 The following hold:
(1) If Ey v Es, then Eyov Exo for every substitution o.

(#3) If E1,Eavw E3, and Es is a collection of reflexivity equations (equations of the form t ~ t),
then E1 | E3 .

IfEla,El— EQ, then El,EI— E2.
If Ey,ov Es0, then also Ey,ov Es.
IfEll—E3, then El,E2l—E3.

If 6 is an idempotent substitution, then FE10 v Fy0 if and only if E1,0v E,.
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Proof. (i): let o1 be mgu(E;) and o7 be mgu(E10); if o] = L, the result is clear. Otherwise,
o} unifies E;o, that is, Ey007] is a collection of reflexivity equations, so oo} unifies E;. It follows
that ooy is an instance of mgu(E,), that is, of o1. Since Ej v E», that is, since o1 unifies Es, its
instance ooy also unifies FEo; it follows that o} unifies Eso.

(i7): let o be mgu(E,); it is easy to see that o = mgu(FE1, E2) as well, so ¢ unifies Fj.

(7i1): let o' be mgu(E;1,7). Then o' unifies every equation s ~ ¢ in E;, and also s with so
and ¢ with to (since ¢’ unifies 7); so it unifies so with ¢o, and this for every equation s ~ ¢ in E.
So o' unifies Ey0. Moreover, by definition ¢’ unifies 7, so ¢’ unifies F10,7. Since E10,7+ FEs, it
follows that ¢’ unifies F5.

(1v): let ¢’ be mgu(E;,7). By assumption, ¢’ unifies F»0, so ¢’ unifies every equation so = to,
for every s ~ t in Es. Since ¢’ unifies 7, ¢’ unifies s with so and t with to, so ¢’ unifies s ~ ¢, for
every s & t in Ey. Therefore, o' unifies Fs.

(v): let 0 be mgu(FE1, E;). Then o unifies Ey, in particular, so it is an instance of mgu(E).
Since E; v+ Ej, it follows that o also unifies Ej.

(vi), if direction: since E1,8w Es, it follows that E16,060+ E, by (i). But 86 is by definition
the set of all equations z6 ~ 266, € dom#6. Since @ is idempotent, z8 = z6, so 06 is a set of
reflexivity equations, therefore by (i7), E10 + E26.

(vi), only if direction: since E;0w E»6, by (v) E16,8 Eqf, so by (iii) and (iv), Fy,0-E,. O

Lemma 3.22 For every idempotent substitution 6, if ;T = A has a proof of degree d and height
n in LKcy, then mgu(c0);T0 - A6 has a proof of degree at most d and height at most n.

Proof. That is, we can apply substitutions 8 to whole proofs. We prove the result by structural
induction on the given proof of o;T' - A. We examine the last rule: if this is (LL), the result is
trivial. Otherwise, if mgu(gd) = L, then mgu(c0);T0 F A6 has a proof by (LL), with degree 0
and height 1, so the result is clear. So assume that o # L, mgu(a0) # L, and examine each rule
in turn:

e (= R): we have derived ;T F s = t,A, using s¢ = to. The latter means 7+ s =~ t. By
Lemma 3.21 (v), 7,0+ s ~ t. By Lemma 3.21 (i), 30,00 + s6 ~ tf. Since  is idempotent,
6 is a collection of reflexivity equations, so by Lemma, 3.21 (ii), 30+ s0 ~ tf. This means
precisely that g6 unifies s6 ~ t0, so mgu(c0);T0 - Af, s6 ~ t0 is provable by (~ R) again.
The case of (~) is similar.

e (~ L): we have derived o;T',s & t F A from a proof of mgu(s ~ t,7); T F A of depth d and
height n — 1. By induction hypothesis: (x) there is a proof of mgu(mgu(s ~ ¢,5)0);T6 - Aé
of depth d at most and height n — 1 at most.

We claim that mgu(c6,sf = tf) is an instance of mgu(mgu(s ~t,7)0). Indeed, 7,5 =~
t-mgu(s & t,0) trivially, so by Lemma 3.21 (3) 70, s6 =~ tf+mgu(s =~ t,7)6. By definition,
this means that mgu (a0, s6 ~ t0) unifies mgu(s ~ t,7)0. Therefore, mgu(ad, s6 ~ t0) is
indeed an instance of mgu(mgu(s ~ t,7)6).

In particular, mgu(c0, s =~ t0) is equivalent w.r.t. = to the mgu of mgu(mgu(s =~ t,7)0)
and some system of equations E: just take E =q4r mgu(c0, s6 ~ t0) itself. It follows from
(%), Lemma 3.20 and Lemma 3.18 that we can build a proof of mgu(c8, s ~ t6); 6 - Af of
depth d at most and height n—1 at most. By rule (= L), we infer a proof of mgu(c8); 8, s ~
t F A6 of depth d at most and height n at most, as desired.

e (~71): we have derived o;T', P(s1,...,8n), P(t1,...,tn) F A from a proof of the sequent o; T,

P(s1,...,8n), P(t1, .. tn), 5 & t}n F A of depth d and height n — 1, where f € ¢(P),
0 # 1, and 850 = ;0. In other words, G+ 55 ~ t7, s0 G0+ 516 ~ 170 by Lemma 3.21 (i),
therefore mgu(c6) unifies 570 ~ ;0. We conclude by the induction hypothesis and rule

(=~1) again.

e (VR): we have derived ¢;T F Vz, - F, A from a proof of o;T F F[z := y,], A of depth d and
height n — 1, where y is a variable that does not occur free in &, ',V - F, A. Without loss of
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generality, we may assume that dom 6 is included in the set of free variables of &, ', V- F, A,
so y ¢ dom 6. By induction hypothesis, there is a proof of mgu(c);T'0 + Flz := y,]0, A8 of
depth at most d and height at most n—1. Since y € dom 6, and since by a-renaming we may
assume that z does not occur free in any term 26, z € dom#, Flz := y,]0 = FO[z := y,].
We conclude by rule (VR). The case of rule (3L) is similar.

The cases of all other rules are straightforward. m|

Lemma 3.23 (Reflexivity Elimination) Whenever so = to, if 0;T',s ® t b A has a proof of
degree d and height n in LKca, then 03T F A has a proof of degree at most d and height at most
n.

Proof. By structural induction on the proof 7 of o;T',s & t F A of degree d and height n, we
show the result under the slightly generalized assumption that ¢ = L or so = to. When the last
rule of 7 is (= L) and s = t is the principal formula, we have deduced o;T',s &~ ¢t - A from a proof
7' of mgu(s 2 t,7);T - A of degree d and height n — 1. Then mgu(s ~ t,7) = o, since ¢ unifies
s & t, so by Lemma 3.18 there is a proof of o;T' F A of degree d and height n — 1, and the claim
is proved. All other cases are direct appeals to the induction hypothesis. O

Lemma 3.24 Given any LKca proof of the form:

- - TTo

o:TF Fy,A o;T,FpF A
(Cut)
o;T'FA

where 0(Fy) = d, 0(m) < d and d(m2) < d, then we can build effectively an LKcy, proof © of
o; T+ A with 9(w) < d.

Proof. By induction on h(m) + h(ms). If Fy is not principal in the last rule Ry of m or Fp is
not principal in the last rule Ry of ma, then this is by induction hypothesis (in case the rule has
no premise, this terminates the proof). So deal with the cases where Fp is principal in R; and in
R>. We have the following cases:

e Ry = (r), then Fj is a non-equality atom, hence Rs must be one of the following rules, since
these are the only ones where a non-equality atom may be principal on the left of the F sign:

e Ry = (~):
oc# 1, Ao = Fyo U;éJ_,F()O':B(T( )
o:T, A+ Fy,B,A T, A FyF B,A (=)

(Cut)MU;F,AI—B,A
o;TAF B, A

since indeed Ao = Bo.

e Ry = (&1), then Fy is of the form P(sy,...,s,); let f € ¢(P), with o # L, 50 = tyo.
The left premise of the cutis ..., A+ P(s1,...,8,),-.. with Ac = P(s1,...,8,),0, and the
right premise is ..., P(s1,---,8,), P(t1,---,t,) F ..., and we have two cases, according to
whether A and P(t,...,t,) are equal or not.

In the first case, when A and P(ty,...,t,) are not equal, the cut looks like:

- 7
o;T, A, P(s1,---,58n),
Ao = P(sy,...,8,)0 =) P(ti,...,tn), 55 m}n I—A( N
oD Pty tn), AF o T, A P(s1, ... sn)y
P(Sl,...,Sn),A P(tl,,tn) A (Cut)

o;T, A, P(ty,...,ta) F A



and we transform it as follows. First, Ac = P(s1,...,8,)0, so Aisof the form P(u1,...,u,),
with u;o = s;o for every i, so u;o = t;o for every ¢ € f and we produce:

(=) 2
J7FaA7P(t17 7tn)7 U;F,A,A,P(tl, Jtn)J
’U/?n ~ 7" F A,A U?n ~ t?n FA (*
03T, A, Pty .. ty), T zf?n FA ()
0T A, Pty,...,tn) F A -
where 7} is obtained from 7, by Lemma 3.19, which allows us to replace P(ty,...,t,) by
A, and (*) is by induction hypothesis.
In the second case, when A and P(t;,...,t,) are equal, the cut looks like:
T

o; T, P(s1,...,8n),
P(tl,...,tn),g?n %'E‘—n A

(=) ;T P(s1,...,8n),
P(ty,...,tn) FA

P(tl,...,tn)a:P(sl,...,sn)a
U;F,P(tl,...,tn) I-P(Sl,...,sn),A

(Cut)

o; T, P(ty, ... tn) F A

and we transform it as follows. Notice that, since s;o = t;o for every i, the equations
$i R ti, 1 € fn, in the conclusion of 7} are all such that s;o = t;0. So by Lemma 3.23, there
is a proof @Y of o;T', P(s1,...,8n), P(t1,...,tn) - A of depth at most d and height at most
n — 1. This allows us to produce:

) s

U;F,P(tl,...,tn) I—P(sl,...,sn),A( O';F,P(Sl,...,Sn),P(tl,...,tn) l_(A)
*
o;0, P(t1y...,tn) F A

R; = (= R), and Fy is an equality s = ¢, then since Fj is principal in R, as well, Ry must
be (~ L), and we transform:
 m
oc# L, so =tc mgu(s=~t7);TFA
o;TkFs=~t A o;l,s~tkE A
o;T'FA

(Cut)

into the proof of o;T F A obtained from 7 by Lemma 3.18, noticing that, since so = to,
mgu(s & t,0) = mgu(o) = o.

R; = (D R), so Ry = (D L) (in particular R is not (x2), since the principal formula in (=)
cannot be an implication); we transform:

L my
o;IFFG,A o;IGFA o;THFEA
—— (DR L)

o;THFF DG A o I,FOGFA
(Cut)
oA

where 71, wh, w4 are proofs of degrees < d, and of heights at most h(m) — 1, h(m) — 1,
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h(m2) — 1 respectively, into the following proof =

] )
Ll oIF-GA o;T,GFA
o;T'FF A o;0F A
(Cut)

o;TFA

where (%) is obtained by first weakening 7} by Lemma 3.20 to a proof 7y’ of o;',G + F, A,
of degree < d and of height at most h(m2) — 1, then by using the induction hypothesis, since
h(m}) + h(my") < h(m) + h(m2) — 2 < h(m1) + h(m2); this yields a proof 7’ of o; ', F - A of
degree < d. Since 9(F) < d, it follows that 7 is again of degree < d.

¢ Ri = (AR), so Ry = (AL); we transform:

! ol .
o;T'FFA J;FI—G,AR o;0F,GFA

AR) — " (AL)
o;THFFAGA oI, FAGFA

(Cut)
o;'FA
into:
! 7
! o;THFF,A o T,FEGFA
o;THG,A o;IGEFA
(Cut)
o;TFA

where (%) is by first weakening 7] to a proof of o;T',G F F, A, then applying the induction
hypothesis. As above, the resulting proof has degree < d.

¢ Ri = (VR), Ry = (VL); we transform:

x W i
o;T'FF,G,A osFFA o;T,GEFA
———— (VR VL)

o;THFFVGE,A o;I,FVGFA
(Cut)
o;'FA
into:
! 7
o;THFF,G,A o;T,FFA Ll
* -2
o;'FG,A o;I,GFA
(Cut)
o;TFA

where (%) is by first weakening 7 to a proof of o; T, F F G, A, then applying the induction
hypothesis. As above, the resulting proof has degree < d.

e Ry = (VR), Ry = (VL); let t be a term of type 7, and assume that y, is not free in 7,T, A.
We transform:

ST ST
o;TF Flz = y;],A o;0 Nz, - F,Flz :=t]F A
VR) (VL)
o;TFVx, - F,A o;0\Ve, - F A
(Cut)
o;TFA
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into:

571'1 7Té
Dy =] o; T FVe, - F,A o0V, - F,Flz :=1{] l-e)
o; 'k Flz :=t],A o0, Flz :=t]F A
(Cut)

o;TFA

which we now explain and justify. Notice that we may assume without loss of generality

that [y := t] is an idempotent substitution. Otherwise, first replace y by a fresh variable z,
throughout 7{: we can do this, by Lemma 3.22, noticing that [y := 2] is idempotent. So
assume that [y := t] is an idempotent substitution: then by Lemma 3.22 there is a proof
of mgu(aly := t]);T[y := t] b Flz := y]ly := t], Aly := t], that is, since y is not free in
o,I\Vx, - F,A, of mgu(o);T F Flz := t],A. Since mgu(c) = o, by Lemma 3.18, there
is also a proof of o;T + F[z := t],A: this is the proof named 7{[y := t] above. Notice
that this proof has degree < d and height at most n — 1. On the other hand, step () is
obtained by induction hypothesis after weakening on 7;. The induction hypothesis applies
since h(my) + h(m}) = h(m1) + h(m2) — 1 < h(w1) + h(m2). Finally, the last instance of (Cut)
has degree O(F[z :=t]) = 8(F) < d.

e The argument is similar when Ry = (3R) and R, = (3L).

Finally, it is clear that the processes described above are all effective. O

Theorem 3.25 (Cut Elimination) Every proof of o;T' + A in LKca can be effectively trans-
formed into one of the same sequent that does not use (Cut).

Proof. We first claim that: every proof of o;T' F A of degree d > 1 can be effectively transformed
into one of degree at most d — 1. This is by structural induction on the proof: if it ends in a non-
(Cut) rule, or a (Cut) rule of degree < d, then this is by induction hypothesis, otherwise this is
by induction hypothesis and Lemma 3.24.

The Theorem follows from the claim, by induction on d. O

4 Proof Search

As is usual, we obtain a free-variable tableau method by turning sequents upside-down, looking
for a cut-free proof in LKcy,. The search for terms ¢ in the case of rules (VL) and (3R) is done
by representing the unknown value of ¢ by a so-called free variable X. (We shall instead call such
variables ezistential variables, to avoid the risk of confusion with the notion of free variables of
terms. By contrast, the variables in )V that we have considered until then will be called universal.)
The application of some of the rules will then impose some unification constraints on terms built on
free variables, thus determining the possible values of t. Traditionally, the only rule that generates
unification constraints is the axiom:

————— (Az)
:T,FFF,A

where some formula on the left of the sequent has to be unified with some formula on the right,
yielding the common formula F.

In LKcy, the corresponding rule is (). Observe that the unification problem is more compli-
cated, as (~) itself is more complex than (Az). Moreover, (LL), (= R) and (~1) will also impose
some unification constraints. To deal with this situation, we separate the problem of generating
the constraints from that of solving them.

4.1 Constrained Tableaux

First, we make the following observation:
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Lemma 4.1 Consider the following restrictions of (VL) and (3R):
o;0)Vz, - F,Flx :=1t]F A I o;T'F Flz :=¢],3z, - F,A
o;0,Ve, - FEA o;TF3x, - F,A

where bt : T and fv(t) C fv(a,T,Vz - F, A).

Let LKc,, denote the restriction of LKca, where the only allowed instances of (VL), resp. (AR),
are instances of (VL™), resp. (AR™). Then, any sequent that has a cut-free proof in LKcy has a
cut-free proof in LKc.

(3R7)

Proof. By induction on the height of the given cut-free proof in LKc,,. This is clear if the last
rule is anything except (VL) or (3R). In case the proof ends in an instance of (3R), it is of the
form:
.
o;TF Flz:=t],3x - F,A
(3R)
o;TF3x-F A

where 7 is cut-free. Let y1,,,-..,yk,, be the free variables of ¢ that are not free in 7,T',3z - F, A.
Recall that there exists a ground term of type 7, for each sort 7 (Definition 1.1): for each 4,
1<i <k, let t; be some ground term of type 7;. The substitution 6 =g¢ [y1 := t1,...,yr := t&] is
ground, hence idempotent. By Lemma, 3.22 with d = 0 and n = h(n1), there is a proof of degree at
most 0 (hence a cut-free proof) and of height at most n of mgu(0);T0 F F[x :=t]0, (3z - F)8, A6.
Since dom @ does not intersect fv(7,I',Vz - F, A), the latter sequent is exactly mgu(7);T' F Flz :=
t6],3z - F,A. Since mgu(o) = o, by Lemma 3.18, there is also a proof of degree at most 0 (a
cut-free proof, again) and height at most h(m ) of o;T + Flz := t],3z - F,A. By induction
hypothesis, we can derive the latter by some cut-free LKc, proof wj. By construction, the free
variables of t6 are all among fv(7,[',Vz - F, A), so we can derive:

!
o;TF Flx :=t6],3x - F, A
(3R7)
o;T'F3x-F A
The case of (VL) is entirely similar. m|

The raison d’étre of this Lemma is the following. When we solve unification constraints (see
Section 4.2), it will be apparent that we shall benefit from knowing the fact that an existential
variable X should denote a term ¢ whose set of free (universal) variables we already know, and is
finite. Lemma 4.1 gives us a way of estimating the set of free universal variables in the unknown
term ¢.

Each existential variable X will then be equipped with a given set of universal variables
{z1,...,2,} that it may depend on. We shall sometimes represent this dependency explicitly
by writing X as X#1»%n,

This looks like skolemization, or its dual, herbrandization [GLM97]. However, herbrandization
(the one of the latter mechanisms that is sound for provability) is a modification of rules (VR) and
(3L), not (VL) and (3R). E.g., herbrandization allows us, when looking for a proof of I" - Vz- F, A,
to search for one of I' b F[z := f(y1,...,yn)], A, where f is some fresh function symbol, and y;,

.., Un are the free variables in Vx - F. (This variant is also known as the 6T rule, and can be
justified without any recourse to semantics [GLM97]; there are other variants, see [BHS93].)

In LKcg, it is not sound to herbrandize. Indeed, introducing fresh function symbols in our
framework means introducing new constructors, which is far removed from the intent of her-
brandization. Concretely, herbrandization allows us to derive Va,.; - 72 = 0 for example, from
—f() = 0, where the latter is provable by (& L), because the system erroneously considers f as a
constructor; but this is absurd.

The standard solution to this conundrum is to manage dependencies among free variables (see
[Koh95] for example). However, we have not found a way to solve unification constraints in the
presence of dependencies.

27



Another solution would be to do some predicative herbrandization: whereas we cannot intro-
duce fresh function symbols, we can introduce fresh predicate symbols. Predicative herbrandiza-
tion then means deriving I' - Vz - F, A from some instance of T' + 3z - P(y1, ..., Yn, ) AF, A, where
P is a fresh predicate with functionality {1,...,n}. In this form, predicative herbrandization is
incomplete: we cannot even derive Vz - A D A, because we cannot prove that 3z - P(y1,...,Yn, )
holds. Adding the latter to the left-hand side T" of the sequent is a dead end: to use it, we have
to resort to predicative herbrandization again, and nothing ever comes out of it.

Definition 4.2 (Constraints) Let X' be a set of so-called existential variables X, ™" "™ of

X for short, where z1,...,x, € V are the universal variables which X depends on. We assume
that, for every list x1, ..., x, of universal variables, for every sort T, there are infinitely many
ezistential variables Xy ™ """ ™  that any two ewistential variables with the same name X have

the same list of variables that they depend on, and that X and V are disjoint. We drop the T
subscript from X when 7 is clear from the context.
The extended pre-terms are given by the following grammar:

to=a |c(t,...,t) | X"

where x ranges over V, X(z,...,x) over X and ¢ over C. The extended terms are those that are
typable, where the > relation is extended by:

Tlrys--Tnr
b X7

We extend the notions of equations, systems, formulas, and so on, to use extended terms
instead of terms.

A constraint is an expression of the form Ey ¥ Ey, where E; and Ey are extended systems of
equations or the symbol L. A constraint set K is a finite multiset of constraints.

A substitution 9 is admissible if and only if domd C X and fv(X*1%9) C {z1,...,2,} for
every X*t»%» € domd. We say that ¥ satisfies Ey ¥ E, written ¥ = Ey v Es, if and only if
E9v Ex¥, and that ¢ = K if and only if 9 = E1 v Ey for every E1 ¥ Ey in K.

Note that every admissible substitution ¢ is idempotent by definition, and that no universal
variable z is in its domain. It follows that s is an extended term whenever s is, and that in
general all definitions above make sense.

o (e3] a3 B B B2
+(FAG) | +F +G —(FAG) | -F -G
—(FV@G) | -F -G +(FVQG) | +F +G
—(FD>QG)|+F -G +(FD>G) | -F +G

Y= 70(t) (s'r 60(3/)
+Vz, - F | +F[z :=1] —Vz, - F | —Flz :=1y]
—3dz, - F | —F[z :=t] +3z, - F | +F[z :=1y]

Figure 4: Smullyan-type classification

We classify formulas in the four categories a, 3, v and §, as usual in tableaux: see Figure 4.
An open tableau branch is a 4-tuple ¥ ; K ; E ; S, where Z is a list of universal variables (in X),
K is a constraint set, FE is an extended system of equations, and S is a finite multiset of signed
formulas. A signed formula +F is either a positive formula +F or a negative formula —F. The
list & represents all the universal variables in the current scope, K is the set of constraints that
have been accumulated on this branch until now, E corresponds to the ¢ component of sequents,
and S to the I' F A component: formulas F' of T appear as +F in S, formulas G of A appear as
-G.
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A closed tableau branch is just a constraint set K. The rules of Figure 5 derive sets of tableau
branches (in conclusion) from open tableau branches (in premise). The notation Z - y denotes the
list # with y added at the end; the notation X% denotes X1 »%»  assuming that & =y -...- Tp.
The rules (+1), (Cl), (Refl) and (+0) produce closed branches, and are therefore called closing

rules.

Definition 4.3 (Tableaux) A tableau T is a multiset By,..., By of tableau branches. T is
closed if and only if By, ..., By are aoll closed branches, i.e., constraint sets. The constraint set

K(T) is the union of all its closed branches.
Tableau expansion is the rewrite rule => on tableauz defined by T,B — T, By, ..., By, for

every tableau rule:
B

B[ ... |Bs

Closed tableaux are therefore just the =—>--normal forms. A =>-normal form of some tableau of
T is called a closed tableau for T'.

7 ;K ;E ;S ;K ;;E ;S +P(s1,---,8n),—P(t1,...,tn)
K Eel) H K,(EV 51 R i1, 50~ bn) (D
Z;K ;E ;S st Z;K ;E;S —s~t
Z;K ;E,s~t;S (Eql) K,(E¥ s=~t) (Refl)
7K ) 38, +P(s1,---,8n), +P(t1,. -, tn) (Func)
T ;K7(|2'8i ztl)zef ;Eag?" zf’?” ;Sa+P(317"'73n)5+P(t1;"'7tn)
(provided f € ¢(P), and some s; ~ t; is not in E, j € )
;K ;IL?;S,—FO (+0)
;K ;E;Sa (@) T;K;E;S,8 3)
T;KE ;S ai,a Z;K;E;S,61 | T;K;E;S,6
;K E ;S ) ¥ K;E;Sé )
73K E 8,7, 70(X78) £y, ;K E 58S,60(yr)
(XZ € X fresh) (yr € V fresh)

Figure 5: Constrained Tableaux

As a side note, we have not defined “fresh” in the v and ¢ rules. This can be made formal
as follows: with each open branch, associate an infinite set SX of existential variables, and an
infinite set SY of universal variables. The « and § rules then become:

z ;K E S0, ;SX ;SY
-y, ;K ;E ;5S,00(y-) 58X ;87 \ {y-} 9) (4 € 5Y)

?

and the (3) rules become:

Z;K;E;S(3;5X;SY 3)
Z;K;E;S,51;8X1;8Yy | Z;K;E;S,32;5X2;5Y,
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where SX;,SX, forms a partition of SX into two infinite subsets, and similarly for SY;, SY; and
SY. The SX and SY components remain unchanged from premise to conclusion in the « rules,
in (Func) and in (EqL). Although this is what we understand by “fresh”, we won’t use this
formalization, as it is heavy and does not help our understanding much.

Given an admissible substitution ¢}, an extended system of equations F, and a finite mul-

tiset S =qf +F1,...,+Fn,—G1,...,—Gy of signed formulas, let (S)'_19 denote F19,...,F,0 +
G19,...,Gp¥, and (E; S)'_19 be the sequent mgu(EY); (S)'_19, that is, mgu(E9); Fi9,...,F9 -
G1Y,...,G,¥. Notice that this is an actual sequent, provided that every existential variable

XFto®n free in F, S is in dom 4.

Lemma 4.4 (Soundness) Let T be a closed tableau for ;;; B. For every admissible substitution
¥ such that 9 |= K(T) and domd D fv(K(T))N X, ; (B)"9 is provable in LKcx.

Proof. Define ¢ = B, when B is a tableau branch, as: ¢ = K when B is a closed branch (a
constraint set) K, otherwise as ¢ = K and (E; S)'_ﬁ is provable in LKcy, when B is the open
branch # ;K ; E ; S. Define ¢ |= T, where T is a tableau, by 9 = B for every B in T.

We show the more general claim that: if Ty =>* Ty, dom ¥ D fv(T2) N X and ¢ |= T, then
domd D fv(T1) N X and ¢ |= T1. It is enough to prove this when Ty = T5, and the claim will
follow by induction on reduction length. Let therefore T be Ty, B, and Ty be Ty, By,..., By,

where:
B

B ... |Bs

is some tableau rule R. By assumption, domd D fv(B;) N X and ¢ |= B; for every i, 1 < i < k.
In any case, B is an open branch ¥ ; K ; E ; S, but the B;’s may be closed or open. The fact that
dom ¥} D fv(Ty) is by an easy case analysis on the rule R. To show that ¥ = T1, we examine each
tableau rule in turn:

o (+1): k=1, B, = K, (E L). By assumption, 9 = By, so EY is not unifiable. So (E; B)™
is an instance of the (L L) rule of LKcy. Moreover, ¢ = K, and ¢ = Tp, so ¥ = Ty.

(Cl): k=1,B1=K,(E¥ s & t1,...,5, & tp). Since ¥ | By, it follows that EY+ 519 ~
119, ..., sp9 & t,19, so either Ed is not unifiable, and (E; B)'_ﬁ is an instance of the (LL) rule

of LKcw, or it is unifiable, and (E; B)" 9 is an instance of the (=) rule of LKcy. Moreover,
in any case 9 E K, and 9 |= Ty, so ¥ = T1. The (Refl) case is similar, and maps to (= R).

(BqL): B=& ;K ;E ;S,4s~t, k=1, B =%;K ;E,s ~ t;5. Let (S)"¢ be of the
form T' + A. Since ¥ | By, mgu(EY,s¥ =~ t9);T F A has a proof in LKcy. By rule (= L)
of LKcy, we get a proof of mgu(EY);T, s ~ t9 F A, that is, of (E; S, +s ~ t)'_19. On the
other hand, ¥ = K, and ¢ = Tg, so ¢ = T1. The arguments are similar for (Func), and for
the o and B-rules.

(+0): B=2%Z;K ;E ;S,+0, k =1, By = K. Since ¥ |= By, ¥ = K; on the other hand,
(E; S, +0)"9 = mgu(E9); (S,+0)™9 is provable by the (0L) rule of LKcx.

(v): B=2;K ;E ;S,v, k=1, B =% ;K ;E ;S,v,7%(X%), where X, is a fresh
existential variable name. Let (S) 9 be T+ A, and assume that the ~, formula is +Vz, - F;
the —3x, - F' case is similar. Since ¥ |= By, mgu(E9);T,Vz, - FY, F[z := X9 - A has a
proof in LKcy.

We now have two cases. Case 1: z is free in F. In particular, Xf is free in B;. By
assumption, dom ¥ D fv(B;) N X, so X7 is in dom; since ¥ is an admissible substitution,
X749 is a term t (not an extended term), so F[z := XZ]¢ = Fd[z := t], hence we have a
proof of mgu(EY); ',V - F¥, Fd[z :=t] F A.

Case 2: z is not free in F. Then choose any ground term ¢ of type 7, so that mgu(E9); T, V.-
FY, FY[z := t] - A has a proof in LKcy again (since Fi[z := t] = F¥ = F[z := XZ]9).
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In both cases, by the (VL) rule of LKcy, we get a proof of mgu(E9);T',Vz, - F9 F A, that
is, of (E; S,~,) 0.

e 0): B=%;K;E;S,0;,,k=1, B =2y, ;K ;E;S 6(y,), where y, is a fresh universal
variable. Let (S)"9 be I' - A, and assume that the &, formula is —Vz, - F; the +3z, - F
case is similar. Since ¥ | By, mgu(E9);T F Flz := y, ]9, A has a proof. Since y € V and
¥ is admissible, y is not in dom . Moreover, by a-renaming, we may assume that x is not
free in X%9, so F[z := y, ¥ = Fdz := y,]. As y, is fresh, we may apply rule (VR) of LKcy
and infer ¥ = By, mgu(E9);T F Vz, -9, A in LKcy, that is, (£ ; S, 57)'_19.

O

For every sequent o;' F A let +T" denote the multiset of all formulas +F, F € ', —A denote

the multiset of all formulas —G, G € A. If 0 = L, let @ be L as well.

Lemma 4.5 (Completeness) If o;T' F A is provable in LKcy, then there is a closed tableau T
such that Zo ; ;7 ;+T,—A =* T and an admissible substitution ¥ such that ¢ = K(T), where
Zo contains all the free variables in &,T', A.

Proof. Recall that yld¥ = U, cqom g fv(2¥). Say that a branch is well-formed if and only if it
is closed, or it is an open branch & ; K ; E ;S and all the free variables in E,S are in the list Z
(by abuse, we shall write fv(E,S) C {#}). Say that a tableau is well-formed if and only if all its
branches are well-formed. Notice that if T} is well-formed and T; = T5, then T is well-formed.

We claim that: (x) if ¢ is an admissible substitution, # ; K ; E ;S is well-formed, ¢ = K,
mgu(EY); (S)'_ﬁ has a cut-free LKc, proof m, and yld 9 C {Z}, then & ; K ; E ; S =* T for some
closed tableau T', and dU9' = T for some admissible substitution ¢’ such that domdNdomv’ = 0.
This is by induction on the height of 7. We examine each rule of LKc in turn:

e (LL): so EY is not unifiable: take 9" =4 [|, and applying the tableau rule (+L1), we build
the closed tableau K, (E# 1). Since ¢ = K and E4¥ is not unifiable, ¥ |= K, (E# L).

e (r): E9¥ is unifiable, and letting o be its mgu, (S)'_ﬂ is of the form I', A + B, A, where
Ao = Bo. So S can be written ', +A’, —B', where ($') 9 is T + A, and A9 = A and
B'Y = B. In particular, A'd6¢ = B'do. A' and B' must then have the same topmost
predicate symbols, so write A’ as P(s1,...,8,), and B" as P(t1,...,t,) for some terms s,
ey Spy t1, oo ., ty such that s;¥o = t;90 for every 4, 1 < i < n. Since 0 = mgu(E9), it
follows: (i) E9v 519 = t19,...,8,9 =~ t,0¥. Apply the tableau rule (Cl): we get the closed
tableau K, (E¥ 51 & t1,...,8n & ty). By (i) and since ¢ = K by assumption, (x) is proved
with ¢ =4¢ []. The argument is similar with (=~ R).

(=~ L): EY is unifiable, (S)'_19 is of the form I', s & t - A, and the sequent mgu(E®); (S)'_19
is derived from a shorter proof #’ of mgu(Ed,s = t);T' F A. So S has the form S',+s' ~
t', with (S')'_ﬂ =TF A, s = s and t'9 = t. Apply the tableau rule (EqL), getting
Z;K;E, s ~t';S'. By assumption, 9 | K and 7' is a proof of mgu((E, s' = t')9); (S’)'—ﬁ,
moreover yld¢ C {Z}. Since 7' is shorter than 7, we apply the induction hypothesis: (x)
follows.

(~71): E?¥ is unifiable, (S)'_19 is of the form T, P(s1,...,8,), P(t1,...,tn) F A, and, letting
o be mgu(E®), we have 5j0 = ;0. So S is of the form S', P(s},...,s,), P(t;,...,t,), with
(S’)'_ =TF A, and sj9 = sy, t; = ¢; for every i, 1 <4 < n. The argument is essentially the
same as in previous cases, noticing that in addition ¥ | (s} ~ t}) for every i, i € f.

e (OL): trivial.

e (AL): easy recourse to the induction hypothesis, using the corresponding a-rule. Similar for
(VR), (O R).
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e (AR): S must be of the form §', —(F A G). Let (S")"9 be T+ A, so that (S) 9 is T+ FY A
G9Y,A. We have shorter proofs m of mgu(EY);T F F9, A and 72 of mgu(EY);T + G9, A.
By induction, there are admissible substitutions ] and 9} such that dom ¥ N dom | = 0,
domdNndom ¥, =0, #; K ;E;S',—F =* T, withd] E K(Th),and ;K ; E;S',—G =*
T> with ¥, = K(T:). Now observe that we may assume without loss of generality that
domd U dom#j C fv(T1) and that domd U domd, C fv(T2). So dom}] contains only
existential variables created during the rewriting from # ; K ; E ; ', —F to T by the  rules,
and similarly for dom 9. (We let the reader write the full proof, using the sets SX and SY
introduced above.) By the freshness condition on existential variables in the + rules, dom ¥} N
domd, = (. In particular, the notation ¥} U 9% makes sense and denotes an admissible
substitution: call it ¥'. Since dom¥ Ndom¥; = @ and dom ¥ N dom ¥, = @, it follows that
dom ¥ Ndom ¥’ = . Moreover, 9 U’ = T1,T,. Claim (x) then follows by using the S-rule
of tableaux, #; K ; E;S',—(FAG) = (Z;K;E;S,—-F),(¥;K;E;S,-G) =*T,Ts.
The argument is similar for (VL), (D L).

e (VL7): S must be of the form S', +Vz, - F, and letting (S")™9 be T"9 - A", so that (S)™9
is "9, Vz, - FY B A'9, we have derived mgu(EY); 'Y, Fi[z := t] - A’ by a shorter proof
7'. (Notice that this is the case provided z ¢ dom4, which we can always ensure by a

suitable a-renaming.) Alternatively, we have derived mgu(EY); "9, F(9 U [z := ¢]) F A'S

by n'. Since X, is fresh, moreover, X7 is not free in E, so E¥ = E(¥ U {X? := t});

similarly, I"9 = T"(J U {XZ :=t}) A'9 = A'(JU {Xf :=1t}), so: (i4) @' is an LKc, proof of

mgu(E(WU{XZ :=t}));T' (YU {XZ :=t}), F[z := XZ|(9U {Xz =t}) F A (WU {XZ = t}).

Furthermore, because we have used rule (VL™), we also have fv(t) C fv(EdY,I'9,Vz - FY,

A'Y). By assumption, yldd¥ C {Z}, so fv(t) C {v(E,I",Vz - F,A") U {Z} = {v(E, S) U {z}.

Since & ; K ; E ;S is well-formed, {fv(E, S) C {#}, so: (m) v(t) C {&}. So dU {XZ :=t}

is an admissible substitution. Clearly, Z ; K ; E ;S', +Vz, - F, F[z := X?Z] is well-formed,

JU{XZ :=t} E K (since ¥  K). Using (i) above, and since yld(d U {XZ := t}) C

yld9Ufv(t) C {Z} (since yld¥ C {Z} by assumption, and by (ii7)), the induction hypothesis

applies, so that & ;K ; E ;S8',+Vz, - F,F[z := X*] =* T for some closed tableau and
some admissible substitution ¥ such that (9 U {XZ :=t}) U¥" = T and dom(¥ U {XZ :=

t}) Ndom ¥ = (). Taking ¢ =g¢ {XZ := ¢} U then proves (x).

e (VR): S must be of the form S, —Vz, - F. Let (S")"9 be T+ A, so that (S) 9 is T F Vz, -
Fy,A. We have a shorter proof 7' of mgu(E¥);T' - Fd[z := y;], A, where y, is not free in
the conclusion of the (VR) rule. By Lemma 3.22, we may assume that y, is the fresh variable
chosen by the corresponding é rule. However, the ¢ rule derives Z-y, ; K ; E ;S', —F[z := y,],
and (S',—F|z := yT])'_ﬂ isTF Flz := y;]9,A, not T + Fiz := y,],A. Fortunately, the
latter two are the same, since y, is fresh and dom9¥ N X = . The induction hypothesis
applies, proving the claim. The case is similar for (3L).

The Lemma is then proved by applying () with ¥ the empty substitution, & =g4¢ Zo, K the empty
constraint set, ¥ =q4r 7, S =q¢ +I', —A. Indeed, Z ; K ; E ;S is well-formed by construction, and
trivially 9 = K. Moreover, o; ' F A is provable in LKcx;, so it has in fact a cut-free LKc, proof,
by Theorem 3.25 and Lemma 4.1. And yld¥ C {#} (trivially), so () applies: there must be a
closed tableau T' and an admissible substitution ¢ such that ¢' =T O

Say that a constraint set K is satisfiable if and only if there is an admissible substitution
such that ¢ = K. Combining most of the results of this paper, we get:

Theorem 4.6 Given any closed sequent ;T'F A, the following are equivalent:
1. I = (GTF A) for every free equational interpretation I that respects functionalities;
2. ;T F A has a proof in LKcy;
3. ;T F A has a proof in LKcy without (Cut);
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4. ;T A has a proof in LKc;
5. ;T F A has a proof in LKc, without (Cut);
6. ;; ;+L, —A has a closed tableau T' such that K(T) is satisfiable.

4.2 Solving Constraints
Unfortunately, we have the following result:

Theorem 4.7 (Undecidability) The problem of determining whether a constraint set K given
as input is satisfiable, is undecidable.

Proof. By reduction from MPU, the monadic predicate unification problem [Ami90]. This
problem is as follows. Let C'ons be a set of function symbols ¢, d, ..., given with their arities; the
terms s, t, . .., are inductively defined as the first-order variables X, Y, Z, ..., and the applications
c(t1,...,tn), wherety, ..., t, are terms and ¢ € Cons is of arity n. The atomic formulas A, B, are
expressions of the form F'(t), where ¢ is a term and F' is a second-order variable taken from a set
(F3); € I, or the predicate constant P. Substitutions 6 map first-order variables X to terms and
second-order variables F' to abstractions Aw - B, where B is a formula. Given A, Af is defined as:
(F'(t))8 =ar Blw := t6] provided that F' € dom#é and §(F) = Aw - B, otherwise (F(t))8 =ar F(t0)
and (P(t))8 =qar P(t6), where t6 is first-order substitution, defined as usual. A MPU problem S
is a finite set of equations A ~ B between formulas; 6 solves S if and only if A9 = B6 for every
A~ Bin S. This problem is shown to be undecidable as soon as Cons contains a function symbol
c of arity at least 2 in [Ami90)].

Without loss of generality, we may assume that the equations A ~ B that we consider are not
of the form F'(t1) =~ F(t2), with the same second-order variable F' on both sides; otherwise, replace
it by the two equations F(t1) ~ G(a),G(a) ~ F(t2), where G is a fresh second-order variable and
a is any fixed constant. We may also assume that the language of terms contains at least one
constant, and therefore look only for unifiers 8 that are ground in the sense that for each term ¢
or predicate Aw - A in the range of 6, fv(t) = 0, fv(A) C {w}. Finally, we may assume that unifiers
0 of S are grounding in that every free variable of S is in dom 6.

Now let T be a sort, and assume that there is a constant a of type T, a constructor P of
arity T — T, and a constructor ¢ of arity T x T — T. Equate the first-order variables X of MPU
with the existential variables X? , and the predicate symbol P with the constructor P; for every
second-order variable F;, i € I, let x; be a distinct universal variable of sort T, not occurring in
any MPU problem, and let X;* be a distinct existential variable of sort T. With each second-order
equation A ~ B, associate a constraint A ~ B defined as follows:

A B | A~ B
P(t1)  P(t2) v P(t1) ~ P(t2)
Fz’1 (tl) Fi2 (tz) i N tl, Tiy N to I?—)(i1 ~ Xz'2
Fz’1 (tl) P(tz) i N tl I?—)(i1 ~ P(tQ)
P(tl) Fi2 (tz) Tiy N t2 I:’-P(tl) ~ Xiz

For each MPU problem S, let then S be the set of all constraints A ~ B, where A ~ B isin S.

Given a ground MPU substitution 6, let 8 denote the substitution mapping X to ¢ whenever
6 maps X to t, and mapping X;* to B[w := x;] whenever § maps F; to Aw - B.

We first claim that: (7) if € is a ground MPU substitution, then 6 is admissible. This is clear:
the domain of 8 consists of existential variables, which are mapped to terms that are either ground
or where only some z; is free.

Then: (44) if the ground MPU substitution 6 unifies A & B and is grounding for A ~ B, then
0 satisfies the constraint A~ B. If A = P(t;) and B = P(t2), then this is clear.

If A is of the form Fj (t;) and B is of the form Fj,(ty), with F;, # F;,, then since 6 is
grounding, F; , F;, € dom#6. Let §(F;,) be Aw - B, and 6(F;,) be Aw - By. Since 6 unifies A ~ B,
by definition B;[w := t10] = Ba[w := t26]. Since § and 6§ agree on first-order (a.k.a., universal)
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variables, then: (%) Bi[w := ;0] = Ba[w := t20]. Since 8 is admissible by (i), (z1 &~ t1,22 =
t2)8 = (1 =~ t10, 2 & t20). If this is not unifiable, then clearly (z1 = t1, 22 & t2)0+ X;, 0 ~ X, 0,
proving (i7). Otherwise, an mgu of (z1 & t1,22 & t2)8 is 0 =qr [21 = 16,22 := t26]; then
X, 00 = Bi[w := z;,]o = Bi[w := t16] (because 6§ is ground, hence no other variable than z;, is
free in Bq[w := z;,]), and similarly X;,60 = Bs[w := t28]. By (%), it follows that o unifies X;, 0
and X;,0, that is, that (z1 = t1, 22 & t2)8+ X;,0 ~ X;,0. In other words, 8 satisfies A ~ B.

If A = F; (t1) and B = P(t3), then let (F;,) be Az - By, so that B;[w := t16] = P(t20), hence:
(x%) Bi|w := t10] = P(t20). If (2;; = t1)0 has no unifier, then the claim is obvious. Otherwise,
an mgu is o =qs [, := t10], and as above, X;, 0o = By [w := t16], so by (xx) X;,00 = P(t26)0, so
that 6 satisfies A & B. The remaining, symmetrical case is similar.

Finally: (i4i) if 6 is a ground MPU substitution that is grounding for A ~ B, and 0 satisfies
the constraint A a8 B, then 6 unifies A ~ B. If A = P(t;) and B = P(t2), then 6 unifies P(t;)
with P(t2), so 0 as well, since  and 6 agree on first-order variables, proving (#4i).

If A is of the form F; (t1) and B is of the form Fj,(t2), with F;, # F;,, then since 6 is
grounding, F;,, F;, € dom§. Let 6(F;,) be Aw - By and 0(F;,) be Aw - B,. Since f satisfies A ~ B,
we have (z;, ~ t1,z;, ~ t2)0+ X;,0 ~ X;,0. Since 8 is admissible by (7): (}) z;, =~ t10,2z;, =
tof v X;,0 =~ X;,0. Now since 0 is grounding, ¢10 and 20 are ground terms, so the left-hand side
is unifiable: let o =g4f [2;, := t16, z;, = t20] be one of its mgus. By (), o unifies X;, 0 and X;,6.
But, as in case (ii), X;, 00 = Bi[w := x;,]0 = Bi[w := t16], and similarly X;,00 = Ba[w := t26)].
So Bi[w = t16] = Ba[w := t26]. Since @ and € agree on first-order variables, it follows that
Bi[w := t10] = Bs[w := t20], therefore 6 unifies A & B. The remaining cases are similar.

By (i)—(ii%), the existence of a unifier of S and the satisfiability problem for S are equivalent.
The reduction from S to S is clearly recursive, so constraint satisfiability is undecidable. |

An interesting lesson that this result teaches us is how close solving constraints is to second-
order unification. In particular, universal variables are A-bound variables and existential variables
are really first or second-order variables. The latter part is clearer if we understand the exis-
tential variables X®1»--"» ag analogous to the second-order term X (z1,...,2,). Then ..., 21 ~
t1,...,Tn & tn b X(21,...,2,) & ... can be transformed into ...,z1 = t1,...,2p = t, F
X(t1,...,tn) & ... without changing the sets of solutions.

We now propose a complete set of rules to solve constraints. Our first move is to simplify
constraints.

Lemma 4.8 For every admissible substitution 9:

(i) FEy9v Ey¥ if and only if Ey,0v Ey;

(ii) E1,9v Ey if and only if o1, 9 v 03, where o1 =4t mgu(E1) and o2 =qr mgu(Ea01).
where 1,9 denotes L.

Proof. Claim (¢) is as in Lemma 3.21 (vi). Notice also that: (}) if E,o+ E'c, then also E, o+ E'.
This is as in Lemma 3.21 (iv).

Conversely: (f) if E,o+ E', then also E,o+ E'c, whenever o is idempotent. Indeed, let o’
be mgu(c, E). By assumption, ¢’ unifies E’, that is, every equation s = ¢t in E’; in other words,
s’ = to' for every s & t in E'. But ¢’ is also an instance of &, since ¢’ unifies &, so we may
write o' as oo’ for some substitution ¢”, and then soo" = too" for every s ~ t in E'. Since o
is idempotent, this means that scoo” = tooo”, i.e., sco’ = too’. So ¢’ unifies every equation
so =~ to in E'c. That is, o' unifies E'o.

Then, notice that whenever E+ E' and E' and E” have the same set of unifiers, then Ev+ E".

In particular: (¥) Ew E' if and only if E+ mgu(E'). Similarly: (xx) E,E'+ E" if and only if
E,mgu(E')v+ E".

Let’s prove Claim (ii).

(If) Since 77,9+ 3, by (*) and the definition of oy, o7, 9% Fyo1. By (1), 1,9+ Es. By (%%)
and the definition of o1, Ey, 9+ Es.

(Only if) Since E;, 9+ Es, by (xx) and the definition of o1, 1,9+ Es. By (}), 1,9+ Ez0y.
By () and the definition of o3, &7, 9+ 73. O
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Definition 4.9 Define the following normalization function N: N(E; ¥ Ey) =4¢ (1 ¥ a73), where
o1 =4t mgu(Ey) and o2 =ar mgu(Ea01). On constraint sets, N(K) is defined to be the set of all
N(E1 ¥ Ey), for E; ¥ Ey in K.

Lemma 4.8 then states that K and N(K) are satisfied by exactly the same admissible substitutions.
N(K) then consists of constraints that have the following form and are called normalized:

Definition 4.10 A normalized constraint is one of the form:
CL & 815, Cm R Sm ¥ Cnt1 R Smt1s- - - Cmtn R Smtn
where the (;’s are either universal or existential variables, and:

(1) the (i’s, 1 < i <m+n, are pairwise distinct;

(”) fV(Si)ﬂ{Cl,...,Cm} :@: 1<i<m;
(#ii) tv(s)) N {Cty-- s Cmant =0, m+1<i<m+n.
(iv) G #si, 1<i<m+n.

A constraint set is called normalized if and only if all its constraints are normalized.

Let’s say that a sort 7 is infinite if and only if there are infinitely many ground terms of type
7. Because we have assumed that there were no empty sorts, checking whether 7 is infinite can
be tested effectively by building the bottom-up tree automaton whose states are sorts and whose
transitions are constructors, and checking whether there is a loop through state 7. A sort that is
not infinite is finite.

Definition 4.11 A constraint set Ey ¥ E5 is pre-solved in K if and only if one of the following
holds:

(i) Ey ¥ E5 is right-pre-solved: E, # L consists entirely of equations of the form X, =~ X.;

(i4) Ei ¥ Es is left-pre-solved in K: E; contains an equation X, ~ X., or X!, = X, where 7
is an infinite type, X, does not occur in any right-hand side EY of any constraint E] & E!
in K.

A constraint set K is pre-solved, resp. right-pre-solved, resp. left-pre-solved, if and only if every
constraint in K is pre-solved, resp. right-pre-solved, resp. left-pre-solved in K.

Lemma 4.12 FEvery pre-solved constraint set is satisfiable.

Proof. For every sort 7, let a2 be a fixed ground term of type 7. For every infinite sort 7, let al,

.., ak, ..., be an infinite sequence of ground terms of type 7, all pairwise distinct and distinct
from a?; in this case, let also X, 1, ..., X, . be the pairwise distinct existential variables that

occur as X, of case (7). Let then 9 be the admissible substitution mapping X, ; to aZ, for every
infinite sort 7, 1 <4 < k,, and mapping all other existential variables X, free in K to al.

For every constraint F; ¥ FE, in K, either it obeys (¢) or it obeys (i7). In the first case, Fs
consists entirely of equations X, ~ X. Neither X, nor X! can be of the form X, ;, 1 <1i <k,
so X;9 = a2 = X'9: so ¥ unifies Es, therefore ¥ = E; & E,. In the second case, E; contains an
equation X, ~ X! or X! ~ X, with X, and X! distinct variables, 7 an infinite sort, and X is
some X, ;, 1 <i < k,;. Then X! is either some X, ;, 1 < j < k;, i # j (since X, and X! are
distinct), so X9 = a/ is not unifiable with X, 9 = a’ (they are distinct ground terms), or X’ is
some variable of case (i), so that X’ = a¥ is again not unifiable with X,+. In any case, E19 is
not unifiable, so ¥ = E; & Es. O

We can refine this result as follows. When 7 is finite, and there are k£ > 1 ground terms of type
7, we may replace condition (i7) by saying that X is left-pre-solved in K provided the conditions
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of (i1) hold and there are no more than k — 1 existential variables of type 7 free in K. But our
unification procedure will be able to enumerate all terms of type 7 in finite time in this case, so
this does not make it terminate on more problems.

Call a substitution ¢ from existential variables to extended terms of the same type pre-
admissible if and only if, for every Xf € dom ¢, the free universal variables in XTS @ are in S,
and the free existential variables in X5¢ are of the form X' f,l with S’ C S and X' f,’ ¢ dom ¢. No-
tice that admissible substitution are pre-admissible substitutions mapping variables to extended
terms having no free existential variable. Observe also that all pre-admissible substitutions are
idempotent.

We define a set of transformation rules on pairs K/¢ consisting of a constraint set K and
a pre-admissible substitution ¢: see Figure 6. The imitation and projection rules (Imit) and
(Proj) are clearly inspired from Huet’s higher-order unification procedure [Hue75]. Even more so
is the notion of pre-solved system.

(lr) K, (LeE)/p = K/p
(o) K, (BF)/e — Klp
(Sub) Klp — NEY)/pp XF~X7 E)eK,
W =qe [XS = xS0 x15 = xS0
X”fms’ fresh
(Tmit) Klo — NEQ)/op =g (X5 = o(X5,,,..., X5,
(E1 ¥ Es) not right-pre-solved,
E1 # J_, Xf ~ C(tl,.. ,tn) € Eg,
alc)=n x...tn =7, X7 ..., X5 fresh
(Proj) K/ — N(Kv)/oyp X5 freein K, 2, € S, 9 =qr [X7 := z;]
(Hyp) Klp — N(K¢)/pp 1 =ar [X5:=c(XP,,.... X35,

(E1 ¥ Ey) in K,
X‘rSGfV(El)J
ale) =11 X ...Tp =T, Xign,...,XS fresh

n Tn

Figure 6: Constraint solving rules

Theorem 4.13 (Soundness) If there is a sequence of transformation steps from K/[] to Ko/vo,
where Ky is pre-solved and pq is pre-admissible, then there is an admissible instance 9 of pg such
that ¥ = K.

Proof. First, a straightforward induction on the sequence of transformation steps from K /¢ to
Ko /o shows that g is an instance, say @i, of ¢, with 1y pre-admissible.

We show that, if there is a sequence of transformation steps from K/¢ to Ko/, where Kq
is pre-solved and ¢ and 1) are pre-admissible, then there is an admissible instance 9 of 1y such
that ¢ = K. This is by induction on the number k of transformation steps from K /¢ to Ko/yo.
If kK =0, then ¢)9 = [] and ¥ = Ko by Lemma 4.12. Otherwise, k¥ > 1, and examine the first
transformation step. The case of (L) and (re¢) is trivial, since every substitution satisfies L# E,
as well as E¥. In all other cases, K/¢ transforms in one step to some N(K1)/py, where g
is an instance of ¢, say piyy. In particular, o = ¢1p§. By induction hypothesis, there is an
admissible instance ¢’ of ¢ such that ¢' |= N(Kv¢). By Lemma 4.8, ¢ |= K4, so ¥ =q¢ Y is
such that ¢ = K. Moreover, ' is an instance of 1){, so ¥ is an instance of ¥y = 1. O

Theorem 4.14 (Completeness) Let K be a satisfiable constraint set. Then, there is a sequence
of transformation steps from K/[|, where [| is the empty substitution, to some Ko/po, where Ko
is pre-solved and g is pre-admissible.
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Proof. We shall show more generally that we may insist on Ky being not only pre-solved but
right-pre-solved.

Let the size || of a substitution be defined as 3 ycqom, [X¢|, where |z[ =a¢ |X| =ar 1,
c(t1, ... tn) =at 1+ |t1] + ... + |tn]. Similarly, let the size be defined on equations, systems,
constraints and constraint sets by: |s ~ t| =qar [s| + |t|, |E| =ar D apepls I E# L, |1] =0,
|Ey ¥ Bp| =ar |Er| + |EB2| + 1, | K| =ar g, poex | B1 ¥ Bol-

We first claim that: (¢) If K; and K5 are two constraint sets such that K, is obtained from
K; by replacing some constraint F; ¥ E» in K; by Ey ¥ 1, and if there is a sequence of trans-
formation steps from Ks/p; to some Ko/@q, where K is right-pre-solved, then there is another
sequence of transformation steps from K /¢; to Ko/po. This is by induction on the number & of
transformations from K»/p; to Ko/po. If k = 0, this is vacuously true, since E; ¥ L cannot be
right-pre-solved. Otherwise, k¥ > 1. Write K7 as K, (Ey ¥ Es), so that Ky = K, (E; ¥ 1). The
cases are as follows:

e If By = 1 and the first transformation is by (L+) applied to E; ¥ L, then K5/¢; transforms
to K/p1, and K /¢; also transforms to K/p; by the same rule. So both Ks/¢; and K; /¢
transform to Ko /g, as claimed.

e If the first transformation is by (Proj) on E; ¢ L transforming Ks/p; into N(K2t))/p11),
with ¢ =q¢ [X2 := x,], then X7 is free in E;, so X2 is also free in F; ¥ F5, and therefore
we can transform K /¢ into N(K19)/p1¢ by (Proj) again. Now notice that N (Kat)) is
N (K1) with N((Ey ¥ E»2)1) replaced by N((E; ¥ L)y). Moreover, letting N ((Eq ¥ E2)1))
be written as E] & E}, N((E1 ¥ L)) is E] ¥ L; indeed, E] = mgu(E1%) by definition, so
N((Ey ¥ L)) = (mgu(E1v) & mgu(Ly)) = Ej ¥ L. Therefore, the induction hypothesis
applies, proving the claim.

e If the first transformation is by (Hyp) on E; ¥ L, then the argument is similar.

e Otherwise, the first transformation must act on some other constraint, and we conclude by
the induction hypothesis directly again.

Let ¢ be some fixed admissible substitution such that ¢ | K. We now claim that: (i7) for every
K1 /1 such that K is normalized, ¢; is pre-admissible, ¢ = 19 for some admissible substitution
Y1, and ¥4 | K, then we can transform K;/p; into some Ko/@o, where Ky is right-pre-solved
and g is pre-admissible. This is by induction on (|¢; [, |K1|) ordered lexicographically.

If K is right-pre-solved, then we are done. So assume that K is not right-pre-solved. Without
loss of generality, we may assume that dom¥; C fv(K;). Otherwise, we replace ¥; by some smaller
substitution having dom; Nfv(K;) as domain.

Since K is not right-pre-solved, there is a constraint F; ¥ E, in K that is not right-pre-solved
in K. Write E, as E3,X; ~ Xj,..., X, = X}, where p > 0 and E3 does not contain any equation
of the form X ~ X'.

If dom ¢ Nfv(E ¥ Es) is empty, then ¢ = E1# E, implies that Eqv-FE3, X19 = X{9,..., X0 ~
X0, in particular Ey+ E3. Since Ey ¥ E» is normalized, it is of the form given in Definition 4.10,
namely:

GRS, Cm X Sm P Gt R Smtt, - - Cman R Sman

Without loss of generality, we may assume that (ni1 = X1, smp1 = X1, -, Cuip = X,
Smip = X,,, and p < n. Tt follows that F; ¥ E3 equals:

”
GRS, s Cm R Sm W Cntptl R Smtptis - s Cmtn & Smin

With the notations of Definition 4.10, then, E; v E3 means that (40 = spm40, for every i,
p+1<i <n, where 0 =4¢ [(1 = S1,-.-,(m = Sm]- By Definition 4.10 (7), (m+i0 = Cmtis
and by Definition 4.10 (i), $pm+i0 = Smpi- S0 Cmai = Smys for every i, 1 < i < n. But by
Definition 4.10 (iv), Cnti 7# Sm+i for every 4, 1 < i < n. It follows that n = p, contradicting the
fact that E; ¥ Fs, is not right-pre-solved.
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So assume on the other hand that there is a variable X2 in dom¥; N fv(E; ¥ E3) (in the
“non right-pre-solved part” of the constraint). Without loss of generality, we may choose X2
so that X9 is a universal variable = if such an X7 exists; otherwise, we choose X so that
X5 € dom ¥, Nfv(E,), provided that domd¥; Nfv(E;) # 0; and in all other cases, we pick any X2
in dom ¥ N{v(E3). Examine each case in turn:

e Case 1: Let X2 be such that X9, be a universal variable . Then z € S, and z is of
type 7, since ¥; is admissible. So rule (Proj) applies: let ¢ be [X° := z], and Y2 be
the restriction of ¥y to dom; \ {X5}. Then 92 = ¥, and |¥2] < |91]- Let K> be
N(K1v¢). By construction, K, is normalized, 2 =gr @19 is pre-admissible, ¥ = @a1s
(since ¥ = 1 = @19¥2). Moreover, ¢ | K; implies 95 = K¢ by definition, so that
%2 | K, since Ky = N(K19) and N preserves the set of satisfying admissible substitutions
by Lemma 4.8. Since || < ||, the induction hypothesis applies to K2/p2 and ¢5, and we
are done.

e Case 2: no X? is such that X5¥; is a universal variable z, but there is an X such that X° €
dom ¥, Nfv(E; ). In particular, since 99 is admissible, X9, must be of the form c(ty,. .. ,t,)
for some constructor ¢ of arity 7 X ... x 7, = 7, and for some terms #; of respective types
7i, 1 <4 < n. Then apply rule (Hyp), getting Ka =qar N(K1%), w2 =ar p1¢: letting ¥ be

V1 restricted to the variables other than X5, union [X{  :=t1,...,X5  :=t,], we check
that K is normalized, o2 is pre-admissible (because an, sy X2 -, are fresh), ¥ = pa1)s

and ¥y | Kj (indeed, 1 | Ki, and 91 = ¢, so 92 | K19, and we use Lemma 4.8).
Since |J2| < |[¢1], the induction hypothesis applies to Ka/p2 and 92, and we are done.

e Case 3: no X7 is such that X9, is a universal variable z, and domd; Nfv(E;) = 0. Then
pick any X2 in domd; Nfv(E; ¥ Ej3), i.e. in domd; Nfv(F;3). Since 9, is admissible, X9,
must be of the form ¢(t1,...,%,) for some constructor ¢ of arity 73 X ... x 7, = 7, and for
some terms t; of respective types 7;, 1 < i < n. Now examine the places where X occurs
free in Ej:

— If there is an equation X2 = d(s1,...,5,) in Es3, then either ¢ = d and n = m, or not.
If ¢ = d and n = m, then we may apply (Imit), getting Ky =4r N(K1v), p2 =qr
@11: letting Y2 be ¥y restricted to the variables other than X2, union [X7 _ :=
tr,..., X3 . = tn], we check that K3 is normalized, ¢, is pre-admissible (because
X'lsTl, RPN X;?Tn are fresh), J = (,02192 and 192 '= K2 (indeed, 191 |= Kl, and 191 = ¢192,

so ¥2 = Ki9, and we use Lemma 4.8). Since |¥2] < |[¢1], the induction hypothesis

applies to K5/, and 95, and we are done.

If ¢ # d, then no substitution may unify X°9; ~ d(sy,. .., 8m)V1, so necessarily ¥; =

Ey ¥ 1. Let Ky be K; with E; ¥ E5 replaced by E; ¥~ L. Since there is at least an

equation in E,, |E; ¥ 1| < |E; & Ey|, so we may apply the induction hypothesis to

conclude that there is a sequence of transformation steps from K»/¢1 to Ko/¢o, Ko

right-pre-solved and ¢q pre-admissible. By Claim (i), it follows that there is also a

similar sequence of transformation steps from K;i/¢1 to Ko/@o.

— If there is an equation X? ~ z, or z, ~ X in Ej3, with z, a universal variable, then
let o be mgu(E,). Recall that E; ¥ E3 equals:

Gl & 815, Cm R Sm ¥ Cmtptl = Smtptis-- -3 Cmtn R Smtn

with the properties of Definition 4.10, and dom ¢, Nfv(E;) = @. So E19; equals E;, and
therefore o =4f mgu(E191) is exactly [(1 := $1,...,(m := Sm]- Since ¥4 = E1 ¥ Ej, in
particular we must have X 9,0 = z,9,0. But X590 = c(t1,- . .,t,)0, while z,9,0 =
z,;o (since dom; contains only existential variables) = z, (by Definition 4.10 (i7) or
(i), depending whether X2 =~ x, or z, ~ X7 is in E3). So this case cannot happen.

— The only remaining case is when X7 is free in F3 but does not occur as the left or
right-hand side of an equation in E3. That is, X2 only occurs as strict subterm of
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t in at least one equation of the form x = t in E3. But as above o =4 mgu(E191)
is exactly [(1 := $1,.--,Cm = Sm], and o = t¥10 since ¥, = E; ¥ Es. This is
impossible since z¥10 = ro = z, while t;0, having X° as a strict subterm, must be
of the form ¢'(t},...,t),).

The Theorem then follows from Claim (47), with Ky =g¢ N(K) (which is normalized by construc-
tion), 1 =qr [| (which is clearly pre-admissible), ¥ =4¢ ¥ (so that ¥ = @191, ¢1 is admissible and
91 E K1). O

We now make the following remarks:

1. We don’t need rules (+¢) or (Sub) for completeness. Using them just helps simplify con-
straint sets. Note that (+¢), (Sub) and (L) can always be applied eagerly without losing
completeness.

2. Call a strategy opportunistic if it tries to apply deterministic rules (from a given set) first,
i.e. rules for which there will never be any need for backtracking. Apart from applying (+¢),
(Sub) and (L+) eagerly, we have the following set of deterministic rules.

First, if the constraint set K contains a constraint E; ¥ E, with E; empty, and such that
E; ¥ E, is not right-pre-solved, then E» contains an equation ( =~ s, where not both ¢ and
s are existential variables (and ¢ ¢ fv(s)): necessarily, any solution ¥ must be an instance
of [¢ := s]. We then have the following cases:

e ( = sisof the form X2 =~ z, or z, ~ X7, with z € S. Then let ¢ be the pre-admissible
substitution [X? := ], and deterministically transform K/ into N(K1)/¢ip.

e ( = sis of the form X2 ~ z, or z, ~ X2, with z ¢ S. Then fail: K is unsatisfiable.

o ( ~ s is of the form X2 ~ c(t1,...,t,): then apply (Imit) deterministically. More
efficiently, let s be the term obtained from ¢(t1, .. ., t,) by replacing each free existential
variable X' f,l such that S’ € S in it by a fresh variable X" f,nsl. Let 9 be [X7 := 3]
(which is pre-admissible by construction), and transform K/¢ into N(Kv)/ey. This
amounts to doing several (Imit) steps in a row followed by (Sub) steps.

e ( ~ s is of the form z, = c(t1,...,t,). Then fail: K is unsatisfiable.

Other opportunistic strategies include always applying (Imit) eagerly on variables X such
that 7 has only one constructor ¢. This is deterministic, and must terminate, since looping
behavior would imply that 7 was an empty sort, something that we have excluded. This
does not preserve the set of solutions, since we might have had a solution ¥ mapping X2 to
some z, € S. But then ¥z, := ¢(y)] is another solution, so satisfiability is preserved.

3. We can stop applying transformation rules to K /¢ as soon as K is pre-solved, and we don’t
need to wait until we have managed to produce a right-pre-solved constraint set. This is
useful, as this helps limit the use of rule (Hyp). The latter is indeed uncontrollable, i.e.
there is no way to limit its use, once some existential variable occurs on the left-hand side
of a constraint in K.

4. There is no provision in the transformation rules for stopping on recognizing unsatisfiable
constraint sets. We have given a few cases where this can be done in Remark 2, but we
can do a bit more. We can enforce a sufficient halting condition by the following simple
test: K is unsatisfiable as soon as K contains a normalized constraint of the form E; ¥ 1|

where By =4¢ 71 & t1,...,2, & t,, and the free existential variables X2 in E; are such that
SN{zi,...,z,} = 0. Indeed, any admissible solution 1 must instantiate these X by terms
where 21, ..., T, are not free, so that 1 ~ ©19,...,2z, ~ t,9 is a solved form: but then
[z1 :=t19,..., 2, := tp,¥] does not unify L. So such a constraint cannot be satisfied.

5. A more general unsatisfiability test is provided by declaring unsatisfiable any normalized
constraint of the form E; ¥ Es, where E; is as above, but either E5y = 1 or Es contains
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an equation of the form x ~ ¢ with = universal and ¢ a term that is either a universal
variable, an application ¢(t1,...,t,) or an existential variable X° with z ¢ S. Indeed,
letting o =qr [21 := t19,. .., 2y := t,9] (the mgu of E19), x¥c = = by Definition 4.10 (i),
while t¥o cannot be x in any of the three possible cases for ¢.

. A strategy that tends to avoid using (Hyp) is the following optimistic strategy: favor using
the deterministic rules of Remarks 1 and 2, then the rules that act on the right of constraints,
namely (Imit), and (Proj) in the case that X; ~ = or # = X, is on the right of some
constraint. The idea of this strategy is to try solving constraints E; ¥ E, by looking for
solutions ¥ such that o =4¢ mgu(E19) is not L, and o unifies FEs9¥. This may then find
substitutions 9} that satisfy some other constraint E3# E4 by making E39 non-unifiable, but
we shall dispose of the latter by (LL), which is a deterministic rule, rather than by blind
applications of (Hyp) to E3 ¥ Ey. It is doubtful that we can get rid of (Hyp) entirely
without losing completeness, so that (Hyp) should still be tried from time to time.

. Although (Hyp) is uncontrollable, i.e., there is no real restriction on its application, some
heuristics apply: first, it is always good to try applying (Hyp) when there is an equation
Xf ~ c(t1,...,tn) on the left of some constraint E; ¥ E, in K, and 7 has at least two
constructors ¢ and d: instantiating X2 by ¢ =q¢ [X2 := d(X1,...,X,;)] will then offer us
the opportunity to get rid of at least one constraint in N (K1), namely N(E;¢ ¥ Ey)), by
(). Indeed, E1% contains the equation d(Xy,..., X)) & c(t1,--.,tn), which cannot be
unified.

Similarly, if some constraint E; ¥ Es in K contains equations of the form z; ,, ~ t; (X7 %)
Ty M ta(XS2 ), Ty A tk(X,f’;l), k > 1, where t(X) denotes any term ¢ with X free in
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t,if tz(XZST) # XZST for at least one 4, 1 <14 < k, and if X1, X5, ..., X are pairwise distinct,
2 € S1, ..., Ty € Sk_1, T1 € Sk, then we may apply (Proj) k times and instantiate by
Y =qr [XO' = 19,... ,X,ff]l = mk,XkS’“ := x1]: this makes E;1 non-unifiable because of
the occurs-check, and allows us to use (L+) to get rid of at least one constraint.

Finally, we can also use (Hyp) on variables X7 where 7 is a finite type, i.e. when there are
only finitely many ground terms of type 7. Indeed, we shall be able to apply (Hyp) in this
way only finitely many times. But this is still very non-deterministic.

. Although constraint solving is in general undecidable, there are several decidable particular
cases.

First, in a language with no constructors, neither (Imit) nor (Hyp) ever applies. It is
easy to see that constraint solving is then in NP, where the non-determinism arises from the
application of (Proj) on variables X2 with S of cardinality at least 2. Although having
no constructors may seem to defeat the purpose of this paper, notice that LKcy without
constructors is a sound and complete deduction system for first-order logic with equality,
where functions are coded as functional predicates: we therefore get a sound and complete
tableau calculus for first-order logic with equality, with a decidable unification problem. As
far as I know, this is the first such system (recall that E-unification, as well as simultaneous
rigid E-unification are undecidable [DV96]).

Well, this remark is void, strictly speaking, since we have been assuming that every datatype
contained at least one ground term. But this remark can be extended to the case where all
datatypes contain just one constant, or more generally, to the case where all datatypes are
finite. In this case, (Imit) or (Hyp) can only be applied finitely many times, and the
unification procedure terminates again.

Second, if all constraints that the tableau procedure produces have an empty left-hand side,
i.e. if they are all of the form ¥ E, then the arguments of Remark 2, plus a straightforward
induction on K|, show that constraint solving in this case is polynomial-time decidable. This
is the case in particular when we try to prove formulas F' where equations only appear at
positive occurrences (i.e., under an even number of negations, where negations are left-hand
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sides of D), and ¢(P) = § for every predicate P occurring in F. Notably, this is the case
for Horn formulas with equality implemented by unification, as in Prolog, where equality
denotes (sound) unification. Recall that, in Prolog, you may write clauses with an equation
in the body of clauses (where they are positive, since clauses are negative), but you cannot
write a clause with an equation as head.

9. We can also deal with constraint solving by approximation; this is similar to the idea of
abstract interpretation [CC77] used in static program analysis. The idea is to replace con-
straint solving by decidable problems which are either upper or lower approximations of
constraint solving.

Lower approzimations of constraint solving are predicates P’ such that whenever P"(K )
is true, K is satisfiable. One such predicate is the pre-solved predicate (Definition 4.11,
Lemma 4.12). A better one is that which does all first-order unifications as in Remark 2,
and returns true if the resulting system is pre-solved, and false otherwise. Another one—mnot
the most clever—uses depth bounds on the terms that may be assigned to each existential
variable, and returns true if and only if the algorithm terminates within this bound; this is
easy to code: assign integer levels to second-order variables, refuse to apply (Imit), (Proj),
(Hyp) if the level n of X2 is zero, otherwise apply them so that all fresh variables receive
level n — 1. (Compare also with [GL97].)

Lower approximations are useful: replacing general constraint solving by the computation
of P*(K) produces a terminating, albeit incomplete, constraint solving algorithm. Provided
P’(K) is smart enough, we may decide that any sequent leading only to closed tableaux T
such that P°(K(T)) is false is too complex to prove, although the sequent might be provable.
In software verification, this may indicate that the reasons why the piece of software under
consideration is correct are too intricate, and that it might be worth to consider simplifying
its design. In general, if completeness is desirable, it is still interesting to compute P(K)
before we launch the full satisfiability procedure of Figure 6; if P’(K) is true, then we can
stop right there without launching the full satisfiability procedure. Of course, we can also
compute P’(K) from time to time during the full satisfiability procedure of Figure 6, to stop
it whenever it is obvious that we have reached a satisfiable constraint.

Upper approzimations of constraint solving are predicates P* such that whenever K is sat-
isfiable, then P*#(K) is true, but the converse may not hold. If P* is computable, then it can
be used during tableau expansion to enforce that only open branches of the form # ; K ; E ;S
and closed branches K with P#(K) true are ever generated. This prunes the search space
by disposing of branches that are obviously not satisfiable—i.e., such that P*¥(K) is false,
hence K is unsatisfiable. When a closed tableau 7T is obtained, it just remains to check
whether K (T') is satisfiable, by the complete algorithm of Figure 6 for example, or using
lower approximations P”.

As an example of upper approximation, we may use the unsatisfiability tests of Remarks 4
and 5 as (negations of) such predicates P¥. We can however imagine more clever approx-
imations. For example, we can turn K into a linear constraint £(K), that is, one where
every existential variable occurs at most once, by renaming each distinct occurrence of any
existential variable X7 to a fresh existential variable X; , i > 0. Then define P*(K) as
true if and only if #(K) is satisfiable. This is clearly an upper approximation. Moreover,
we conjecture that P* is a decidable predicate, much like linear second-order unification

[Dow93].
5 Structural Induction

We now wish to consider some sorts as inductive. For example, we wish to consider nat as the
smallest set of ground terms containing 0 and such that S(¢) € nat whenever ¢ € nat.
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To this end, we first extend Definition 1.1 so as to mark all sorts that we wish to consider
inductive:

Definition 5.1 An inductive language is a tuple (C,P,«, ¢,T), where the tuple (C,P,a, @) is a
language and T C S is a finite set of sorts, called the inductive sorts.

The purpose of the set 7 is to identify sorts that we wish to consider as inductive. Semantically,
the interpretations I we shall be interested in, from now on, are constrained to respect inductive
sorts, in that the Cartesian product of all 7(7)’s, 7 inductive, should be minimal for the subset
ordering when the values of I(7), 7 not inductive, is left fixed. Formally, this condition is defined
by a generalized induction principle:

Definition 5.2 Let 7, ..., 7, denote the inductive sorts (in I), and T441, ..., Ty denote the
non-inductive sorts, 0 < q < q'. An interpretation I respects inductive sorts if and only if, for
every sets Ty C I(m), ..., Tqg CI(1q), Tgx1 =ar I(7q41), -.., Ty =ar I(rq) such that:

o for every constructor c, of arity 7, X ... X T;, — T, for every vy € T3, ..., v, € T;,,
I(C)(Ula v 71}n) € Tim

then Ty = I(1y), ..., Ty = I(7y).

We still assume that there is at least one ground term of each sort. Contrarily to the non-
inductive case, this restricts the generality of our approach: we cannot add constant constructors
to inductive sorts that have no ground term (empty sorts), since this would change the semantics.
However, empty inductive sorts are a chore to deal with; and it is easy to detect which inductive
sorts are empty (sorts are states of a deterministic bottom-up tree automaton whose transitions are
constructors, and this problem is the polynomial-time-decidable automaton emptiness problem).
As dealing with empty sorts would distract us from the main points of this paper, we simply
assume that there are none. They can be dealt with, for example, by forbidding the use of the
usual quantifier rules (VR), (VL), (3L) and (3R) when 7 is an empty sort, and replacing them
with the following rules:

o; 0,3z, - FFA o;TFVz, - F,A

when 7 is an inductive empty sort. These rules are in fact particular cases of the induction schemes
that we shall describe next.

We deal with inductive sorts in the deduction system by adding standard structural induction
rules (Ind:R) and (Ind,;L) to LKcy, for every inductive sort 7, yielding a new sequent system
LKc"?. These rules resemble the ones of Coq [BBCT97], notably.

Say that a constructor c is a constructor of T if and only if a(c) is of the form 7 x ...x 7, = 7/
with 7/ = 7. Say that a sort 7 has constructors c1, ..., ¢p if and only if the set of constructors
of 7 is exactly {ci,...,¢p}- Let 7 be an inductive sort, having constructors ¢, ..., ¢p; let a(c;)
be Ti1 X ... X Tin, — 7. Write /\TU:T F; D G for the formula Fj, D ... D Fj, D G, where
J1 < ... < ji is the sequence of indices such that 7;; = 7. Similarly, let A F; AG the formula
F;, A...ANFj;, AG. The standard structural induction rule for 7 is then:

Tij =T

o;T I—Vxlu,...,xfllnl - N\ Flz,:= xilj] D Flz, :==c(z,...,z")],A
T15="T

o'k V:clpl, .. .,xf:np - N\ Flz. = :c];m.] D Flz, :=cp(z,...,2™)], A
Tpi =T

(Ind,R)
o;'FVz, - F,A

where the variables :z:]ﬂ o 1<i<p,1<j<ny,arefresh,i.e., not free in F. The interested reader
may check that the induction principles given for nat and natlist in the introduction follow this
pattern.
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Dually, we consider the following left induction rule:

o;T,3zr,,, .. ST N —Flz, = .7,'7,'1],] AF[z, :=ci(z',...,z")]F A
T1;=T

0§F73$1P1, e ,x:fnp - N\ —Fz, = mJT'm.] AFlz, :=cp(x!,..., ™) F A
Tpj =T

(Ind-L)
o;0, 3z, - FFA
which can be obtained from (Ind;R) by using De Morgan rules.

In general, other, more expressive or less expressive induction principles are possible, of course.
The main defect of the induction principles above are that they do not handle mutually inductive
sorts gracefully: e.g., two inductive sorts A and B with constructorsa: B — A, ap:Aand b: A — B
will produce the following right induction principles:

o; T F Flzy :=agl,A o;T FVyg - Flzy := a(ys)], A
o; T FVzy - F A

o;T - Vyy - Flag == b(ya)], A
o; T F Ve - F,A

from which it is impossible to derive the more general induction principle:

o;TF Flzy :=ag],A 0;T FVzy - Flzy := 23] D Flza := a(b(z))], A
o;I'FVxy - F,A

Such general mutual structural induction principles are however too complicated to describe here;
the interested reader should be able to infer the general pattern from the example above. Therefore,
we shall only study the (Ind.R) and (Ind,L) rules here.

Theorem 5.3 If ;T F A is provable in LKCZ‘d, then for every free equational interpretation I
that respects inductive sorts and functionalities, for every valuation p, I,p = (o;T F A).

Proof. As for Theorem 3.4. There are only two additional cases, when the last rule used is
(Ind;R) or (Ind.L). Consider (Ind;R), the other case is similar (or use De Morgan’s laws to
reduce the latter to the former): let 7 be an inductive sort, having constructors ci, ..., ¢p; let
a(c;) be i1 X ... X Tin, — 7. By induction hypothesis, (i) if I,p = o and I,p | F' for every F’
in T, then: (ii) for all i, 1 < i < p, for some formula G; in Vzl_,... ot oo N Flar = a:JT'ij] D
Tij:T

Flz, := ci(mlﬂ,...,mfjni)],A, we have I, p = G;. Assume also that: (i4¢) I,p =0 and I,p = F'
for every F' in T'. So (i7) holds. Note that in the case that, for some i, 1 < < p, G; is in A, then
the claim is trivially true, by discharging (4i7).

So assume that: (iv) for every ¢ such that 1 < i < p, I,p = V;c}“,...,;cﬁjni - N\ Flz, =

Tij =T

a:JT”] D Flz, := ¢i(xl, ,...,2% )]. We exploit the fact that I respects inductive sorts, and use
the notations of Definition 5.2. Without loss of generality, let 7 be 71. We define the sets 71,
..., Ty as follows: for every j, 2 < k < ¢, let T; be I(7;), and T is the set of v € I(7)

such that I,p[z := v] = F. For every constructor ¢ of arity 7;, X ... x 7, — 7;, we claim
that: (v) for every v; € Ty, ..., vy, € Ty, I(¢)(v1,...,v,) € Ty,. This is obvious if 4o # 1. If
ig = 1, then ¢ = ¢; for some i, 1 < i < p, since the ¢;’s are the constructors of 7 = 7;. So
by (iv), if I, p[a:lil = Vi, @R vi,. ] F Flz; = Z'Jn-j] for all j such that 7;; = 7, then
Iplz;, = vy, SELNES Vi, ) B Flo: = ci(zy, - T )]- But for all j’s such that 7;; =,
vj € Ty; = Ty means precisely that I,plar, :=wvi,..., 2% :=uv;, ] Flz, = ] (since z;_,
i i i i
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.., xyi are fresh variables), so I,p[a:li1 = iy, T =0, | F Flrr = ci(mlil s T )
by deﬁnftion, this means that I(c)(vy,...,vy,) is in T}. This proves (v). In turn, (v) and the fact
that I respects inductive sorts implies that Ty = I(7), so I, p = Vz, - F, and the claim is proved
by discharging (i7). O
We cannot hope to extend the Completeness Theorem 3.12 in the case of infinite inductive
sorts: this is because of Godel’s first Incompleteness Theorem [Fef84]. It is interesting to point
out what fails in the technique we used in Theorem 3.12: we cannot describe fully the minimality
conditions of Definition 5.2 by any set, even infinite, of axioms on our given language. The problem
is that the minimality conditions of Definition 5.2 must at least be stated for every possible
language extension. However, the technique of Theorem 3.12 immediately shows that LKchd
on the language whose only inductive sort is nat is complete for first-order arithmetic PA; (as
defined in [Joh92], without addition or multiplication); i.e., every PA;-provable formula is provable
in LKc’:d. This naturally extends to PA; with addition and multiplication (add defining axioms
and totality axioms), or with other primitive recursive functions (same argument), or to other
inductive theories, provided that we consider not only standard but also non-standard models.
Cut elimination does not work either. The problem is that we cannot eliminate, say, cuts of

the following form (on nat here):

- T

L : :
) o 03T F Vygae - Flz == y] ME
o;TF Flz :=0],A S Flz = S(y)), ;T\ Varnas - F, Flz := 1] F A
%IndnatR) (VL)
o; 0 F Vaga - FL A a;F,anat-Fl-A(C 9
u

o;TFA

when ¢ contains free variables of sort nat. There is no problem when ¢ does not contain any free
variable of sort nat, i.e. when ¢ is of the form S(...(S(0))...), with n occurrences of S, for some
n € N we can derive ;T + Flz := 0], A by m, then o;T + Fl[z := 0] D F[z := S(0)],A (by
ma and (VE); recall that the latter natural deduction rule can be simulated by (VL), (Close) and
(Cut)), then o;T' F Flz := 5(0)] D Fz := S(S(0))], A, etc. Cut them all together (using (D E),
which can be simulated by the cut rule), then with the conclusion of 73 with cut-formula Fz := t],
then again with the left premise of the (Cut) above with cut-formula V.s - F'.

When ¢ contains some free variables of sort nat, we use Lemma 3.22 (or rather, its analog for
Lch,gd) to instantiate them to some closed term, say 0. (This uses the fact that nat is not empty
in an essential way.) Let § be the grounding substitution mapping the free variables of sort nat to
0. Then, the informal argument above shows how to convert the cut between (Indp.:R) and (VL)
into a sequence of cuts. However, the transformed proof no longer proves o;T" F A in general,
but mgu(c0); T - Af. This makes any instance of (VR) or (3L) under the transformed (Cut)
illegal, as soon as the generalized variable z is in dom#. For example, take o empty, I' empty,
A =4t P(ynat), and t =4f 2Znat, then we may be faced with the following situation:

- T

- : :
: iF Yynas - Flz := 9] D 7
ik Flz :=0|,P na ’ =
’ [.’E ]7 (Z t) F[.CL' = S(y ],P(Znatelnd R) ;vxnat ° F,F[.’L' = znat] |_ P(zna(gL)
nat
7|_ ana‘t ° F; P(znat) ;vxnat -F+ P(znat)
(Cut)
H [ P(znat) (VR)

;b Vpas - P(x)

Taking 0 =4¢ [2 := 0], the (Cut) is transformed into a proof of ;+ P(0), from which we cannot
deduce ;b VZpat - P(x) any longer.

In fact, this is a well-known conundrum [Gir92]: cut elimination does not work in the presence
of induction rules of the form above, and it is necessary to cheat, namely to hide some cut inside
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the induction rules to get cut elimination. We may do this, for example, by adapting McDowell
and Miller’s induction rule [MM98]: let LKc"? be LKcu plus the following rules:

o T Vel ... N AN A #l,; 1D Flz. :==ci(z',...,2™)], A
T15=T
o;THVer .. .,aﬁ:ﬂp - N\ Flz.:= xipj] D Flz, :=cp(zh,...,2")], A
Tpj =T
;T Fle =t F A >t
7 [@ ] T (Ind,R)
o;TFA
where the variables wT j» 1 <4 <p,1<j <y, are fresh, i.e., not free in F; and:
o;T, 3zl .. Hart o N oF[zr = :1:,.1 IAFlz, :=ci(zh,...,z")]F A
le_T
o;T, 3zt 1,...,3:?5"? - N\ -Flz, =2 A Flzr =cp(zl,...,z™)] F A
Tpi =T
;T'H Fle :=t], A >t
7 o= 1] T (Ind.L)
o 'FA
with similar side-conditions.
Lemma 5.4 LKc;"d and LKc;"dI prove ezactly the same sequents.
ind

Proof. On the one hand, we may translate the (Ind.R) rule into the following LKc;7® proof

fragment:

UF"V.CETI, . -,—”L /\ F[ —.73‘3.2:]
DF['TT ;:ci(xlj,_,,xm)],A :
1<i< o;0,Flz .=t F A
U<i<P) (7.4 p) w=0EA )
o:T FVa, - F,A ;T\ Ve - FFA
(Cut)
o;'FA

and similarly for (Ind] L), using (Ind,L), (3R) and (Cut).
On the other hand, we may translate (Ind,R) into the following LKcmd proof fragment:

o; T Vel .. /\ Flz, := !

i Tij =T o (Close')

D F[.CC-,- = CZ'(.TL' R ,m"')],F[:c = yTLA O';F,F[.’L' = yT] = F[:U = ZIT];A

1< <
Q<i<s) (Ind' R)
o;TF Flz :=y,], A
(VR)
o;TFVz, - F,A
where some weakenings have been used. (Check that weakening is admissible in LKcmd , Le.
ind'

Lemma 3.11 works again. Check also that rule (Close') is still admissible in LK¢J® .) Similarly
for (Ind,;L), which we translate using (Ind, L), (3L) and weakenings. O

ind' ind'

Theorem 5.5 A sequent has a proof in LKcy, without

using the (Cut) rule.

if and only if it has a proof in LKcZ
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Proof. The if direction is obvious. Conversely, we reprove all the results of Section 3.4 for
LKc . Lemma 3.24 extends trivially, since the new induction rules (Ind,R) and (Ind. L) have
no principal formula. We then conclude by the same argument as in Theorem 3.25. a

This result is so easy that it is almost vacuous. We can do better by implementing recursor
reductions. Recursor redexes are proofs of the form:

-

U;P}—‘v’xlﬂ,...,mfjni- N\ Flz, = :cJT”] Eﬂ—o
) F[xr = t;?(_ml,-..,xm)]’A G;P’F[x = ck(tl"":tnk)] FA
1<i<
1<i<p) (Ind.R)
o;TFA

which we can reduce to a proof built as follows. First, build the following proofs 7r;-, for every j
such that 7,; = 7:

- T

o;DbVal ... 2 - N\ Flz, =2 ] (Close’)
' ! Tij =T 'J' U;F,F[a) = .’L“Z,—ki] =
S Flor =@y, a™)), Flo = 2, ], A Fla = o, A
- nd.,
o'+ Flz:=2 ],A
J
where we have tacitly weakened 71, ..., 7. Now apply (VE) (see Lemma 3.16, this involves some

additional cuts) ny times below 73 to get a proof of:

o;T k- /\ Flz, := mikj] D Flz, :=ci(a,...,z™)], A
Tkj =T

Apply (D E) (see Lemma 3.16, this again involves some new cuts) with the conclusions of the

proofs 7r;-, for all j such that 7x; = 7, to get a proof of:

o;T b Flz, := ci(zh,...,2™)],A

Then cut the latter with the conclusion of 7y to get a proof of o;I' - A. We let the reader design
the symmetrical redex and reduction rule involving (Ind.L).

If the reduction process combined with cut elimination terminates (weakly), which we conjec-
ture, then we can restrict the term ¢ in (Ind, R), resp. (Ind, L), to be a variable y,. Combined with
the trick consisting in instantiating all variables y, that are not used as eigen-variables in (VR) or
(3L) to ground terms, this means that we may assume y, in the induction rules to be a universal
variable used below the induction rule as eigen-variable. In short, provided the conjecture holds,
the tableau induction rules are:

Z;K;E;S
£;K;E;S,—Val ,...,a% - N\ Flz, =l
bomig=T Z;K;E;S,+F[z =y,
D Flz, :=¢i(2!, ..., 2™)]

~ >

(1<i<p)

where y € # and has the same type as x,. (Similarly for the other induction rule.) So, although
we have to invent the formula F' (this is induction loading), we don’t have to invent the term ¢ of
rule (Ind. R): it must be one of the variables in Z.

So LKcZ‘dl is not practical, unless we have heuristics to invent the formula F. We claim that
using LKc™ without (Cut) is enough for most simple inductive proofs, so that we can be content

~
~
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with the following tableau rules:

Z;K;E;S —Vz, - F

Z;K;E ;S,—leu,...,wgini - N Flz, = 2z
Tij; =T
D Flz, :=c¢;i(z!,...,a™)]
(1<i<p)
and:
Z;K;E;S +3x, - F
7;K:;E ;S,—i—Ela?,l.ﬂ,...,x?j"i - N Flzr =2l ]
Tij =T

AF[z; = ¢i(z?,. .., z™)]

~ v

(1<i<p)

where 7 is an inductive type. At least, sticking to this restriction for inductive rules does not make
the constraint solving problem (see Section 4.1) more complicated than it was already in LKcy,.

6 Related Works

First, it appears that reducing equality to syntactic equality as we did is not a new idea. Jean-
Yves Girard ([Gir92], Section 3.1) mentioned a similar trick in the framework of linear logic and
proposed the following rules:
mgu(t~u) =1 +FTo (0=mgu(t=u))
Ftrt b1t~ u) FT,-(t ~ w)

This is very close to our rules (Refl), (= L)/(LL) and (= L) with some immediate instantiation
going on, respectively. Again, this forces an encoding of non-constructor functions as predicates,
as we did. Our import is then, apart from a rigorous account of the idea above, the notion of
functionalities of predicates, and the associated (=1) rule, plus the design of a corresponding
tableau system and its accompanying constraint solving problems.

The idea that values of datatypes with free constructors can be equated with terms, that
semantical equality on datatypes is syntactical equality, and that consequently left equality rules—
or inversion principles, as they are called in type theory—are first-order unification, is also an idea
that Conor McBride has been defending for some time now [McB96].

Encoding functions as predicates is of course a very old idea, and the Principia [WR27] is
already based on a formalization of logic without function symbols. Parikh [Par73] warns against
it, arguing that this may increase proof length greatly: reflexivity proofs (of s & s, where s contains
non-constructor function symbols) may take O(|s|) proof steps to derive. However, Girard [Gir92]
argues in favor of it on esthetic grounds, while Baumgartner [Bau] shows that a similar technique,
based on translating clauses with equality to Horn clauses without equality, gives good results
in practice, while implementations remain simple enough. It does not seem that Baumgartner
realized that constructors were easily dealt with by predicative translations, but to be fair, this
was definitely not his goal either.

As far as induction is concerned, Baaz, Egly and Fermiiller [BEF97] have proposed another
practical scheme for induction proofs. As ours, their scheme, once translated to sequent format,
does not admit cut elimination. However, their system is limited to do induction on atomic
formulas (including equations), while ours is limited to bodies of universal quantifications (or
negated existential quantifications) and structural induction. Naturally, we are free to code any
other induction scheme, say with respect to any given well-founded ordering on terms, or any
provably well-founded ordering on values. Our point here is that structural induction schemes are
particularly natural in the context of theories of constructors. The main advantage of [BEF97] is
the fact that inductive reasoning is done lazily, and is triggered by the closing rules of tableaux.
(This involves considering Skolem functions on inductive types as choosing a minimal term in
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the considered well-founded ordering, and extending the closing rules accordingly.) Our way of
dealing with induction is more primitive: the basic way is to trigger an induction rule to prove,
say, S, —Vz, - F, when the § rule on —Vz, - F has failed to produce a proof in a given time (or
Herbrand multiplicity) bound. We did not follow the path of skolemization as in [BEF97], simply
because skolemization is unsound in our calculus. This needs further work, all the more so as, in
the absence of skolemization, we may have to backtrack on the application of v rules, because of
the impermutabilities between quantifier rules; we can limit this by expanding «, 8 and § rules
eagerly, but we shall still need to backtrack on branches # ; K ; E ; S where S contains no «, 3, or
¢ formula, but contains at least two -y formulas.

7 Conclusion

We have presented a sound and complete system for first-order logic with equality and a theory
of constructors. The latter is a natural theory of datatypes in programming languages like ML,
and accommodates rather easily notions of proofs by structural induction. This paper can then
be seen as an attempt to automatize, at least partially, proofs involving equality and induction in
modern theorem proving assistants like Coq [BBCT97]. The calculus LKcy, is not only sound and
complete, but cuts can even be eliminated, allowing for practical proof search. The only negative
point is the complexity of constraint solving. We believe that practical cases are in fact easy to
deal with, as is witnessed by the facts that constraint solving is polynomial-time decidable in the
case of formulas that are essentially Prolog programs with the equality predicate (denoting sound
unification); and that LKcy without constructors has a decidable constraint solving problem.
The latter makes LKcx, (without cut) the first—as far as we know—sound and complete tableau
system for first-order logic with equality that has a decidable closing problem, contrary notably
to equational matings and simultaneous rigid E-unification.

There are several directions in which the present work may be extended. First, it would be
interesting to give a proof-term language for LKcy, and Lch‘d proofs, with a decidable type-
checking problem: we believe that there is a rather simple one, based on typed A-calculus, and
where equality proofs would be computationally irrelevant, so that proof-terms would be particu-
larly compact. This will be the subject of a future paper. Second, since constraint solving already
involves some form of second-order unification, it is natural to extend LKcy, to higher-order rea-
soning: constraint solving should not be much more complicated than higher-order unification
[Hue75], however the lack of the subformula property makes proof search more complicated (see,
e.g. [Koh95]). To avoid the latter problem, we can however already consider a first-order theory
of higher-order functions, where the languages of terms, but not that of formulae, is extended
to include typed A-abstraction and application, modulo gn-equivalence. Third, and more realis-
tically, it would be useful to extend LKcy to the case of non-free constructors, e.g. defining Z
with the constructors 0, —1, z — 2.z and & — 2.z + 1, submitted to the equations 2.0 = 0,
2.(—1) +1 = —1. This can be done by describing datatypes with non-free constructors with the
help of bottom-up tree automata [JB97]; but then LKcy has to be modified, and the computation
of mgus in rule (& L) has to be replaced by something more complicated. Similar considerations
apply to constructors obeying algebraic laws, say, associativity and commutativity. Fourth, we
have considered free interpretations where in particular a term ¢ with x free in ¢, x # ¢, can never
denote the same value as z. Although this is well-suited to modeling common data structures like
natural integers, finite lists, finite trees, etc., this cannot be used to model infinite data structures
like streams. It might then be interesting to allow certain sorts to have interpretations where
fixpoint equations like x = t, = free in t,  # t, have solutions; regular term unification then seems
the prime candidate to replace ordinary first-order unification. Fifth, and finally, our undecidabil-
ity proof for constraint solving depends on having at least one binary constructor. So it does not
apply to the case of arithmetic, where we only have the constant 0 and the unary constructor S.
In the case that constraint solving restricted to these constructors were decidable, then Kreisel’s
problem for LKcy, (the decidability of the existence of a proof of a given formula of size less that

n, given as input) would be answered positively. The case of Lch‘d, and in particular of PAq,
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would remain open. We however conjecture that constraint solving, even in this restricted case,
remains undecidable.
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