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Abstract: We study the asymptotic behavior of the Bayesian estimator for a deterministic signal in additive
Gaussian white noise, in the case where the set of minima of the Kullback—Leibler information is a submanifold
of the parameter space. This problem includes as a special case the study of the asymptotic behavior of the
nonlinear filter, when the state equation is noise—free, and when the limiting deterministic system is nonobserv-
able. As the noise intensity goes to zero, the posterior probability distribution of the parameter asymptotically
concentrates on the submanifold of minima of the Kullback—Leibler information. We give an explicit expres-
sion of the limit, and we study the rate of convergence. We apply these results to a practical example where
nonidentifiability occurs.
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Comportement asymptotique de I’estimateur bayésien
dans les modeles non—identifiables

Résumé : On étudie le comportement asymptotique de Pestimateur bayésien pour un signal déterministe
observé dans un bruit blanc gaussien additif, dans le cas oi1 ’ensemble des minima de I'information de Kullback—
Leibler est une sous—variété de lespace des parametres. Ce probleme inclut comme cas particulier I’étude du
comportement asymptotique du filtre non-linéaire, quand I’équation d’état est non—bruitée, et quand le systeme
déterministe limite est non—observable. Quand l’intensité du bruit tend vers zéro, la distribution de probabilité
a posteriori du parametre se concentre sur la sous—variété des minima de 'information de Kullback—Leibler. On
donne une expression explicite de la limite, et on étudie la vitesse de convergence associée. On applique ces
résultats & un exemple pratique o le modele est non—identifiable.

Mots-clé : estimateur bayésien, modele non—identifiable, filtrage non-linéaire, systeme non—observable,
asymptotique petit bruit, méthode de Laplace, azimétrie.
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1 Introduction

Consider the classical model of a deterministic signal depending on an unknown parameter, observed in
additive Gaussian white noise, as studied in Ibragimov and Khasminskii [8, Chapter III, Section 5]. The
d—-dimensional observation {Y;, 0 <t < T} satisfies

dY; = my(0) dt + e dW/! |

where 6 € ©, the parameter set © is a Borel subset of RP, and {W/, 0 < t < T} is a standard Wiener process.
The problem is to estimate the unknown parameter 8, given the observations {Y;, 0 <t < T'}. We assume that
for any 6 € ©, the mapping ¢t — m,(6) is measurable and satisfy the finite energy condition

T
/|meﬁ<m.
0

In addition, we assume that for a.e. 0 < ¢ < T, the mapping 6 — m () is continuously differentiable, and for
any # € ©, the p X p symmetric nonnegative matrix (Fisher information matrix)

T
16) = [ i) 1 (6)
0
can be defined. Here and throughout the paper, the dot denotes derivation w.r.t. the parameter.
For any € > 0, let {Pj, 0 € O} be the family of probability measures generated on the canonical space

C([0,T]; R?) by the process {Y;, 0 < t < T} for different values of the parameter . The likelihood function
for the estimation of § based on {Y;, 0 < ¢ < T} is given by

T T
5(9)=exp{€l2/0 [mt(ﬂ)]*dYt—ﬁ/o |me(6)]? dt} .

Using the Bayesian approach, we model the a priori information on the unknown parameter 6 by the prior
probability distribution g, and for any € > 0 we denote by P¢ the probability distribution on the product space
C([0,T]; R?) x O, defined by

P[Ax(#eB)]= /]BP‘;(A)p(dG) .

The posterior probability distribution p° is then defined by the Bayes rule

| 00 2°6) uta)
- | £0) )

for any test function ¢. The Bayesian point estimator g associated with a quadratic loss function coincides
with the conditional mean, i.e.
:/mﬂwy
e

We introduce the contrast process €¢(8) = —? log L¢(6) and we denote by « the true value of the parameter.
Discarding additional terms that are independent of €, the contrast process can be written

(u*,0) = E*[9(0) | ¥

7

T
=—¢ / [m (6 ()] dWF + / |me(8) — my(a)|? dt
0
and converges to the Kullback—Leibler information
T
Kal®) =} [ lmu(®) - mu(a)dt
0

in P¢—probability, as € | 0.
RR n3675



2 M. Joannides & F. Le Gland

Under the usual identifiability assumption that the true value a of the parameter is the only minimum point
of K,, the Bayesian estimator is consistant, i.e.

o — a and u = dq ,

in P —probability, as € | 0, and is asymptotically normal, i.e.
1 ~
6" —al = N(O, [[(@)]™)

as € | 0, provided « is in the interior of the parameter space, and provided the Fisher information matrix I(«)
is invertible, see Tbragimov and Khasminskii [8, Chapter ITI, Section 5].

However, there are some practical situations, see Section 6 below, where nonidentifiablilty occurs, i.e. where
the set of points with minimum Kullback—Leibler information does not reduce to the true value

My = argmin K, (0) = {6 € © : my(0) =my(a) forae 0<t<T}#{a}.
f€©

In this case, the point estimator 6° is not relevant, and we are rather interested in the asymptotic behavior of the
posterior probability distribution u® as e | 0. It is easy to show that — although the set M, has zero Lebesgue
measure in general, hence p®(M,) = 0 for any € > 0 — the probability distribution p° is asymptotically
supported by M,, in the following sense : for any ¢ > 0

p(Ky(0) <c)—1,

in P?-probability, as € | 0, see Proposition 3.2 below. This is only a qualitative result, and the question
naturally arises whether more precise results could be obtained. In this paper, we show that it is possible to go
beyond this qualitative result, provided higher order terms such as the Fisher information matrix are used.

Similar problems have been studied in the literature : The characterization of limit sets for the MLE has
been obtained for diffusion—type processes observed over an infinite time horizon by Borkar and Bagchi [2],
and for partially observed diffusion processes with small noise by James and LeGland [10]. In the simpler case
where the set M, is finite (a submanifold of dimension zero), the precise asymptotic behavior of the MLE and
of the Bayesian point estimator has been studied for diffusion—type processes with small noise by Kutoyants [14]
and [13, Section 2.7], and for general filtered statistical models by Kutoyants and Vostrikova [15].

The paper is organized as follows :

e In Section 2, we relate the problem of Bayesian estimation for nonidentifiable models, with the problem
of nonlinear filtering for nonobservable systems.

e In Section 3, we introduce Assumptions A and B, which are regularity assumptions, Assumption C under
which the set M, of points with minimum contrast (Kullback—Leibler information) is a submanifold of
RP, and Assumption D under which the prior probability distribution g is absolutely continuous w.r.t. the
Lebesgue measure, with a continuous density p.

e In Section 4, we characterize the limit as € | 0 of the probability distribution u¢, as the random probability
distribution

xp{L £, (v)|?
i) = co "L L 1) 5, ay).

where ¢, is a normalizing constant, A, denotes the canonical measure on M,, and where for any y € M,,
the matrix I (y) denotes the restriction of the Fisher information matrix I(y) to the normal space N,M,,
and &,(y) is a Gaussian r.v. taking values in Ny M,.

e In Section 5, we study the corresponding rate of convergence, and we characterize the limit as € | 0 of the

conditional probability distribution of the r.v. = [# — 7(6)], where m denotes the projection on M,, as a
mixture of random Gaussian probability distributions on the normal spaces to M,.

e In Section 6, we present an application of our results to target motion analysis (TMA).
e Detailed proofs are given in Appendices A, B and C.

These results have been announced in Joannides and LeGland [11, 12].
INRIA



Bayesian Estimator in Nonidentifiable Models 3

2 Nonlinear filters for asymptotically nonobservable systems

As a prototypical situation where nonidentifiability occurs, consider a nonlinear filtering problem with noise—
free dynamics, where the m—dimensional unobserved process {z;, 0 < t < T} evolves according to the ODE

diUt

T b(x) ,

with unknown initial condition x, and the d—dimensional observations are corrupted by some small additive
Gaussian white noise

dY, = h(z;) dt + £ dV; = hlgy(z)] dt +edV,

where {¢:(-), t > 0} denotes the flow of diffeomorphisms associated with the ODE. In the Bayesian approach, the
unknown initial condition z is given the prior probability distribution y, and the problem consists in computing
the posterior probability distribution p° of the initial condition z given the observations Y = o(Y;, 0 <t < T},
or equivalently computing the conditional probability distribution pu7 = u®o ¢;1 of the final state z7 given the
past observations ).

If the following deterministic system

dx
- d_tt = b(x)
Zy = h(.Tt)

obtained in the limit as € | 0, is observable on the time interval [0, T], in the sense that the mapping
z = {hlp:(2)], 0 <t < T}
from R™ to C([0,T]; R?) is injective, then
B = bz

in probability, as € | 0, where zy denotes the true initial condition. The results of this paper allow to describe
the asymptotic behavior of the posterior probability distribution u¢ as € | 0, when the limiting deterministic
system (X)) is nonobservable, i.e. when

T
My = argmin / Ih[ge(@)] — hldu(ao)] 2 dt

z€R™
= {z € R™ : hlg:(z)] = h[d(z)] for a.e. 0 <t < T} # {0} .

In this example, the notion of nonobservability of the limiting deterministic system is equivalent to the notion
of nonidentifiability of the corresponding statistical problem. In this context, the Fisher information matrix is
defined by

I(z) = /0 [ [6e()] ¢ () ]" B [¢1(2)] 6;(z) it

for any z € R™, and has been introduced in James [9] as the observability Grammian for the limiting determi-
nistic system (X).

A typical nonlinear filtering problem where asymptotic nonobservability occurs, is target motion analysis
(TMA), or tracking with bearings only measurements, see Lévine and Marino [17]. This application will be
studied in more details in Section 6.

3 Preliminaries and assumptions

We assume that the parameter set © is a compact subset of R, with nonempty interior. We first introduce
the following regularity assumptions :

RR n3675



4 M. Joannides & F. Le Gland

Assumption A : For a.e. 0 <t < T, the mapping 6 — m;(6) is continuously differentiable, and

T
o1 =sup sup { / |74 (6) u|? dt }1/2 < oo
0€0 |u|=1 0

Assumption B : For a.e. 0 <t < T, the mapping 8 — m;(#) is twice continuously differentiable, and
r 1/2
o2 =sup sup { / |7 (0) (u, w) > dt } " < o0
€0 |u=1 Jo

and for any 6,6’ € ©

T 1/2
sup { [ 11 (6) = (@) () Pt} < s 00

lul=1

Remark 3.1 For any § € ©
T
sup / e (8) ul2 dt = sup u” I(6) u = Amax(6) ,
|lul=1 Jo |ul=1
where Apax(6) denotes the largest eigenvalue of the Fisher information matrix I(6), hence

SUp Amax(6) < oo,
6cO

under Assumption A.

Under Assumption A, the Kullback—Leibler information K, is continuous, hence

T
oo = sup | / Ime(6) — my(@)P? dt }7* < oo
e 0

and the Gaussian random field

{/ e (6) — ma(a)]* AW, 6 € ©} |

has P¢,—a.s. continuous sample paths, by the Kolmogorov continuity criterion, hence the r.v.

T
So=sup| [ [m(8) — mi(a)]" dWS |
0ce® Jo
is P%—a.s. finite for any € > 0. Moreover
sup E, |/ ma(6) — my(e)]" AW P = o < o0 (1)
0c®

for any € > 0. Similarly, under Assumption B, the Gaussian random fields

T
{/ ia(6) 6€O,u=1}  and {/ [24(8) (u, w)]* AW, 6 € O, [u] = 1}
0
have P¢—a.s. continuous sample paths, by the Kolmogorov continuity criterion, hence the r.v.’s
T T
S1 =sup sup | [ [7u(6)u]* AW | and Se=sup sup | [ [1(8) (u,u)]" dWS|
0€® |ul=1 Jo 0€® |ul=1 Jo

are P¢,—a.s. finite for any € > 0. Moreover

sup sup Ef |/ me(0) u)* AW |? = 03 < 00, (2)
€0 |u/=1

INRIA



Bayesian Estimator in Nonidentifiable Models d

and

T
sup sup B3| [ [ia(6) (w, )] dWe P = 0 < oo, ®
€O |u|=1 0

for any € > 0.
The first qualitative result states that the posterior probability distribution p° is asymptotically supported
by M. The proof is given in Appendix A.

Proposition 3.2 Under Assumption A, and if the prior probability distribution p charges any neighborhood of
My, then for any ¢ >0

w(Ka(f) <c) —1,
in P¢, —probability, as € | 0.

Under Assumptions A and B, the Kullback—Leibler information K, is twice continuously differentiable, and
the Fisher information matrix I is continuous. Notice that for any y € M,, the matrix I(y) coincides with
the Hessian matrix K, (y) of the Kullback-Leibler information : Indeed, for any # € ©, the gradient and the
Hessian matrix of the Kullback—Leibler information are respectively the row vector

T
1a(0) = [ ma(6) = mu(@)) () e

and the symmetric matrix
Ka(6) = / [0 (8) — ma()]* iy (6) dt + / e (6)]* 1ina(6) dit .

Clearly K, (y) = 0 and Ko(y) = I(y) for any y € M,.

By the local inversion theorem, if I(y) has full rank p, then y is an isolated minimum point of the Kullback—
Leibler information. The case where this happens for any y € M, has been considered in Kutoyants and
Vostrikova [15]. In this paper, we address the case where the set M, of minimum points of the Kullback—Leibler
information is a submanifold, and we make hereafter the following rank assumption :

Assumption C : The set M, is contained in the interior of the parameter set ©, and for any y € M,, the
Fisher information matrix I(y) has constant rank k& < p.
By the rank theorem, Assumption C ensures that M, is a (p — k)—dimensional submanifold of RP.

Remark 3.3 By compactness, the set M, has a finite number of connected components (possibly only one).
The more general case where the Fisher information matrix has constant rank on any connected component,
i.e. where M, is the union of disjoint submanifolds with possibly different dimensions, could also be considered.
Following the discussion in Hwang [7, Section 3|, the only components that would matter in the limit, are those
components where the rank is minimum, which corresponds to the highest dimensional submanifolds.

For any y € M,, we denote respectively by T, M, and N, M, the tangent and normal spaces to M, at point
y. We easily check that

TyM, = ker I(y) and NyM, =TImI(y) .

Indeed, for any tangent vector v to M, at point y, let {vy(s), s € I} be a smooth curve in M, such that
v(0) = y and 4(0) = v. For any s € I and for a.e. 0 <t < T, my[y(s)] = mi(a), hence 1,[y(s)] ¥(s) = 0 and in
particular for s = 0, 7 (y) v = 0. Since the latter holds for a.e. 0 < t < T, we have I(y)v = 0 which implies
TyM, C kerI(y), and also Im I(y) C N, M, since for any u € RP, [I(y) u]*v = 0. By Assumption C, Im I(y)
is a k—dimensional linear subspace of RP, hence Ny, M, = ImI(y), which in turn implies T,M, = ker I(y). In
addition, for any y € M,, the restriction I, (y) of the linear mapping I(y) to its range N, M, is invertible, since
it has full rank k. For later reference, notice that the smallest eigenvalue Ayin(y) of I, (y) is positive for any
y € M,. The above discussion shows that the Gaussian random field

T
Caly) = / i ()] AW | (4)

RR n3675



6 M. Joannides & F. Le Gland

indexed by y € M, takes its values in N,M,, since v* {,(y) = 0 for any v € T, M,. Therefore, the Gaussian
random fields

&) =ILW)] 2 ¢aly) and Xo(¥) = L)) ¢aly) (5)

indexed by y € M, are well defined, and take their values in N,M,. Notice that

T

sup |Ca(y)| = sup sup | [ [my(y)u]”dW| < S . (6)
YyEMo yEMy |ul=1 Jo

The next result clarifies the relationship between two different collections of neighborhoods for the manifold
M, : the tubular neighborhoods M% = {6 € © : d(d, M,) < r}, and the sub-level sets {# € © : K,(0) < ¢} of
the Kullback—Leibler information. The proof is given in Appendix B.

Lemma 3.4 Under Assumptions A to C

Amin = inf Amin(y) >0 and Amax = SUD Amax(y) < 00,
yeEM, YEMy

and for r > 0 small enough

aegan\fM; K,(6) > % Amin 72 and 9561;\5); Ko(0) < Amax 7?2

Indeed, it follows from Lemma 3.4 that the following inclusions hold, for » > 0 small enough

{0€0: Ko(B) < tAminr®} C ML C{0€0O : Ko(f) < Amaxr’} -

We introduce finally the following absolute continuity assumption :

Assumption D : The prior probability distribution p is absolutely continuous w.r.t. the Lebesgue measure
on R? with a continuous density p.

4 Convergence
Under Assumptions A, C and D, we introduce the following random probability distribution on M,

exp{3 [éa(y)*}

YA p(y) Aa(dy) ,

Pa(dy) = ca

where ¢, is a normalizing constant, and A, denotes the canonical (or Lebesgue) measure on M,,, see Berger
and Gostiaux [1, Proposition 6.6.1]. We recall at this point that the normal space N, M, is also equipped with
a canonical Lebesgue measure Ay, as a k—dimensional linear subspace of RP.

Notice that both p¢ and p, are random measures, i.e. r.v.’s with values in the set P(RP) of probability
measure on RP. Since u© is absolutely continuous w.r.t. the Lebesgue measure, and p, is supported by a set of
zero Lebesgue measure, the topology associated with the total variation distance is obviously too strong, and
we use instead the topology associated with the following norm on P(R?)

o= wllse = sup [{p,¢) — (W', ¢) |,

l¢llBL=1

where || - ||sL is the norm on the space of bounded and Lipschitz continuous functions, i.e.

#llsr = max{[|¢|, [|¢llL} ,

where ||-|| and ||-||r. denote respectively the supremum and the Lipschitz norm. The dual norm ||-||%;, is equivalent
to the Prokhorov distance, and defines the same topology as the topology associated with the weak convergence
of probability measures, see Dudley [3, 4]. We now state the first result of this paper, a generalization of which
is given in Theorem 5.3.

INRIA



Bayesian Estimator in Nonidentifiable Models 7

Theorem 4.1 Under Assumptions A to D, and if the prior density p is positive on M., then

ln® = pallr, — 0,

in P, —probability as € | 0.
Remark 4.2 Precisely, the following exponential rate is achieved : for any n > 0

. 1 «
lim —— log PL[ |1 — prallpr, > m) <0,

K(€)

where k() ~ e=2/% §(¢), and d(¢) goes to zero arbitrarily slowly as € | 0.

Remark 4.3 In principle, the standard Wiener process {W;*, 0 < t < T'} depends on ¢ through the definition
1
dWg = - [dY: — mi(a) dt] ,
and consequently the limit probability distribution p, should also depend on €. However, the result as stated
in Theorem 4.1 makes perfect sense, and in addition the probability distribution of u, does not depend on e.

SKETCH OF THE PROOF. From the definition of the norm || - ||, it is enough to look at the difference

<ﬂ55¢) - (ﬂaa¢> )

between the unnormalized probability distributions z° and fi, defined by

0 ==+ [ 0(6) expi{—5 €0)} o) @

and

_ ﬂ_k/Q eXp{ 1oy )l}
(i 6) = (2 / o) = ) M)

respectively. The approach is to obtain suitable estimates for this difference, holding at least on some good sets,
and to control the probability of the complementary bad sets.

The integral in (7) is viewed as a Laplace integral, hence for small values of €, we expect its behavior to
be determined only by the set of minimum points of £°. As e | 0, this set shrinks to M, so we are naturally
lead to evaluating this integral over a small neighborhood of M,,. Following the same approach as in Hwang [7,
Section 3], the first step consists in replacing the integral over the whole space © by the integral over the tubular
neighborhood

={0€0 :dO,M,) <r},

and to show that the contribution of © \ M, is exponentially small as ¢ | 0. The next step is to evaluate the
integral over M}, using a Fubini-like theorem. Since M, is compact, then by the tubular neighborhood theorem,
see Berger and Gostiaux [1, Theorem 2.7.12], for r > 0 small enough

M}~ {(y,u) : y € My,u € NyM,,|u| <1} =N"M,
under the diffeomorphism
Jao @ (W,u) EN"My+r—0=y+ueM,.

It is proved in Weyl [19] that the Jacobian determinant J, of the transformation j, is a positive continuous
function on N"M,, identically equal to 1 on M,, i.e. for u = 0. The change of variable § = y + u in the integral
over M yields

[ o) exp{= £+ ) P+ ) (1) day () } Aald)
Ny Mr

a

[ A o) exp{— 5 £+ £w) ply + £ Jay,eu) Aoy (du) Fha(dy)
RR n3675 Ny M €



8 M. Joannides & F. Le Gland

after rescaling the innermost integral. Notice that the factor e * was chosen in order to compensate for this

rescaling. The only indetermination left in the rescaled integral is with the exponential. We therefore focus on
the expression

éga(yﬁu) _1 /0T|mt(y+€1€t)—mt(y)|2dt_/0T[mt(y+€1;) = W) e )

Taylor expansion to the first order yields

1 e * *
S W +eu) — Qalyu) = 5u Ly u—uCaly)
as € | 0, where the Gaussian r.v. {,(y) has been defined in (4). Completing the square yields

Qaly,u) = 3 (u—xa®)* IL(Y) (u—xa®)) — 3 éa),

where the Gaussian r.v.’s £, (y) and x(y) have been defined in (5), hence

b2 01 [EaW)I?}

eXp{_Qa(ya U)} )‘a,y(du) = (2 7T) det IJ- (y)

FC! (ya du) [l (9)

where I, (y, du) is a Gaussian probability distribution on the linear subspace N, M,, with random mean vector
Xa(y) (a Gaussian r.v. with values in N,M,) and covariance matrix [I, (y)]™'. As a result, the following
convergence results hold

1
eXp{_E_Q E(y+eu)}p(y +eu) Aay(du) Aa(dy) — Taly, du) fa(dy) ,
and

(1% 0) — (fa> 9)

as € | 0. Further details are given in Appendix C. |

5 Rate of convergence

To study the rate of convergence, for ry > 0 small enough, fixed independently of &, we define the projection
m on M, by

Y, if 6 =y + v with (y,u) € N"™°M,,
m(0) =
g, otherwise,

and we consider the small noise asymptotics of the joint conditional probability distribution p® of the r.v.
,7(6), % 10— 7(6)]), defined by

(", f) = E°[£(8,(6),

0 —7(6)
=10 1y,

Notice that the marginal w.r.t. the first variable is x, the marginal w.r.t. the second variable is the conditional
probability distribution u® o 7=! of the r.v. w(), and the marginal w.r.t. the last two variables is the joint

1
conditional probability distribution v of the r.v. (7 (), - [0 —7(6)]), or equivalently the image of u® under

1
the mapping 6 — (m(6), R [0 —7(8)]), whose restriction to M%° takes values in the normal bundle space N M,.

Following the same approach as in Ellis and Rosen [5], we define the following random probability distribution

(pa> f) = /M { - (W, y,u) Daly, du) } pa(dy) .

INRIA



Bayesian Estimator in Nonidentifiable Models 9

Notice that the marginal w.r.t. either the first or the second variable is p,, and the marginal w.r.t. the last two
variables is the probability distribution v, on N M, defined by

(V) = / { $(,9) Ta(y,du) } paldy) |

Mo  JNyM,

which is a mixture of random Gaussian probability distributions on the normal spaces.
The following norms are introduced : For any test function f defined on © x © x RP, let

|f(07 yau)l |f(07y7u) - f(0,7 yau)l

Iflw=sup LDHDL 11wy = sup :
Omeoucrr W (ul) T o meouernoze 10— 0] W(Jul)

and

I fllBLwy = max{||fllw, | fllLow)}

where the enveloppe W is a nondecreasing real-valued function defined on [0, 00), and taking values larger than
1. A typical example is W (r) = max(1,r9) for some g > 0. The corresponding dual norms are defined by

lo—ro'llw = Sup | (o £) =0, )| and e = P'llBLw) = W | (o, £ = ('S )] -
w= BL(W)=

Remark 5.1 If the test function f depends only upon the first variable, which is the situation of Theorem 4.1,
ie. if f(8,y,u) = ¢(6), then

7 lBLowy = ll¢llsL hence " = pallgr, < 1107 = pallBLow) -
If the test function f depends only upon the second variable, i.e. if f(8,y,u) = ¢(y), then
Il lBrcwy = ISl hence 6= o 7™t = pallrv < 1107 = Pallfrowy -
Finally, if the test function f depends only upon the last two variables, i.e. if f(6,y,u) = ¥ (y,u), then
I FlsLowy = I¥llw hence 1V° = vallw < 116" = pallprwy -

We introduce the following assumption on the enveloppe W, which is satisfied with ¢y = 1, in the special
case where W (r) = max(1,r?) for some ¢ > 0.

Assumption E : The enveloppe W is a nondecreasing real-valued function defined on [0, 00), taking values
larger than 1, and such that :

(i) the following integrability condition holds
1
oy P WD) exp{-uPYdv <

(ii) for any A > 0 large enough

lim r* W (r) exp{—Ar} — 0,

rToo
(iii) for any r >0 and ' >0
Wrr') <ew W(r)W(r') .

Remark 5.2 Under part (i) of Assumption E

1

G [, WD) exp{=4 ol hdv < W) +

1 5 )
@ o [l WD) exp{—4 7o < oo

(27)
Theorem 5.3 Under Assumptions A to E, and if the prior density p is positive on My, then

lp® = pallBL(w) — 0,

in P, —probability as € | 0.
RR n3675



10 M. Joannides & F. Le Gland

Remark 5.4 If W =1, then the following exponential rate is achieved : for any 5 > 0

: 1 5 G *
15%1@ log PL[|lp° — paller, >n] <0,

where k() ~ e=2/% §(¢), and §(¢) goes to zero arbitrarily slowly as € | 0.
If the enveloppe W is of the form W (r) = max(1,r9) for some ¢ > 0, and if in addition the prior density p
is Lipschitz continuous on M,, then the following exponential rate is achieved : for any n > 0

. 1 N
lim © log PL[ " — pallirow) >0l <0,

where k() ~ e~2/(24+5) §(¢), and d(e) goes to zero arbitrarily slowly as ¢ J 0.

It follows from Remark 5.1 that Theorem 4.1 and Corollary 5.5 below can be obtained as special cases of
Theorem 5.3.

Corollary 5.5 Under the same assumptions as in Theorem 5.8
[pf o™ — pallry — 0 and v* = vallw — 0,
in P¢, —probability as € | 0.

Remark 5.6 If the test function f is of the special form f(,y,u) = u, then

/ ula(y,du) = xa(y) ,
N, M.

and Theorem 5.3 implies that

0 —x(6)

EE
B[

E —/ Xo(¥) fraldy) | — 0 |

in P, —probability as € | 0.

Another approach to look at rate of convergence, would be to consider the asymptotic behavior of the

1
normalized difference - [1° — pa] as € L 0. This problem will be considered in a subsequent paper.

6 Application to TMA

Target motion analysis (TMA), or tracking with bearings only measurements, is a typical application where
nonobservability occurs, see Lévine and Marino [17]. In this problem, a ship (the platform) is trying to estimate
the position and velocity of another ship (the target), using angle only measurements provided by a passive
sonar. We denote by r = (r*,r¥) and v = (v*,v¥) the relative position and velocity of the target w.r.t. the
platform. The available measurements are of the form

dY;g = h(’f‘t, ’l)t) dt +¢ th

where the observation function is

x
h(r,v) = arctan el

In general, both ships move at constant velocity along straight lines, so that the motion of the target could
be described by the equation

i =15 +uit, Y =ry+ovit,
_ y_ .y
vy = , Vg =

INRIA
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Denoting by 6 = (rg,ry,v&,v¥) the initial condition of the above set of equations, the problem reduces to

estimating € based on the observations
dY; = my(0) dt + edW/! |

where

01 +t0s3

m¢(0) = arctan 8 1160,

Denote by My = {6 € R* : my(0) = my(a

, 0 <t < T} the set of points that cannot be distinguished from a.
Clearly, 8 € M,, if and only if forany 0 <t < T

61 +t03 o +tas
02+t04 a (6] +tOé4 ’

i.e. if and only if

a9 —Q 0 0 zl

a4 —Q3 Qs —Qq 02 =0.
0 0 a4y —Q3 3
04

Notice that the rows of this matrix are linearly independent vectors of R?, provided that as a1 — as a3 # 0.
If this is the case, then M, is the one-dimensional kernel of this matrix. We can easily check that « is in the
kernel, hence

My,={yeR : y=pa for some p >0} .

Indeed there exists a one-dimensional manifold, in the four—dimensional parameter space (initial relative position
and velocity of the target w.r.t. the platform), of points that cannot be distinguished from the true value. One
would need additional measurements, e.g. range measurements provided by an active sonar, to overcome this
problem. The case where a4 a3 — as az = 0 corresponds to some values of a for which the platform and the
target are moving along the same line. We do not consider this type of problem here and therefore, we discard
these values of a from the set of parameter ©.

Simple calculations yield

By + 104
AP 1 —[61 + 1 65]
9)]* =
e 6)] [01 +163]2 + [0 + 1 0a4]2 t[62 +164] ’
—t [0, + t6s]

for any 6 € O, hence for any p > 0
. 1.
mg(pa) = — my(a) .
p
It follows that for any p > 0
r 1
Tpa) = [ Biulpal) ipa) dt = = Ia)
0
and similarly for the 3 x 3 matrix
1
I (pa) = p—zh(a) ;
hence

VdetI, (pa) = pl—gx/detIJ_(a) .

RR n3675



12 M. Joannides & F. Le Gland

It follows also that for any p > 0

T
£a(pa) = I (pa)] /2 / i (p )] AW = £a(a) ,

does not depend on p, i.e. is constant over M, and

T
xa(p) = [T ()] / i (p )] AW = pXal@)

Even though the parameter space is not compact in this example, the results obtained in the previous section
are still valid, up to straightforward modifications of the proofs. The limiting probability distribution p, on
M, has the form

{fta, ®) = ca /Ooo ¢(poz)p:”p(poz)dp=/OOo d(p ) va(dp) ,

where ¢, is a normalizing constant, i.e. the probability distribution p, on M, is the image of the probability
distribution =, on [0, o) under the (parametrisation) mapping p — y = pa. Notice that in this example p, is
nonrandom, and does not depend on the observation duration 7'.

Since M, is a one-dimensional linear submanifold, the normal spaces N,M, for y € M, are three-
dimensional linear submanifolds, all parallel to the single vector space

Ml ={veR :v*a=0},
and the probability distribution governing the rate of convergence has the form

g

T enr / ¥(pa,u) exp{—3 [u—Xa(pa)]" L1 (pa) [u = Xa(pa)] } du Ya(dp)

/oo 1 \/detIL

p3 (27) T (9\3/2 / Y(pa,u) exp{—— [u _PXa( )] pl IL(OK) [U_PXa(a)]}dU ’Ya(dp)

:/\/W

27 3/2

/ (pa,pv) exp{—1 o — xa(@)]" 1.(a) [v — Xa(@)]} dv va(dp) .

In the special case where ¥(y,u) = u
0—n(6 /
BT ) ) o | 0,
J

in P¢,—probability as € | 0.
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A Proof of Proposition 3.2

Notice that for any 6 € ©

T
_0(0) = —Ka(0) + ¢ /0 [me(8) — ma()]* AWE |
hence
CKa(6) — S0 < —£5(8) < —Ka(6) + £ So ,

where the r.v.

T
So = sup | [me(0) — my(a)]* dWS |,
e Jo

is P¢—a.s. finite for any € > 0, under Assumption A. Following the same approach as in Hwang [7, Section 2]

L 10) > o exp{=5 €0)) n(at)

/ exp {5 ££(6)} p(db)
©

p(Ka(0) 2¢) =

1 . .
/91<Ka<0) > o) P COIH@) exp (220} expl—5

< .

[ a0 < 1o etz EO M) [ 15 ) < 1o udd)
Introducing the bad set

T . c
Qo = { sup| | [me(6) — mu(@)]" AW | > o s
the following estimate holds : On the good set Q\ Qo
c
) > ) < T (10)

For any n > 0
PE I (Kal0) > ©) > 1] < PEIW(Kal0) 2 ©) > 7, 2\ Q0] + P5[00]
and from estimate (10) it follows that
Pl (Ka(f) > ¢) >n, 2\ Q] =0,

for € > 0 small enough. On the other hand, P%[Q] goes to zero as ¢ | 0.

B Proof of Lemma 3.4

It follows from Remark 3.1 that Apax < 0o under Assumption A. To check that Ay, > 0, assume that there
exists a sequence (Yn,u,) € N*M, such that

ur Iy (yn) un < 1/n .

Since N!M, is compact, there exists a subsequence which converges to a limit (y.,us) € N'M,. Taking the
limit along this subsequence, yields

UI IJ_(y*) Uy = 0 y

by continuity, which contradicts Apin (vx) > 0.
INRIA
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» Lower bound : For any r > 0 define

(% = i f Ka b)
ga(r) penfyr: (6)

which is positive since © \ M is compact. Notice that for any ' > r

ga(r) =min{ go(r'), inf Ky(6) } .
oeMr \Mrz

By the tubular neighborhood theorem, see Berger and Gostiaux [1, Theorem 2.7.12], if #’ is small enough, then
any € M \ M7 can be written as § = y + u with (y,u) € N M, and r < |u| < 7'. Taylor expansion yields

1
= - > 1,2 i i { }
K,(6) /0 (1-3s)Kuo(y +su)(u,u)ds > 57 (y,v)lenJ\frlMa Oélgér’ K,(y + sv) (v,v)

There exists rmin > 0 such that for any (y,v) € N'M, and any 0 < s < rpin

K,(y + sv) (v,v) > %)\min .

Indeed, assume that there exist sequences (yn,vn) € N'M, and 0 < s,, < 1/n such that

Ka(yn + Sn Un) (/Una vn) < %)\min -

Since N!M, is compact, there exists a subsequence which converges to a limit (y.,v.) € N'M,.

limit along this subsequence, yields

Ko (ys) (vs,v4) = 05 T (Ys) 04 < %)\min )
by continuity, which contradicts the definition of Anin. Therefore

inf K,.(6) > % Amin 72 ,
9€M;mi“ \M(:

for any 0 < r < rpin, hence
ga(r) > min{ ga(rmin) , %)\min 7'2 } ,

and for r > 0 small enough

ga(r) > % Amin r?

» Upper bound : For any 6 € O, and any y € M,, Taylor expansion yields

Ka(e)zjo (1—8) Ry +5(0—9)) (0 —y,0—y)ds .

If 6 € M7, then since M, is compact there exists y(6) € M, such that |6 —y(8)| < r, hence

Taking the

K.(0) <ir® sup sup Ko(y(8) + su) (u,u) < 1r® sup sup sup Koy +su) (u,u) .

|u|=1 0<s<r YyEMy |u|=1 0<s<r

There exists rmin > 0 such that for any (y,u) € M, x SP~! and any 0 < s < i

Koy + su) (u,u) < 2 Apax -

Indeed, assume that there exist sequences (yn,un) € M, X SP~! and 0 < s, < 1/n such that

ka(yn + Sn Un) (Una Un) > 2 Amax -

Since M, x SP~1 is compact, there exists a subsequence which converges to a limit (y., us) € M, x SP~L. Taking

the limit along this subsequence, yields

Ka(y*) (U*,U*) = u; I(y*) Us > 2 Amax »
by continuity, which contradicts the definition of Apa,. Therefore

sup Ko(0) < Amax r?,
peMr

for any 0 < r < Tyin-
RR n3675



16 M. Joannides & F. Le Gland

C Proof of Theorem 5.3

Notice that |6 — w(8)| < ro for any 6 € ©, hence

£6,x(8), =)

I <WE I lw

and for any 6 = y + eu with (y,u) € N™/°M,

10.70), =10

)= fly +eu,y,u) .

As in the (sketch of the) proof of Theorem 4.1, we introduce the unnormalized probability distributions p* and
Do defined by

.0y =+ [ 16,160, =T expl- 5 £ O} p6) a9

and

xp{1 £, ()|?
(Pa> f) = (2m)"2 /M { f@,y,u) Taly, du) } epls W)}

p Aa(dy) ,
U, YO (y) Aa(dy)

respectively, with normalizing constants (p°,1) = (i, 1) and {(pa,1) = (fia,1).

» Localization : The first approximation is to replace the integral over the whole space © with the integral
over the tubular neighborhood M}, i.e. to define

=t [ 16,70, expi- S @) ) a0

Mg

and the corresponding error d1 = p° — pr. It holds
- T 1 .
(61, I < e*W(2) [If lw / exp{—— £°(6)} p(6) d6 .
g e\Mz 9

For any r > 0 define

(3 = i f Ka b)
ga(r) petbir, (6)

which is positive since © \ M}, is compact. Notice that for any 6 € © \ M,
T
~00) = ~Ka®) & [ [mu(6) ~ mu(a)]” AW} < ~galr) + 250
0

where the r.v.

T
So =sup| [ [my(0) —mi(a)]” AW,
e Jo

is P¢—a.s. finite for any € > 0, under Assumption A. Introducing the bad set
T
. r
= {sup| [ fmi(6) —my(o)] awe | > %20y
6co Jo €

the following estimate holds : On the good set Q\

_ T (T
6, 11 < W () exp{— 22y gy
€ 2e
and it follows from Lemma 3.4 that, for » > 0 small enough
kg7, TO r’
(81 )1 < <™ () exp{—g 5 Anin} Ifllw - (1)
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Notice that the normalizing constant (g4, 1) = (fia, 1) is bounded from below by

A (dy) ,

= (27 k/2 / p(y) A
« =07 M. /et I (y) *
hence estimate (11) gives, for r > 0 small enough

|<6I7f)| 1 —k 70 72
< — 0 _ . _
1) Sh,° W) ee{-gg Amn} I£llw

» Taylor expansion : Expansion to the first order yields

milytew) —mly) mt(y)u+s/0 (1— 8) tie(y + e su) (u, u) ds

= ru(y)u+eR(y,eu) (u,u)

where for any (y,2) € N"M, the bilinear mapping R;(y, z) is defined on N, M, by
1
Re(w,2) (u0) = [ (1= )y +52) () ds
0

1

The mapping u — — £ (y + € u) defined on the normal space N, M, appears then as a small perturbation of
€

the (nondegenerate) quadratic form v — Q. (y,u) defined on Ny, M, by

Qa(y,u) = 5u" L1 (y)u—u"C(y)

where I, (y) and (,(y) have been defined in Section 3. Indeed, we can rewrite (8) as

éée(y+€u) - %/0 () ul? + 2& [ra(y) u]* Re(y, e u) (u, u) + €2 | Ra(y, e u) (u, u)|2] dt

—/0 [rie(y) u + & Rely, e ) (u, u) |* AW

= Qa(y,u)+F§(u,y,5u)—6Ha(u,y,eu) )

where for any (y,z) € N"M,,

F(u,g,2) = ¢ / i () )" Ry ) (uy ) dt + § / \Ro(y, 2) () 2t

and

T
Ha(u,9.2) = [ [Ru(y,2) (wy )] dWVe
0
Recall that
1
o, f) = / / 1 fly+eu,y,u) exp{—= £ (y+eu
<PI ) M. Iy (8 |u| S /r) ( ) { e2 ( )}
p(y +eu) Ja(y,eu) Aay(du) Aa(dy) .
1
The second approximation is to replace s £ (y + e u) by the quadratic form Q,(y,u), i-e. to define
D11, = 1 +eu,y,u) exp{—Qa.(y,u
Gu) = [ [ Ve <n T+ 2w ep(-Quly)

p(y +e€ u) Ja (y7 € u) /\a,y(du) Ao (dy)
RR n3675
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and the corresponding error dy; = py — prr- It holds

< s [ 1) <l R + < HaGwg,cu) -1
(13)
W(|ul) exp{—Qa(y,u)} Aa,y(du) p(y) Aa(dy) ,
where
p(y +2)
si(r)= sup  ——<>Ja(y,2)
(y,2)ENT™ M, p(y)
is finite for small > 0, since p and J, are continuous and N" M, is compact.
o We first estimate the deterministic term in the remainder of the Taylor expansion. It holds
T T
| R wwPdst s [l s
0 0<s<1Jo
hence
T T
swp [ IR@A@wPd < b sp s [+ sa)wwP ds
(y,2)ENT™ M, JO (y,2)EN"M, 0<s<1
(14)
T
< dsup [ @) 0P <ol jul,
0@ Jo

from Assumption B. On the other hand, we have

| / e (y) u]* Ray, =) (u, u) dt | < { / e () ul? e}/ { / \Ro(y, 2)(u,u) 2 dt} 2 |

by the Cauchy—Schwartz inequality, hence using (14) and Assumption A, we get

[ el B, 2,0 ] < ool
Combining the above estimates yields
|FE(u,y,eu)| < Soroae|ulf’ + %0352 [ul* < toroar|ul>+ % 02 r? |ul? = 37 sa(r) ul?
for any u € N;/EMQ, where

SQ(T):%Ulo'g—f-éO'%T,

=

is finite for small » > 0.
o We estimate now the random term in the remainder of the Taylor expansion. By definition

Halu,y,2) = / (1-3) / iy + 5 2) (u, )] AW ds |

hence the following estimate holds

T
|Ho(u,y,2)| < 5 sup | [ [u(y +s2) (u,u)]"dWS |,
0<s<1 0
and
T
sup  |Ha(w,y,2)| < 5 sup sup | [ [y +s2) (u, )] AW
(y,2)EN" M4 (y,2)ENTM, 0<s<1 Jo
T
< 3 osup | [ [ie(6) (u,u)]* AW |
peMmr  Jo
T
< gl Sup sup | ) [i(®) (us )] AW | < 3 [ul*Ss
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where the r.v.

T
Sy =sup sup | [174(8) (w,w)]* dWS |
€O |ul=1 Jo
is P¢—a.s. finite for any € > 0, under Assumption B. Then introducing the bad set

T

. * a r
Q= { sup sup | [ (8) (u, w)]* AW | > — sa(r) }
9€0 |uj=1 Jo 2e

the following estimate holds : On the good set Q\ Q;
| — Fi(u,y,eu) + € Ho(u,y,eu)| < rsy(r) |ul?

for any u € N;/EMQ. Using (13) and the estimate |e® — 1| < |a| el®! yields
Gl < da@ra@ s [l W) el ro )

exp{—Qa(y, u)} Aa,y(du) p(y) Aa(dy) -

Using the representation (9) and straightforward estimates for Gaussian integrals, yields

/ ul> W (lul) exp{3rsa(r) [ul*} exp{=Qa(y,w)} Aay(du) p(y) Xa(dy)
Ny M,

/ |ul> W(lul) exp{3rs2(r) [ul*} Ta(y, du) fa(dy)
Ny M,

IA

52 (r) exp{L782(r) s3(r) [xa(®)[*} fa(dy)

7(273),6/2 /Rk[sS(r)lxa(y)l \/—Vm(m)IIF (3(r)|xa(y)l+%(i’3|u|)eXp{—%|v|2}dv,

where

Notice that, using (6) yields

1 1
< <
|X(1(y)| — )\min |Ca(y)| — )\mln Sl ?
where the r.v.
T
S1=sup sup | [ [7(8)u]* dWS|

0€0 |uj=1 Jo

is P¢,—a.s. finite for any € > 0, under Assumption B. Introducing the bad set

II_{Sup sup | [mt( )ul* dW | >a\/)‘min} >

0€0 |u/=1

the following estimate holds : On the good set Q\ (Qf; U Q)

o [ Iss0) o)+ LD ol 2 W su0) pea )]+ LE22 ) exp{-3 ol

(2 W)k/z V min V)\min
<ecw ﬁ/s;ﬂ 2 W(f/sjﬂ) [a®W(a) + W /Rk [v]> W ([v]) exp{—3 [v]*}dv ] ,
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20 M. Joannides & F. Le Gland

hence
2 53(r)

Amin

s3(r)

)\min

léf;;{;' < Lewsi(r)sao(r) 5§/2+1(r)|25/\3(7j) 2 W (

raz}

) exp{3 s2(r)

P [@WE) + o [ WE WD) exp{=3 P} o] |l

which is finite under Assumption E.

» Regular perturbation : The next approximation is to take ¢ = 0 in the definition (12) of pyj, except for
the indicator function, i.e. to define

P ) = Y, U 1 €xp _Qa , U Aa, du b )\a d )

Gund) = [ 50 [ Ty < p) Qa0 Auy ) p) Nala)
and the corresponding error dy;; = prr — pir- It holds

o1, g/ / 1 w(y,eu,u)| exp{—Qa(y,u)} Ao y(du) p(y) Aa(dy) ,

IS [ ) < o2 0] ep(-Quly:1)) Dy () (4) D)

where

Wl zu) = Fly+2ya) p(jj(‘;)z) Joly,7) - F(y,9,0)

[F + 2 5,u) — £, 9,u)] + Fy+ 2,9,u) 2 i( )z [Jay, 2) — 1]

ply+2)
+ fy+ 29,9 o) 1.

For any (y,z) € N"M,, it holds
wly, z,uw)| < [7 ([ flleowy +7sa(r) (| Fllw + @) ([ fllw ] W(lul)

where

sar) = sup ply +2) |Ja(y,2) — 1 and o) = sup p(y + 2)

(y,2)ENT M, p(y) |Z| (y,2)ENT™ M, p(y)

~1.

Notice that s4(r) is finite for small » > 0, and w(r) can be made arbitrarily small with r, since p is continuous,
Jo is Lipschitz continuous, see e.g. Berger and Gostiaux [1, Corollary 6.8.11], and N" M, is compact. Using the
representation (9) and straightforward estimates for Gaussian integrals, yields

/N W (D) exp{=Qa(y: 0} Aay{c) py) do(d)

_ /NM W (Jul) Ta(y, du) fia(dy)

y

W /RkW(Ixa(y)|+\/)\1m—mlv|)eXp ~3 [0} dv o (dy) -

Introducing the bad set

T
Qur = { sup sup | [ (0) ul* AW | > ¢/ Amin } ,
9€0 |uj=1 Jo

and using (15), the following estimate holds : On the good set Q \ Qi1

|{0u1, )

=l < w

Ga1) S ( Amin) [r+7s4(r) +w(r)]

. (17)
(W) + Gy [, Wil espl=3 P bv] | flaw)

which is finite under Assumption E.
INRIA
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» Integration over the unbounded normal bundle space : The last step is to replace pyj; with p,, and
to define the corresponding error §rv = prir — po- It holds

G DL [ [ Ly gy W) exp{=Qa(y: 0} Aoy ) (o) Aa(d)

Using the representation (9) and straightforward estimates for Gaussian integrals, yields
| e > vy W) ex0{=Qa(v: 0} Aoy lc) o) Ao ()
yMa
= [ el > 7y WD Ty ) )

1
=@ /mlum o ) VD exp{=5 0P} do fra(dy)

2¢
provided
r
<
|Xa(y)| — 25 )
which, using (15), is guaranteed if
Sl S Amln

Introducing the bad set

T

. % o r

QIV = { Sup sup | [mt (0) u] th | > 2_ /\min } )
€O |u|=1 0 3

the following estimate holds : On the good set Q \ Qrv,

[(d1v, £)] 1 / 1,12
=0 < — 1 W -z dv , 18
<,D/a;1) = ”f”W (2 ﬂ-)k/Z - (|’U| > 2LE Amin) (|U|) eXp{ 3 |U| } v ( )
which is finite under Assumption E.
» Final step : Notice that
lp* = pallgLowy = sup  [{p%, f) = (pa, f)]
[[fllBLw)=1

cwp WDl D D)~ ()

T fllesow)=1 (Pa>1) Ifleow,=1 (P°>1) (Pay1)

< 9 sup |<ﬁsaf)_<ﬁaaf)|

B I fllBL(w)=1 (fia,1)
since {pq, 1) = (fia, 1), hence for any n > 0

PLlI0 — palliwy > 1l < PAl sup DSl
[ fllBL(w)=1 <:ua: )
[0, A 1 [, £ 1
< P sup ——L>in+P[ sup ~ > 2
¢ [IfllBL(w)=1 (Ha> 1) s ¢ [ fllBL(w)=1 (fa; 1) i
{0, )l 4 [0, /)l 1
+P[ sup —=—>sn+P[ sup —=—>z1].
“Nflorwr=t (Barl) T fllprwy=1 (Basl) T
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We then intersect each of the above events by their corresponding good sets, i.e.

* 57
PLLI — pallingry >l < PAL s Ol oy g 4 prjg
1 llsew)=1 (Aas1)

. (0, f) . c
P osup KDL o (af u g+ PRI + L))
I fllBLw)=1

+P;[ sup

- > 1 7, Q \ QIH] + P‘Z [QIH]
I fllBL(w)=1 (fa, 1) 8

+P,[ sup > %77; Q\ Q] + PL[Qrv] .

I fllBLw)y=1 (fia; 1)
From estimate (11) it follows that

|<617f>| 1
Pi[ sup - >5n, 2\ U] =0,
Iflenowy=1 (Fa 1) = °

2
provided % is large enough, and ¢ is small enough. From estimate (16) it follows that

|(6H7 f)'
I fllBLwy=1 (flas 1)

Pal > g, Q\ QU] =0,

provided r and r a® W (a) are small enough. From estimate (17) it follows that

|(ur, f)| _ 1
Po[ sup —==>51,2\0m=0,
[IfllBL(w)=1 (Has 1) s

provided r, r W(c) and w(r) W(c) are small enough. Finally, from estimate (18) it follows that

[{orv, /)l _ 1
Pl sup = >5n, 2\ Qv]=0,
[[£llBL(w)=1 <No<; 1) 8

provided Ui large enough. On the other hand, notice that
€

T 2
,
@ {sup| [ fma(6) —mu(@))” dWE | > £ Awin }
oo Jo 8e

2
for r small enough, hence P%[€Y] is small when % is large. Notice also that

T
N . r
Qi C {sup sup | [ [7e(8) (u,w)]"dW| > —0102 } ,
€0 |uj=1 Jo €
hence P%,[Y;] is small when Tis large. Similarly, P5[Qf;], P5[Qui] and P [Qv] are small when a, ¢ and g are

large, respectively. Therefore, taking r = r(g) such that

2
lim r(e) =0 and lim (©) =00,
10 el0 5
, ) .
which ensures that hﬂ]l — =% taking a = a(e) such that
lim a(e) = oo and lim () a®(e) W(a(e)) = 0, (19)
el0 el0

which ensures that li{g r(e) a®(¢) = 0, and taking ¢ = c(¢) such that
liﬂ)l c(e) =00, liﬁ)l r(e) W(c(e)) =0 and liﬁ)l w(r(e)) W(e(e)) =0, (20)

is sufficient to guarantee that all probabilities of bad events go to zero as € | 0.
INRIA
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» Exponential rate : It follows from Marcus and Shepp [18], see also Ledoux and Talagrand [16, Corol-
lary 3.2|, and from identities (1), (2) and (3), that

T

1
hm —2 logPE[sup| [me(0) — my()]"dWE [ >A] = —5—,
oo A 0 208

lim L jogpe [sup sup | @) ) dWE | > A] = —-L
o A2 g p|u|p1 0 t t = 20_%,

r 1
lim — logP%[sup su m w, )" dWZ | > ] = —— .
lim 35 logPalsup sup | [ (o) ) W | > 0] = 0,

Therefore

1 *
lﬁ)l/\2( ) log PL[lp° = pallrwy >nl <0,

4
where A?(¢) denotes the slowest of the exponential rates TS(;), a®(g) and ¢?(e), subject to (19) and (20). If
W =1, then (19) and (20) reduce to

. 2 .
151{51 r(e)a®(e) =0.

With the choice r(g) ~ £2/5, the rate is A%(g) ~ £=2/5 §(¢), where d(g) goes to zero arbitrarily slowly as ¢ | 0.
If the enveloppe W is of the form W (r) = max(1,r?) for some ¢ > 0, and if in addition the prior density p is
Lipschitz continuous on M,, then w(r(¢)) ~ r(g), and (19) and (20) reduce to

3 q+2 — —
151{51 r(e)a?™ () =0 and IIE)I r(e)ci(e) =0.

With the choice 7(g) ~ {4+2)/(2445)  the rate is A2(g) ~ e~2/(24+5) §(¢), where d(g) goes to zero arbitrarily
slowly as € | 0.
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