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Abstract: In aerodynamics, most of shape optimisation methods are gradient based meth-
ods. But cost functions are often very sophisticated and gradients are difficult to compute.
We study herein numerical technics for calculating gradients of such cost functions for un-
steady flows. One of the main problems is the non-differentiability of the mesh generation
step. We propose here a way of solving this problem using automatic differentiation and
mesh adaption
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Optimisation de forme pour écoulements instationnaires

Résumé : En aérodynamique, la plupart des méthodes d’optimisation sont des méthodes
de gradients. Mais les fonctions de coiit sont souvent trés sophistiquées, et leurs gradients
difficiles & calculer. Nous étudions ici des techniques numériques pour le calcul de gradients
de fonctions de cofits calculées sur des écoulements instationnaires. L’un des principaux
problémes est 1’étape de génération du maillage qui est une partie non différentiable de
I’algorithme. Nous proposons une approche de résolution des différents problémes basée sur
la différentiation automatique et ’adaptation de maillage.

Mots-clé : Aérodynamique, optimisation de formes, écoulements instationnaires, différen-
tiation automatique, adaptation de maillage
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Introduction

This paper is concerned with the study of shape gradients properties in order to set up mesh
independent strategies of optimum design. It also considers the calculation of the gradient
of cost functions computed on unsteady flows. We want to show that mesh adaption or
other techniques which change mesh topology can be used in good agreement with optimum
design, and that cost functions gradients can be computed with enough accuracy to handle
difficult problems, such as unstady/aeroelastic problems.

We present our problem’s formulation for both steady and unsteady flows. Then we
present our gradient based optimisation strategy. We also describe the computation of the
gradient with respect to a mesh, and the way we handle topological changes in the mesh
during the optimisation, by using arbitrary smooth lifting operator. We show how we can
derive numerical schemes to solve adjoint equations from the schemes used to solve direct
problems, either steady or unsteady, with the help of automatic differentiation.

All these strategies are validated by numerical results, obtained on steady problems
(adjoint states and mesh adaption) and unsteady problems (including an aeroelatic problem).

1 Problem’s formulation

1.1 A steady problem

A generic problem in aerodynamics is to minimise the drag of an airfoil with respect to its
shape v under some given constraints (cf. fig. 1). The constraints can be either geometrical
(volume, ...) or aerodynamic (lift, ...) constraints. The flow around the airfoil is charac-

. i

€y

U ‘\
o

Figure 1: Airfoil in an unbounded domain (U = velocity in the free stream)

terised by the state variables W, (¢, %) defined for all & outside v and satisfying the state

RR n~° 3693



4 E. Laporte, P. Le Tallec

equation
ow,
ot

where E can be the Euler or the Navier-Stokes equations. For periodic problems of period
T, we add the following conditions:

= B(t,7, W), 1)

and we use cost functions of the form

T
i) = / T, W, (#)). ()

For example, J can represent the drag around the body < in a flow characterised by the
state W,. In steady cases, the state equation can be written as

E(v,W,) =0, 3)
and the cost function reduces to
J) =J(W,). (4)

The constraints can be mechanical functions like the drag, which can be written as (2) or (4),
or functions like the volume, which is a function of v only.
As seen later, the shape v will be defined by a set of parameters

a=(ai);—y  ,ER,

with p e N.

1.2 An aeroelastic periodic problem

A major problem in turbine blades design is aerostability. We propose here to optimize this
stability by controlling the energy exchanged between the fluid and the structure during the
eigenmotion of the structure.

For this purpose, let us consider the turbine blade described on figure 2. We first compute
its vibrational modes by solving the classical structural eigenvalue and eigenmode problem

on Qi ¢ find @ € (H' (Qnr))” and A € R such as
a(@9) = \(@,0) Vi€ (H' Qn))’, (5)

where a is the linear elasticity operator. For isotropic materials, this operator reduces to

2
a@®) =N [ (v (@ive) d+ 2 3 [ ey @ e (0) dn
Qint Q

i,j=1 int

INRIA



Shape optimisation in unsteady flows 5

Qewt
e E—,

v

Figure 2: Q;p: and Qeqy

with Ap and pr denoting the Lamé coefficients, and

N 1 6'1)1' ij
€ (/U) h 2 <6SL'J + 8113',)

—

the linearized strain tensor. Moreover, (&, ¥) represents the mass operator, which is typically
of the form

(@, 7) = / 7 s
Qint

If we add a condition such as @ = 0 on a part of the boundary of 4, this structural problem
is well posed.

We denote A; the smallest eigenvalue and #; the corresponding eigenmode. Then we
compute the periodic flow W () around the blade when the boundary of the airfoil vibrates
on its fundamental mode according to @sin (wt) (cf. fig. 3), where

W =wo

and wg and \¢ are non-dimensional constants.
The relevant cost function to optimize the stability is then of the form

1 T(7)
oy / T (7, W (8)) db, (6)

where the period T' depends here on \; and hence on the shape . To improve the stability of
the airfoil, we choose the energy transferred from the fluid to the airfoil as the cost function
J(v,W (t)) to be minimized. The mean value of this function should be as negative as

RR n~° 3693



6 E. Laporte, P. Le Tallec

Y

Figure 3: Deformation of the airfoil

possible. By construction, J is given by
J (W () = —/( )p(t)ﬁ(t) V (t) do (2), (7)
o(t

where we note:

(t,.)

(t,.) =~(.) +d(t,.) the airfoil position at time ;

i1 (.) sin (wt) the deformation applied to the airfoil.

g}

Il

[ ]
Q

e V(t,)= %J(t, .) = wiiy (.) cos (wt) the speed of airfoil boundary;

e 7 (t,.) the unit outwards normal vector;

e p(t,.) the pressure applied on the airfoil o (¢,.);

2 Gradient based optimisation strategy

2.1 Discretisation

The numerical computation of the gradient of the functions (2) or (4) can be achieved in a
rather flexible and efficient way by describing the computational domain Q = Qepr U Qi
through its computational grid, whose evolution can be easily governed by a finite number
of control parameters a = («;) i=1,...p € RP. The choice of these control parameters may
be problem and solver dependent, but once done, the optimisation problem can be fully
described through the numerical solvers to be used during its solution. The full description
now consists of

1. a reference configuration Q° € Qu4y,, and the corresponding contour +°;

2. amap v (a,7°) defining the shape  of the contour from its initial shape and from the

normal motion (a;),_, , of carefully chosen control points (cf. for example § 3.3);

INRIA



Shape optimisation in unsteady flows 7

3. a computational grid {X (o) = (z;) NU = (NUi)i=1 ndioc,i=1,n¢} defined on
the configuration Q delimited by v describing the position X € R® of the ns grid
nodes, and giving for each cell [ = 1 to NT the set NU.; of its ndloc vertices. In this
construction, the shape of the object is entirely characterised by its computational
grid, and the parameters a controlling the shape are in fact only used to control the

grid deformation;

i=1,ns?

4. the discretisation scheme
E,(X,W)=0in R?

used for approximating the state equation E = 0 on the computational grid X, and for
defining the approximate discrete solution W € R? of the state equation. For exam-
ple, after finite element discretisation, the structural eigenproblem of our aeroelastic
example takes the form

Find Ay, @y, = Zfilm I_/""goi such that
K (Xin)Vi = MM (Xini) VA,
< Vi, M(Xine) Vi >=1,

with

K(Xint)ij = /Q Ee(p;) : e(py),

int
M (Xint)ij = / PPi " Pj-
Qint
Above, @3(;_1)++ denotes the piecewise polynomial shape function taking the value 1
in the direction &) at node [ and with zero values at all other degrees of freedom.

With this description, the design constraints g(y) < 0 can be also expressed as a functions
of the present position of the grid points X and can be reduced to the generic form

gh:(@, X) <0,¥1<i <m.
Altogether, the shape opitmisation problem is then reduced to the approximate problem

(Ph) | o in o In(@) = J(X (@), Wi(e)),

where W, («) denotes the solution of the discrete state equation

(Eh) { f(h(:Xij/E/;)): 0in Rq,

This new formulation is convenient for two main reasons:

RR n~° 3693



8 E. Laporte, P. Le Tallec

e it has the form of a classical finite dimensional constrained optimisation problem and
therefore can be approached by standard techniques of mathematical programming;

¢ all functions appearing in this formulation can be explicitly calculated on a computer.

On the other hand, this formulation ignores the natural topology of the problem under
study and is dependent on the quality of the discretisation strategy which is used. This can
be overcome by using adaptive discretisation techniques, as done in several recent research
developments [6]. The only generic difficulty consists in the construction of the map a —
X () describing the evolution of the grid as a function of the control parameters «. This
construction is described for example in [6]and in § 2.3.

2.2 Basic minimisation strategy

The above finite dimensional optimisation problem can now be solved by any standard
gradient based algorithm. The corresponding flowchart is:

L. let an = (an,i);—; ., € R be the current value of the design parameters;

2. compute the gradient din of the cost function with respect to the coordinates using

ax
for example Lagrangian techniques:
dj, ~ OL -
dh _TH(x
ax ~ ax W),

where W denotes the full vector of the state variables of the problem (aerodynamic
and mechanic), YW the vector of the adjoint variables and L the Lagrangian of the
optimisation problem;

3. compute the gradient din — din dX of the cost function with respect to the parameters;

da — dX da
_ —1dj
4. update a by ant1 = an, — S, 5.

Above S,, is any convenient definite positive approximation of the Hessian of j (cf. for
example [5]).

2.3 Mesh generation

Generating a mesh of ) is usually based on the existence of a preexisting mesh X° =
((2?) , NU®) of the underlying reference configuration. The map ~ defines then the motion
of the boundary grid points (;);c.-

Two strategies can then be followed: the first is an explicit lifting propagating the motion
of the boundary nodes to the inside nodes through an adequate averaging operator. For
example, if we write

e J; the motion of the boundary node z;

INRIA



Shape optimisation in unsteady flows 9

e wy, given coefficents for each z) € 7;
e 3 > 2 an arbitrary coefficient;
o for each 29 & ~°,
1
Chi = 0P

|$2 -

and

Ci = E WECki,

zg E’YO
then the operator Ry, defined for each z? & +° by
1
Ri (27,0) = - > wickid
t z9er0

can be used for this purpose. This operator is robust but time consuming (computational
time proportional to the total number of nodes times the number of boundary nodes).
Another lifting operator, less time consuming but less robust, is given by:

1. the motion of all the inside nodes is set to zero;
2. for each element, compute the average motion of the nodes of the element;

3. for each inside node, compute the average motion of the elements which the node
belongs to;

4. iterate step (ii) and (iii).

The second strategy to generate a mesh of Q is adaptative remeshing where nodes are
added or removed, and edges are swapped in order to fulfill an accuracy requirement defined
simultaneously on the state equation and on the adjoint equation (cf. for example [4]).

3 Control parameters and mesh strategy

3.1 Theoretical result

The difficult part in the above algorithm is to obtain the gradient % from the gradient
computed with respect to the mesh coordinates. Several techniques already exist. The most
popular one was described in the previous section and consists in using a smooth deformation
operator which computes a deformation field on the mesh from control parameters or from
a given deformation on the boundary. We have then a completely differentiable function

RR n~° 3693



10 E. Laporte, P. Le Tallec

X = X (a). The main drawback of this technique is that no topological change in the mesh
is possible. If the mesh is poor at the beginning of the optimisation process, then it will
stay poor during all the process.

We propose here to use the fact that, at the analytical level, the gradient with respect to
a shape does not depend on what happens inside the domain where we solve our PDE [10],
e.g. if 81 = 65 on 012, then

This is no more true on the discrete level (that is when working with cost j), but we can
prove that under some assumptions, this property remains valid at the discrete level, at
least at the limit where the discretisation step h goes to zero. Let us take an example:
suppose that we have constructed a mesh X with a discretisation step h, a cost function
Jn (X) = J (X, W (X)), where W (X) is the solution of a classical Dirichlet problem with a
finite element method. It has been proved [7] that, for all admissible 8,

din ,\ _/4dj
<d_Q’0> - <d_Q’0> 19 )

Suppose also that the shape v defining the boundary of the open set Q,, to which the mesh
X is associated, is parametrised by a set of parameters «

a = (ai)izl’“.’p € Rp:

with p € N, and that a — v =7 (a) is differentiable.

N
. s

v = 09,

Figure 4: Lifting of a function

Furthermore, we cllloose a given explicit lifting operator such as those describe(} earlier!,
e.g. a function R : H= (89,) — H' (), that constructs from a function g € Hz (0Q,) a

INote that we use here the same tool for two different purposes: lifting a function from its definition on
a boundary and moving a mesh from a given motion on its boundary. We underline here the fact that these
two actions are completely different, even if in certain cases, the displacement of the mesh can be included
in the cost function, and the lifting can be viewed as the adjoint operator of the displacement.

INRIA



Shape optimisation in unsteady flows 11

function g = R (g) € H' (Q,) such that
g=g on 09,.

Then we can show that, if €1, is convex, then, for ¢ =1,... ,p, we have

djn oy \\ _ 9]
(" (o)) = 50

where 7 is the analytical cost function a € R? — j(a) = j (2y()) € R. This means that
we are no longer dependent on the choice of R. Thanks to this property, we do not care
any more about the non-differentiability of the mesh generator and we can nevertheless get
a good approximation of the gradient in (., by setting

0j |/ dj oy
6051' B <dX,R (8(1,’ ) (8)
We can then re-mesh or adapt the mesh when needed, or still use a smooth deformation.

The figure 5 shows the global gradient computation algorithm based on this remeshing
strategy.

(h),

3.2 Numerical experiments for the periodic heat equation

We want here to validate the computation of the gradient of a periodic cost function. In
this example, the state equation is the T-periodic heat equation inside a bounded open set
Q of boundary v = 09Q: find uq such that

849 _ Aug = f(t) in,
ug( )=0 ony=00Q Vte]0,T],
ug (0,.) =uq (T,.) in Q.

The analytical cost function is given by

T
:/ /ugdndt.
0 Q

We can show [3, 9, 10, 14] that if 09 is locally lipschitz, then j is differentiable, and if ugq is
smooth enough (at least in H? (Q)), then

dj Ou 81)
<d_0’0> / L 3 00 vt

where 6 € (W1’°° (Q))2, and v is the solution of the adjoint state equation:

—‘%—“—Avg—Qu(t) in Q,
va(t,.) =0 ony=00 Vtel0,T[,
vq (0,.) =vo (T,.) in Q.

RR n~°3693
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v (e, .)

Y

mesh generator, smooth deformation
or mesh adaption

lifting R

Y

gradient with respect to o

Figure 5: Global gradient computation algorithm

We can then compare the analytical gradient ;—g) and the discrete gradient Z’—;: for a

mesh described by X = (z;); with z; = (m}, xf), if we introduce the continuous piecewiese

linear function ¢; such that ¢; (z;) =1 and ¢; (z;) = 0 for j # 4, and

1_ (9 e 0)
S (0>’ & (%”
Oin _ [ di 5\ . .
81‘: = <d07€z Vla]'

On figure 6, we compared the numerical gradient and the analytical gradient for a periodic
problem of period T' = 1, on the square Q =10, 1[ x ]0, 1[, with

then we have

f(t2"2%) = [%2 + 2774] sin (wt) sin (rz') sin (7z?) .

INRIA
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The size of the discretisation step h is % on the straight edges. We can then show that, for

a vertex z; = (z},27) on {0} x ]0, 1], we have for example

<j—é,g,~> _ <_gw4 + 22 [2cos (2722) — cos (027r (a2 + b)) — cos (2 (2 — h))])

The values of the whole analytical gradient are described by the figure on the right in figure 6.
The discrete gradient on the left part of figure 6 was computed using the method de-
scribed in 4.3.

numerical analytical

lnl]”m”’hh .IIHHNHHII.

Al
T
il
RIS

T | T

Figure 6: Comparison between numerical (left) and analytical (right) gradients

3.3 Numerical experiments for the problem of the Laplacian

We want to evaluate the effects of mesh adaption on the speed of convergence on our opti-
misation algorithm. In this example, we solve the Dirichlet problem for a Poisson problem
set inside a bounded open set (which looks like an airfoil). The cost function is

= [ (=),

~

with u, solution of the Dirichlet problem

uy € Hy (),
—Au, = f on ,,

RR n~° 3693
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where g is a given open set, g is the boundary 9 of ¢ and wug is defined by

In this problem,

01

0.08

0.06

0.04

0.02

-0.02

-0.04

-0.06

-0.08

Ug € H(} (Qo),
—AUO = f on Qo,
ug = 0 outside Q.

the shape 7o is the target solution of the optimisation problem (cf. fig. 7).

T T T T
initial guess —
solution ------ i

Figure 7: Initial guess and target shape (solution) 7o

The parametrisation is defined by v (o, t) = o (t) + 9 (e, t) ng (t), t € [0, 2[, where ng is
the normal to the fixed shape 7o, and 9 is a parametrised scalar function. We choose p real

numbers ty,...,

t, such that

t1=0<t2<...<tp,1 <tp=2,

INRIA
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and t — 1 (o, t) is the piecewise polynomial function, continous with continuous first and
second derivatives, such that

'l:[}(aati-i-l):aia 7/:15 » D,
%_% (a;tl) = Qp-1

3
512 (a,tp) = ap.

It has been shown that this kind of parametrisation is natural for shape optimisation [1,
11]. In the example treated below, we use p = 16 shape parameters, and 7o, ug and f are
given by

_ (t—1)
Yo (8) = (0,13t(t (- 2))’ te(0.2],

ug (z,y) = y* — 0,0169z (z — 1)*,
and
f(z,y) =1,014 x x — 2,676.

We use an interior point algorithm [5], with box constraints on the shape parameter o and
with a constraint on the volume. Indeed, without any constraint, the algorithm can converge
in some case to the trivial solution of a void open set.

On figure 5, we see that we can choose between:

e moving smoothly the mesh of the initial shape;
e creating a new mesh for each new shape with a standard mesh generator;
e creating a new mesh for each new shape with mesh adaption,

and we can also choose the lifting R used in the calculation (8). For this latter, we will simply
use the two lifting operators seen in § 2.3. In the present experiment, they are numbered
2 for the explicit lifting and 3 for the iterative one. The lifting 1 that we will use simply
consists in considering that the support of the lifting is included between the boundary and
the first layer of mesh nodes around the boundary, and the resulting lifting has a value 0 on
any node of the mesh which is not on the boundary. This can be a reasonnable hypothesis
on the continuous level, but not on the discrete level in matter of convergence. Nevertheless,
we will see that choosing this lifting does not really affect the results.

The figures 8 and 9 show the convergence of the value of the cost function and the square
of the Lagrangian norm towards 0 for various liftings R (1, 2 and 3) and when a new mesh
is created for each new shape, either by a standard mesh generator (M) or by mesh adaption
(A). This gives six curves for each variable (cost function value or Lagrangian norm) whose
names are M1, M2, M3, A1, A2 and A3. The shape optimisation with a smooth deformation

RR n~° 3693
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1 x
MRL —
MR2 -
MR3
01 ARL 1
AR2 -
AR3 --
0.01 1
0.001 ]
0.0001 ]
1e-05 | 1
le_06 1 1 1 1 1
0 5 10 15 20 25 30

1000 T T T T T

100 |

10 ¢

0.01

0.0001 : : . . *

Figure 9: Square of the Lagrangian norm with respect to the number of optimisation itera-
tions

of the initial mesh was excluded: it always led to mesh tangling because of our choice of
initial guess (cf. fig. 7). This proves the necessity of robust gradient computations!

INRIA
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We can see that the convergence properties of the interior point algorithm are not really
affected by our different choices of strategies. Nevertheless, in some cases, the line search
(done by the minimisation algorithm) becomes delicate especially when the instabilities due
to the discretisation are greater than the variations of the analytical function. To avoid this
problem, new strategies can be used [12].

4 Computing the gradient of an aerodynamical cost func-
tion with respect to a mesh

4.1 Automatic Differentiation

Automatic Differentiation is a tool which takes the Fortran subroutine computing a function
and gives a Fortran subroutine computing the derivatives of this function (cf. table 1). We
use here the automatic differentiator O0yssée which has already been successfully used to
compute derivates of large functions [2]. We mostly use the reverse mode (last column of

math. func. || y = f(x) dady = % xeel = <(% (x));'= ,yccl>
Routines f(x,y) fd(x,y,dydx) fcl(x,y,xccl,yccl)
In. var. X x x,yccl
Out. var. y y,dydx xccl
Diff. mode direct reverse
Odyssée in. O0yssée output

Table 1: Odyssée ’s input-output

table 1), which is adapted to compute gradients of scalar functions depending on a very
large number of input variables.

4.2 The fluid solver

To solve the state equations (1) or (3) and to compute the corresponding cost function (2)
or (4), we use the NSC2KE software [8]. This software integrates the flow equations using an
explicit time scheme and a finite volume-Galerkin upwind technique using a Roe Riemann
solver for the convective part of the equations. The viscous terms (when needed) are treated
using a standard Galerkin technique.

After discretisation, the state equations (without changing notation) become,

E(X,W)=0 (9)
for the steady case (3) and
—P(X). (W —WHk) + AtE (X,WF) =0 (10)

RR n~° 3693



18 E. Laporte, P. Le Tallec

for the unsteady case (1). In both cases, X is the vector of the mesh vertices which replaces
v as a description of the shape within the software, and P (X) is a diagonal matrix whose
every diagonal coefficient P (X )i’i is the cell area of the vertex ¢. In the steady case, we use
local time stepping (At;) as a preconditionner, and solve (9) by a time marching algorithm
of the form

—P(X).(WH' — Wk + At B (X, WF) = 0.

4.3 Gradient calculation

We now proceed to compute the gradient of the cost function with respect to mesh coordi-
nates.

The steady case

Let us first study the steady case. The Lagrangian corresponding to our constrained min-
imisation problem writes

L(X,W,p) =J(X,W)+p.E(X,W)

where p is the adjoint variable associated to W. After differentiation, the gradient of the
discrete cost function j, becomes

din _OL _ 0] OF
aX ~ax _ax Poax>
where p satisfies the adjoint equation

oL _or, op

aw — ow ' Pow

To solve (11), we can use the fact that the explicit time scheme (10) converges because the
spectral radius of (P (X))™".2E is less than one. Then this also holds for the transpose

=0. (11)

W
operator (g—v?,)* .(P(X))™", and since P (X) is symmetric, this ensures that the adjoint
scheme
OE\" oJ
PX). (" —p*) =Ati (| 25 ) 2"+ =5 12
(X). (" = p*) i) Pt 5w (12)

converges. With such a method, we avoid computing huge matrices like ‘i—vj‘(/, and we are

guaranteed to converge with the same number of iterations as needed for the resolution of
the steady state equation with the scheme (10).

We can see on figure 10 the convergence history, i.e. the value of the residual with respect
to the number of iterations, for the initial scheme (10) which solves the state equation, and for
the new scheme (12) which solves the adjoint equation. The figure displays two convergence
histories for the scheme (12): in the first case, we compute the adjoint variables when the
cost function is the drag, in the second case, the cost function is the lift.

INRIA
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1 T T T T T T T T
) direct scheme ——
P adjoint scheme for thedrag -
0 ki adjoint scheme for the lift -

_6 1 1 1 1 1 1 1

0 500 1000 1500 2000 2500 3000 3500

4000 4500

Figure 10: Convergence histories of the direct scheme (10) and of the adjoint scheme (12).

The periodic case

The periodic problem is more difficult. The Lagrangian now writes

ow

L(X,W,p)
+p(0).P(X).(W(T) - W(0))

+ ((0) —p(T)).P(X).W(T).
In this case, the gradient becomes

djn _ [T 8T T op dP OE

RR n~° 3693

/OT J (X, W) dt + /OTp(t) : (—P(X) o TEGX, W)) dt

/TJ(X,W) dt+/T%.P(X).W(t)+p(t)E(t,X,W) dt
0 0

(13)
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where p is solution of the periodic adjoint equation defined in a weak form by

i gd/ )ydt + / 6pP ()+p()§WU()d

T).P(X).(p(0) = p(T)) =0, VU.

In strong form, this reduces to

68—1;[]/+P(X).% (3—£> p(t)=0 (14)

together with the periodicity condition
p(0) =p(T). (15)
As the operator with nice convergence properties is —P (X) % + (g—vl?,)* (observe the minus

sign before the first operator), the time variable is replaced by a reverse time variable
t =T —t, and we finally solve
op OF - oJ
PX)==-—=(T-1t,X T - T - 1
0.2 = (So@-txw@r-0)) 5@+ F-(XWT-D) 10

and
p(0) =p(T),

where p () = p(T —t). We can see in (16) that we now need to know W (¢) on the whole
period, and as the adjoint equation needs to be solved backwards in time, we cannot solve
both equations simultaneously. Up to now, the only known technique to fix this problem is
an appropriate incomplete storage of the state variables.

OFE

Remark 1 In the above procedure, all gradients 2 BW or S

differentiation.

are computed using automatic

The aeroelastic case

Let us study the discrete version of the problem described in 1.2. We suppose now that
we have a mesh X;,; inside Q;,;. The smallest eigenvalue and normalised eigenmode of the
structural problem is first obtained by solving

{%2 -3 <M(th)‘71ﬂ71> =
a[-MM (Xint) + K (Xint)] Vi = 0.

Here V, is the eigenmode corresponding to A1, a is a normalisation constant for the mode
Vi, M (X;p¢) is the mass matrix and K (X;,,¢) the stiffness matrix associated to problem (5),
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when discretized say by a P;-Lagrange finite elements method. We add to this problem the

—_ 1

boudary conditions Vi = (“;12) = (J) in A and V2 = 0in B, so that the problem has a unique
1

solution.

Then we set

w=uw il =2
— o )\07 - w )
- — . — d - —
d(t) =Visin(wt), V(t)= ad(t) = wV cos (wt) , (17)

and we add these new variables in the input variables of the residual term E in equation (1)
in order to take into account the periodic deformation of the airfoil given by d(¢). The new
state equation characterizing the flow is now:

{W‘x’ (0) =w=(T),

P (Xext) 257 (6) = B (Xearn G0, 7 (0, W5 () on 10,7T[. 1o

With this full set of state variables, we can define a generic cost function as

1 T o s
§ Kot Xeot) = 7 [T Xzt 00,V 0, W= @) .
0

We can see that we have now two meshes: X;,,; for the structure and X,,; for the flow. We
will consider that they came from a global (possibly non conforming) mesh X and that we
have two linear operators IL,;; : R2X™ — R2X7Seer and II;,; : R2X™ — R2X™int guch that
Xeot and X, are given restrictions of X:

Xegt =Ileqe (X)  and  Xipy = Hine (X).
By writing
Jo (X) = j (Wint (X)), Meat (X))
we have a global cost function whose gradient is given by

djO _ 6.7 dH'Lnt 8.7 dHezt

dX  0Xyy dX 0Xept dX

RR n~° 3693
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We have now to compute )‘?7 - and a)?] -, and we can consider that X;n; and X, are
mn ex

independant variables. The Lagrangian writes now

L (XintyXezta/\la‘_/’lawaTacz:vaW7/\Ta‘71*7W*aT*ad_:kaV*;p)
* (12 1 - = =y —

+w* (Aow?® —wiA1) + T* (wT — 27)

+ % OT & (). (d(t) - Visin (o)) di + % /0 Ry (V (&) - ¥ cos (w1)) de
T
1 [ p0 (P ) B+ B (X007 0. ) ) at

1
+ 79(0) P (Xear) - (W (T) = W (0))
1 /T e
+7 /0 T (Xeatnd(0),V (8),W (1)) .
As seen previously, the flow equation can be integrated by parts which leads to
L (Xint;Xezt;)\la‘_/‘hwaTad:VaWa A;,ﬁ*,w*,T*,fk,V*,p) = e
+ l/T@ (—P(X )W (1) +E(X d(t),V (t) W(t))) dt
T o ot . ext) - exts ) )
1
+ 7 (p(0) = p(T)) -P (Xeat) W (T) + ...

Let us differentiate with respect to the state variables to get the adjoint equations, and let
us start with the flow variables W. We find a problem analogous to (14)-(15):

p(0)=p(T), *
-P (Xezt) 6_t (t) = gg—v?/ (Xezta J(t) 7‘7 (t) , W (t, Xeact))) b (t) (19)
4o (Xt ), 7 (0, W= @) on 10,71,

where W is the periodic solution of (18). By differentiating with respect to d and V, we
have then the adjoint interface conditions

. OE\" oJ - OE\" oJ
©) <8d) P () od " ® <6V> P () ov
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The differentiation with respect to the period T' gives, by using the fact that some factors
are equal to zero when the state equations are satisfied,

OW

T*w+ 2p(0).P (Xewt) S (T)
T
4 37 (Ko d@), 7). W% (T) = 5 7 (Ko d0). 7 (0.7 1) at = 0.

We then differentiate with respect to the pulsation w, yielding
2w*Now + T*T
]. T =4 - ]_ T — —
- T/ d* (t) .Vitcos (wt) dt — T/ V*(t) .V1 (cos (wt) — w X tsin (wt)) dt = 0.
0 0
Finally, we differentiate with respect to Vi then to \; to get the adjoint structural equations:
— MM (Xine) Vi + @[ MM (Xint) + K (Xine)] .V
1T 1T,
- —/ d” (t) sin (wt) dt — —/ V* (t)wcos (wt) dt =0
T Jo T Jo
and

—aVF M (Xing) Vi —w*wd = 0.

We can see that (19) can be solved by the same way as (14)-(15). Then, using wT = 27, we
have the explicit formulae:

L, 1 oW
T* = —5- (0) .P (Xeqt) e (T)
1 - - oo 1.
— 5= (Xewt, (@), V (1), WS (D)) + 55 (Kints Xeat)
- 27

and

* 1 *
w = QA()LU{ -rT
1 T - 1 T, o
+T/ d* (t) .Vitcos (wt) dt + T/ V* () .V1 (cos (wt) —w x tsin (wt)) dt p .
0 0

Finally, AT and af/;* are solutions of the following system:

AL
aﬁ*

*, 2
— W wo
- (% foT d* (t) sin (wt) dt + £ fOT V* (t) w cos (wt) dt)

0 —tV} M (Xing)
—M (Xint) Vi =AM (Xint) + K (Xint)
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When we have computed all the state variables and all their adjoint variables, it remains
only to differentiate L with respect to Xins and Xeg;. The case of Xeg¢ is the same as the
periodic case with fixed period, and 8—)‘?5 is thus given by (13). Concerning X;,;, we have

8j At/ dM L B, aM dK .
9 A XV e 2 (X Xine)| T
X 2 <dXz-nt( AL Vl>+avl [ M g, Kint) + g (Kand) | 11

5 Numerical results

5.1 Steady computations

In the experiment described here, we start from the mesh of figure 11, the mesh of each new
shape is adapted based on the mesh used for the previous shape, and the lifting is given by
the iterative algorithm of § 2.3.

04 1

0.2 - E

0.1 b

-03

-04 F | E

Figure 11: Initial mesh

The mesh adaptor is BAMG [4]. The metric used for the adaption is built according to the
criterium of interpolation error: on the adapted mesh, the interpolation error of the choosen
field should be lower than on the old mesh. The question is: what field shall we use to monitor
this interpolation error? The answer given here is to compute the metric corresponding to
the flow variables (density, x-velocity, y-velocity, energy) and to their adjoint variables, and
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then to intersect all these metrics by taking the lowest length among those required for the
different variables [13]. Indeed, if we look at the interpolation error of the gradient in the
case of a Dirichlet problem, we can see that it depends both on the interpolation error on
the state variable and also on the adjoint variable.

The flow equations are the steady Euler equation, the Mach number is 0.85. Parametri-
sation is the same as in 3.3. We have then 16 parameters. The cost function is the drag.
We have 3 constraints:

e 2 inequality constraints:

— the lift must remain greater than 95% of the initial lift;

— the airfoil area must remain greater than 95% of the initial area;

e 1 equality constraint, which is a fixed point in the geometry. Here, the leading edge is
fixed.

With this first mesh, we obtain a drag reduction greater than 50% in 5 optimisation itera-
tions, and the constraint on the lift is satisfied. The figure 12 shows the inital and the final
isolines of the density. We can see that the accuracy of the computation increased during
the optimisation.

Figure 13 shows the various meshes obtained during the optimisation. The mesh (a) is
the initial guess. To avoid the failure of the linear search, the number of vertices was limited
to 6000.

RR n~°3693
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(a) initial density (b) final density

Figure 12: Initial and final iso-density
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Figure 13: Meshes of each optimisation iteration
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5.2 TUnsteady computations

We give an exemple of result for the problem described page 4. The cost function is the
function (6) with J given by (7). The pulsation w and the deformation d (¢,.) are obtained
by solving the problem (5), with the following characteristics of the structure of the airfoil:

e a Young modulus of 217 MPa;
e 3 Poisson coefficient of 0.25;
e a density of 7800 kg/m?.

These data are tipical of an IN 100 turbine blade (ONERA data). The corresponding Lamé
coefficients are A\r, = ur, = 86.8 MPa.

The geometrical constraints are the same as in the steady case. We add in one of the
two examples presented below a constraint on the mean lift fOT Cr, (v,t) dt, which must
remain above 95% of its initial value, where Cp, (v,t) is the instantaneous lift of the airfoil
5.

The flow is inviscid and the Mach number is 0.85.

The initial meshes are given by figure 14. Note that the boundary points of the two
meshes are identical. During the optimisation, all the meshes are obtained by the explicit
lifting described in § 2.3, and the lifting R used to compute the gradient according to the
algorithm of figure 5 is the iterative lifting of § 2.3. The number of shape parameters is
p =10.
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(a) initial mesh of the flow (2001 nodes) (b) initial mesh of the structure (197
nodes)

Figure 14: Initial meshes

We present the results only with few comments because we did not find any comparison
in the litterature.
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Figure 15 shows the convergence of the cost for the problem with or without the constraint
on the mean lift. We can see the small gain (11% without the constraint and 7% with
it). Adding the constraint on the mean lift greatly decreased the speed of convergence of
the minimisation algorithm. Moreover, figure 16 shows that the result of the optimisation
without the constraint on the mean lift satisfies nevertheless this constraint. This shows
once more the great dependency of the result with respect to the problem and the existence
of several local minima.

-0.148 T T T T T T

without constraint ——
with constraint ----- i

-0.15 H
0152 | \\ R

0154 |\ ]

-0.156 ]

-0.158 :
-0.16 | 1
-0.162 1

-0.164 | b

- O. 166 1 1 1 1 1 1
0 2 4 6 8 10 12 14

Figure 15: Cost convergence for problems with and witout the constraint on the mean lift

During the optimisation, we see a global decrease of the mean drag. Nevertheless, fig-
ure 17 shows that energy and drag are not correlated together. This shows the interest in
minimizing not only the drag. We also see on figures 15, 17 and 19 that there are several
main steps in the optimisation process, separated by large jumps. We can think that this
is due to variations in the pulsation, which would mean that the function which gives the
pulsation from the shape has discontinuities, but remains roughly piecewise differentiable.

We can also say that both optimisations were made with only 10 shape parameters. A
greater number of shape parameter would have maybe given better performances, but on
the other hand we might have oscillating shapes.
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Figure 17: Mean drag during optimisations
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Figure 18: Intial and finals airfoils for the two problems
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Figure 19: Pulsations and periods during optimisations (physical values)
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L I ' T T T T T T T
initiadl —
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Figure 20: Instantaneous energy for intial and finals airfoils (with respect to the adimen-
sionnal time)
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6 Conclusion

We have seen in this report that a mesh independent strategy can be used in optimum design,
without affecting too much the performance of the minimisation algorithm. Nevertheless, a
lot remains to do in order to know what is the good way to control the number of vertices,
the linear search and so on, to avoid the tuning of parameters and to have a good self-control
of the minimisation algorithm.

For the aeroelastic problem, because of the numerical errors (coarse meshes of 2001
vertices), we do not pretend to have discovered physically meaning solutions. The most
important is to have shown that the gradient of a complicated cost function can be computed
with sufficient accuracy so that a minimisation algorithm can work properly, even when
using an interior point algorithm which requires precision. Let us keep in mind that the cost
function includes:

e an elasticity problem;
e an unsteady flow computation;
e an aeroelastic coupling.

Thus, the strategy seen in 4.3 allows to compute all the adjoint variables of the problem and
the final gradient.
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