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Abstract: We obtain the structure theorem for a differentiable shape functional defined in a
domain including curved cracks. The theorem is an extension of the structure theorem given
eg. in [15] in the case of smooth domains. Four examples of applications of our result are
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La dérivation par rapport au domaine
dans des ouverts fissurés

Résumé : Nous présentons le théoréme de structure pour une fonctionnelle de forme différen-
tiable définie dans un domaine possédant des fissures. Le théoréme est une extension du théoréme
de structure donné dans [15] dans le cas de domaines réguliers. Quatre exemples d’applications
du théoréme sont donnés: deux applications & des problémes non linéaires, une application a un
probléme de contréle optimal et une apllication liée & la dérivée de la premiére valeur propre du
laplacien.

Mots-clé : optimisation de forme, fonctionnelle de forme, dérivée par rapport a la forme,
fissures, problémes non linéaires, problémes de contrble optimal
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1 Introduction

Shape sensitivity analysis of boundary value problems defined in domains with cracks is important
for applications, we refer the reader to the review paper [3] for some applications in fracture
mechanics and a list of references. In the simplest case such results are derived in [8], we refer
also to [10] and [2]. Since the structure theorem was not established, the direct approach is used
in [8] which requires in the case of the energy functional the existence of the shape derivative of
solutions to the elliptic equations defined in the domain with cracks. The same approach is in
fact used in [7] in the case of unilateral conditions on the crack faces, however in such a case the
shape differentiability result does not seem to be known in the literature, we refer the reader to
[15] for the related results on the shape differentiability of solutions to variational inequalities in
smooth domains.

The problem with unilateral conditions on the crack faces is considered in [13] for a scalar
equation and in [14] for an elasticity system, where the so-called Rice-Cherepanov formula is
derived. It is shown in [13], [14] that the result on shape differentiability of solutions to variational
inequalities is not required for the proof of the differentiability of the energy functional with
respect to the crack’s length for problems with unilateral conditions prescribed on the crack
faces.

2 The structure theorem

The structure theorem is important for applications in shape optimization, because it allows to
obtain the shape differentiability of a specific shape functional by means of simple verifications
of hypothesis, usually in the fixed domain setting, by an application of the material derivative
method [15].

Let D C R? be a bounded domain with smooth boundary I', and ¥ be a part of a smooth
curve. We assume that ¥ belongs to the domain D. Therefore, we consider the domain 2 = D\'Z
with crack ¥. Let us denote by A and B the tips of 3. Assume that J is a domain functional
which is shape differentiable at Q. We refer the reader to [15] for the definition of the shape
differentiability.

The velocity field V' is used to construct a family of domains Q; = Ty(V)(Q2) using the
technique described in [15]. Without losing the generality, we can consider the problem with au-
tonomous vector fields. We have the following result on the structure of the Eulerian semideriva-
tive dJ(Q; V):

Theorem 1 (Structure theorem) Let k be a nonnegative integer. Let us assume that the
mapping DF(D;R?) 5 V — dJ(Q; V) € R is linear and continuous. Then there exist two real
numbers as and ap, and a linear form ¢ which is continuous on C*(X) (¢ € (C*(X))') such
that:

dJ(Q;V) = aa(V.7)(A) + ap(V.7)(B) + #(Vin), VYV € D¥(D;R?),

where V.r and V.n denotes the tangential and normal components of field V on X, respectively.

RR n"3701
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Figure 1: Domain  with the curved crack ¥

Proof: We may assume that 3 is the set given by:

E:{(thz) |0 <z <1, 12:0} (1)

X2

(0.0)

Figure 2: Domain €2

otherwise we can use an appropriate change of variables.
We need the form of the tangent set

h—0+

Ts(z) = {v € R? | 1iminfM = 0}.

Evaluation of T(z) for z € X.

e first case: x = (x1,22) € X, t.e. 0< 21 <1, z2 = 0.
In this case, the normal n(z) to ¥ at z € ¥ is well defined and moreover we have

T(z) = T.(X), tangent space to X at ,

V(z) € T(z) iff V(z).n(z)=0.
INRIA
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A+hv -~

©.0) w | x

Figure 3: Evaluation of Tx(A)

e second case: z = A = (0,0).

Tg(z) =Tx(A) = {v = (X1, X2) € R? | liminfw - 0}

h—0t
hllo|| if X1 <0
ds(z + hv) =

h| X5 if X1 >0
thus _
o dg@the) [ ol X<

liminf =———= =
h—0+ h |X2| if X1 >0

and consequently

T5((0,0)) = Ts(A) = {v = (X1,X2) € R | X5 =0 and X; > 0}.

e third case: © = B = (1,0).
In the same way as for x = A = (0,0), we have

Ts((1,0)) = T(B) = {v = (X1,X2) € R’ | X =0 and X; < 0}.

For any z € X, T;(x) is a vector space, thus —=T5(z) = T(x). On the other hand

{Ts(W)} n{-T5(A)} = {T=(B)} n {-T=(B)} = {(0,0)},

(4)

so according to Nagumo’s theorem [1] or to the double viability condition [5],[6] and in view of

the relations (2)-(4), if the field V € D¥(D;R?) satisfies the following conditions

V(z)n(z) =0, VzeX
{ V(4) =V(B) = (0,0)

(5)

then ¥ is globally invariant by the associated transformation 73(V). The exterior boundary
I’ = 9D is also invariant by the transformation T3(V'), since the support of the field V' is included

RR n~"3701
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in D. So, the boundary of 2 = D\ X, i.e. dQ = I'UY, is globally invariant by the transformation
Ti(V). In consequence € el Ty (V)(Q2) = Q. Hence
dJ(Q;V)=0 (6)

for any vector field which satisfies (5). It is not difficult to see that it is possible to extend the
notion of tangent and normal vectors to the points A and B of 2. We can formulate again the
conditions (5) as follows

V(z)n(z) =0, VzeEX
{ (z).n(z) € 0

(Vir)(A) = (Vor)(B) = 0.

So, we have established that for given V' € DF(D,R?) which satisfies conditions (7), it follows
that dJ(Q; V) = 0. Hence, it is natural to consider the following set

F(Q) ={VeD¢D,R?) | Vmn=0onY, (V.r)(A) = (V.r)(B) = 0}. (8)
According to the hypothesis that the mapping V —— dJ(Q;V) is linear and continuous from
DE(D,R?) in R, the set F(£2) defined by (8) is included in its kernel. Consequently, we have the
following lemma.
Lemma 1 The mapping
¢: D¥(D,R?)/F(Q) — CFE)xRxR
{V} — (Vin,(V.1)(4), (V.7)(B))

s an isomorphism.

Proof: The linear mapping ¢ : {V} +— (Vin, (V.7)(A), (V.7)(B)) is well defined since, if
Vi — Vo € F(Q) then

Vi—=Va)m=0 onZ, (Vi —Wa).7)(4) = ((Vi — Va).7)(B) = 0.
Let {V} € D*(D,R?)/F(Q) be such that ¥({V}) =0, i.e.
Vin=0 on3, (V.r)(4) = (V.1)(B) =0,

which means that V € F(Q2) and then {V} = {0}. Consequently v is one-to-one.
Now, let us show that v is onto. Let (v,v1,v2) € Ck(g) X R x R. We want to find V' €
Dk(D,R?) such that 9({V}) = (v,v1,v2). For any v € C*¥(Z) = C*([0,1]), by definition of the

space C*([0,1]), there exists # € C*(R) such that ¥),y = v- So we define V3 by
Va(z1,22) = 0(z1), Va1, 22 € R (9)

Then it is evident that V5 € Ck(R?). Let 6 € D(D,R) = C§°(D,R) be such that @ = 1 in a
sufficiently small neighbourhood of ¥. Denote

Vo(z1,22) = 0(x1, 32)Valz1, 22), V1, 39 € R (10)
INRIA
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Let us define the function u by
p(zr) = (1 — z1)v1 + 2109. (11)

Then p € C*¥(R) (extension by convex combination).
In the same way, we introduce

ﬁ(zl,m) = u(z1), Vz1, 22 € R, (12)
hence V; € C*(R?). Then, we define V; by the formula
Vi(z1,22) = 9(561,372)?;(551,352)- (13)

Let V be the vector field whose components are V7 and V5 (V1 and Vs being successively given

by (9),(10),(11),(12),(13)), so
V = (V1,V») € D¥(D, R?),

moreover
V1(.’L'1,.’IJ2) = 0(.’171,332)?{(.’1)1,372) = VI(.’IH,.’IJQ) onf
= p(r1) = (1—z)v1 + z100.

In consequence (V.7)(A) = u(0) = v1 and (V.7)(B) = u(1) = ve, and it follows that by construc-
tion,

Va(w1,22) = 0(z1,32)Va(m1,32) = Va(w1,72) on X

= (1) = o(z1),

ie. Vin = v on ¥. We have defined V € D¥(D,RR?) such that 9 ({V}) = (v,v1,v2). This
completes the proof of lemma 1. O

Lemma 2 There exists a linear, continuous mapping @
d: CHT)xRxR —R
such that for any vector field V € D¥(D,R?),

dJ(Q; V) =9 (V.n, (V.r)(A4), (V.r) (B)) .

Proof: We define ® by the following formula
S({V}) =dJ( V). (14)

Indeed, if {V'} = {V}, i.e. V! € {V}, we have V! — V € F(Q), since F(Q) is included in the
kernel of dJ(£2;-), it follows that
dI(%V — V') = 0.

The Eulerian semiderivative dJ(€2;-) is linear by our assumption, therefore
dJ(Q; V) =dJ(Q; V). (15)
RR n"3701
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The relation (15) enables us to define ®. Using lemma 1 and the relation D¥(D,R?)/F() ~
Ck(X) x R x R, it follows that

{V} = (Vin, (VoT)(4), (V.T)(B)) (16)
thus
dJ(Q; V) = <I>({V}) = <I>(V.n, (V.r)(A4), (V.T)(B)). (17)

Furthermore, dJ(£2;-) is linear and continuous which implies that ® is linear and continuous.
Now, we can complete the proof of the structure theorem. Indeed, there exists a linear
mapping ®, which is continuous from C*(X) x R x R in R, such that

YV € DF(D,R?), dJ(V) = &(Vin, (V.7)(A), (V.r)(B))

with
de (CHE)xRxR) = (CKE)) xR xR

So there exist two real numbers a4 and ag, and a linear form ¢ which is continuous on C*(X)
such that

dJ(Q; V) = ¢(Vin) + ax(Vor)(A) + ap(V.r)(B), VYV e D¥(D,R?) (18)

which completes the proof of structure theorem. O

3 Applications to nonlinear problems

We present two applications of the structure theorem for shape functionals defined in the domains
with cracks. We refer the reader to [13],[14] for the results on the Griffith formula in the case of
unilateral conditions prescribed on the crack faces.

3.1 Nonlinear boundary value problem

We apply the structure theorem in the case of energy functional for a nonlinear boundary value
problem. Since the singular part of the solution is unknown in this case (see [10]), we cannot
identify the coefficients a4, ap in the representation formula.

Let D C R? be an open bounded set with a smooth boundary T'. Let ¥; be the set defined
by {(yl,yg) |0<y1 <, yo= 0}, A and B denote its tips. We assume that this set belongs to
the domain D for [ > 0 small enough. The domain with the crack is denoted by @ = D \ ¥;.
Let us consider the functional

I(p) = /Q F(Vo(y))dy, (19)

where F : R? — R satisfies assumptions specified below.
Let W be the subspace of H'() of functions whose trace vanish on I':

W={peH(Q) |y, =0} =HQ).
INRIA
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Y

(0,0 Y,

Figure 4: Domain  with crack 3,

We can show the existence and the uniqueness of the solution to the following minimization
problem:

Find w € W such that I(u) = 16111/fv I(v). (20)
v

Let 61,02 € C§3°(D) = D(D). Then we consider the transformation (see [14]) defined by

{ y1 =x1 — 001 (z1, x2)

(21)
Y2 = xg — 602(x1,z2) (0 > 0).

The coordinates of a given point in open sets €, Q5 are denoted by (y1,y2) € Q, (z1,22) € Q4
respectively.

Let V denote the vector field whose components are 61, 62, V € (D(D))2. The Jacobian of (21)
equals to:

q(s = ]‘ - 5(917':61 + 02;552) + 52 (01758102;1:2 - 01;$202;$1)
= 1—4divV + 6%det(DV).
For ¢ small enough, g5 > 0, so the transformation (21) is one-to-one and we denote y =
y(z,9), z = z(y,d). Let Qs be the image of €2 for the transformation (21). Since 61, 6, € D(D), T'

is invariant for the transformation (21). Denote Ws = HL(€5). We can show the existence and
the uniqueness of u’ € Wj such that

Iy(u’) = wien]& Is(w), where I5(y)) = /95 F(Vy(z))dz, Vi € W,

So we define
J(Q) = I(u) = /Q F(Vu(y))dy, J(Qs) = Is(u’) = /Q F(Vd'(z))dz.

In order to apply the structure theorem, the shape differentiability of the shape functional J(2)
at ) is established by proving that there exists the following limit

dJ(Q;V) = lim J(8) = J(©)

22
6—0t 1) ( )

RR n"3701
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which is linear and continuous with respect to V = (61,63).
The shape differentiability of J(2) is obtained under the following assumptions.

Theorem 2 Assume that:

(i) F € CY(R?;R), is conver and Lipschitz,
DF is Lipschitz continuous and strictly monotone.

(ii) I and Is5 are coercive and strictly convex functionals.

Then:

e there exists a unique uw € W such that

I(u) = inf I(v) and, moreover, u satisfies /(DF(VU),V<p>dy =0, Vo e W,
Q

veEW

o there exists a unique u® € Wy such that

I5(ud) = wienlff\15 Is(w) and u® satifies /Q (DF(Vu®), Vi)dz = 0, Vep € W,
S

o J is shape differentiable at Q) and

4J(Q: V) = /

(DF(Vu),B - Vu)dy + / divV F(Vu)dy,
Q Q

where

01,3/1 92,3}1
B=-

01 Y2 025y2

Proof: The proof of the two first points is standard and it is omitted here. We only prove the
shape differentiablity of J at 2.
Let us introduce some notations:

(i) for a matrix function A : Q@ — Moy(R), AT is the transposed mapping defined by
(AT)(y) = (A(y))T, Yy € Q, where (A(y))T denotes the transposed matrix of A(y).

(ii) ||Alloc =sup sup |A;;(y)| is L>®-norm of the matrix function A.
yeQ 4,j=1,2

The proof is divided into some steps.

Step 1:
There exists a constant C independent of § such that

5
[[u’l[ws < C.

INRIA



ohape sensitivity anatysis of variational problems in aomains with cracks

Under our assumptions, DF is strictly monotone, i.e.
3y > 0 such that y|p — g < (DF(p) - DF(g).,p —q), V(p,q) € (R*)”.
For p = Vu? and ¢ = 0 we have
v|Vul|? < (DF(Vu®) — DF(0), Vu®).

Integration over {25 leads to the inequality

7/ |Vu‘5|2d$§/ (DF(Vu’) — DF(0), Vu®)dz.
Qs Qs

Taking into account that / (DF(VuJ), Vu5>dac = 0 for the test function ¢ = u?, it follows that
Qs

DF
Wl <= [ (0PO), Vi < [ (pROIVaas = [ POl moutias,
Qs Qs o V7

therefore DF(O)
DF(0
5|2 Yi1,,0012
Wy, < G [ o Ty,
and the required estimate for the norm of u’ follows

DF(0)||D|*/2
||u6||W5 < | ( ’)y“ | —C

Denote u’(z) = us(y), z = z(y,8), us € W. The following formula is derived
Vzu‘s = A; - Vyus,
where
1—-001y  —002,,

Ag =
—601 4, 1 — 6054,

Now, we are going to show that ||lug|ly < C’ for § small enough.
We have shown that

?|2y, = /Q V' (2)de < C?,
)

hence by the change of variables,

[ 15 Vustu) Py < €,
Taking into account that As = I + dB and

gs = 1 — 6divV + §%det(DV),
it is easy to see that

lgs — 1| < 8|divV | + 6°|det(DV)| < §||divV || poo(q) + 67[|det(DV)||poc (o) — 0 as § — 07T,
RR n " 3701
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which means that
¢s — 1 uniformly on Q as § — 0.

1
By the uniform convergence, there exists e; > 0 such that |gs — 1| < 3 for 6 € (0,e1), or

equivalently

1
ESQJSS in €.

Using the estimate for g5 we can estimate the L?-norm of As - Vus,
2 2 1 2 2
— |A5 . Vu(;\ < —|A5 . Vw(y)\ dy < C%,
3 Ja Q49

ice. |45 Vusllz2(q)2 < \/gC which can be rewritten in the form

3
||VU5 + 0B - VU5||(L2(Q))2 S \/;C

The latter inequality implies that

3
||V'U/5||(L2(Q))2 —4||B - VUJH(Lz(Q))z <4/=C.
2

In view of
1B - Vsl @2 < [1Bllool Vuisllz2 o)z

it follows that

IVuslz2()> (1 = 8l Blle) < 4/5C-

N W

Assuming that ||Bl|s # 0, otherwise V' = 0, let us denote g3 = . Then we can estimate

1 — 6|| B|oo from below,

1
2||Blloo

1
1= 6Bl > 5 for 6 € (0,e5).

For any ¢ € (0,¢), € = min(eq,e9) > 0, we have

1 3
IVl < /30

IVusllz2 ()2 = luslw < V6C = C’
therefore, there exists C’ > 0 such that

which means that

||lus|lw < C' for § small enough. (23)

Step 2: us —>uin Was d — 07.
By the change of variables, it follows that

/<DF(A5 -Vug), As - V(p>@ =0, VpoeWw.
Q

£ INRIA
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By our assumptions, DF' is strictly monotone,

7lp — al* < (DF(p) — DF(q),p — q), Vp, q € R”.
Applying the inequality with p = Vu and ¢ = Vuy, it follows that

v|Vu — Vus|?> < (DF(Vu) — DF(Vus), Vu — Vug).

Integration over (2 leads to

Ylu—usl}y < /<DF(VU) — DF(Vus), Vu — Vug)
Q

IA

/<DF(Vu),Vu> —/(DF(Vu),Vug) +/<DF(Vu5),Vu(5 — Vu)
Q Q Q
< /<DF(VU§), Vus — Vu>.

Q

Using the variational equation for us we obtain

/Qi<DF(A5-Vu(5),A5-Vu):O:/ 1

<DF(A5 ' VU&),AJ : V’U/5>,
q5 0495

which leads to the equality

/ i<DF(A5 - Vug), A5 - (Vu — Vug)) = 0.
Q49

The equality is rewritten in the form

1
/ q—(Aj{ - DF(As - Vug), Vu — Vug) = 0,
0 46

which allows us to estimate the norm of u — uyg,
1
tu=uslfy < [ (DF(Vug) ~ AT - DF(As - Vus), Vus - Vubdy
Q )
< /Q<-7:5(Vu6),vw - Vu)dy < ||Fs(Vus)llr2(ayz2llu — uslw,

where we denote

Fy(v) = DF(v) — %AJT . DF(4; - v).

The L2-norm of Fs(v) can be estimated in the following way. We have

|Fs(v)] < ‘DF(’U) —q—ltsDF(v)‘—i— %DF(’U) —%AdT-DF(u)‘

+‘1A5T DF(v) — ~AT . DF(4; - v)
qs qs

< a5+ B+

RR n~"3701
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We proceed with the terms oy , 85 ,7ys separately,
—divV + ddet(DV)
g5
which shows that ag < C16|DF(v)| for 6 € (0,¢). In the same way for Sy,

as = 0|DF (v)|

< 26|DF (v)| (||divV || zee (o) + €lldet(DV) | Lo () ,

1
Bs = mIDF(v) ~(I+46B)" - DF(v)| < 2|6B" - DF(v)| < 20||B"||c| DF (v)|,
0

which leads to the estimate 85 < Cod|DF (v)| for § € (0,¢). Finally, for s,

1
%5 = 1|45 - DF(v) ~ AF - DF(45 )| < 2| 4F||DF() ~ DF (45 -v).

Taking into account that
IAT 1| = 1 +8BT|| < ]| +€l|B |lo  for & € (0,¢),
the inequality for ~y; follows,
75 < 2| 11| + €l| B [|oo) IDF (v) — DF (A5 - v)).
Since DF is Lipschitz continuous,
75 < 2(| 11| + €l B ||oo) Llv — As - |

and |v — A5 - v| = |6B - v| < 6||B||oo|v]|, the inequality v5 < Csd|v| follows for § € (0,¢).
Now we are in the position to complete the estimate for Fs(v). We have

[F5(v)| < CLo|DF(v)| + C26|DF (v)| + C36]v| = 6(Ca| DF (v)] + C|v]),
taking into account that |[DF(v)| < |DF(0)| + L|v|, it follows that |F5(v)| < §(u1 + pe|v]), and
[Fs(0)[* < 6%(ur + palv])* < 20% (i + p3|o]*),

therefore, for v = Vuyg,
|F5(Vus)|? < 26%(uf + p3| Vus[?).

Integrating this inequality over €2,

[ 17s(Tus)2 < 26 (WD) +13 | (Vusl) < 262 (D1 + ulhusly)

results in the estimate || F5(Vug)||(2(q))2 < pd for § € (0,¢).
Therefore,
Yl = usllfy < péllu — ugllw  for & € (0,¢),

and we pass to the limit
llu — uglly < 26— 0 as 6 — 07,
Y

which completes the proof of the continuity with respect to 4,

us —uin W aséd — 0.
INRIA
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Step 3: passage to the limit in (22).
Let us introduce the following notations

1
() = /Q FVOdy. ms(9) = [ ZF(4s- Vo), w(0si0) = [ F(To)s
7

(€ u) Zgéi%ﬂ(ﬂ;so) and  m(Qy;u) Zwrgiy{}éﬂ(ﬂa;so)-

By the change of variables, we have

min 75(%; ) = Join 7($255 )

pEW
We denote
J(Q) =n(Qu), J(Q) = m(Q;u).
We have
J(Qs) = J(Q) _ w(Qs500) = w(Qu) _ ms(Q5us) — 7(Qu) < To(u) —m($ku)
) - ) N ) - ) '
Passage to the limit in the both sides leads to
Qs) — J(Q Q:u) — w(€; Q:u) — w(€;
50+ 0 5—0+t 5——0+ )

By the definition of the energy functionals,

75 (Qu) — w(Q;u) _ / F(A;s - Vu)é — F(Vu)
Q

d
5 0 ’
F(A;-Vu) — F 1-
_ / (A5 - Vu) (Vu)dy—l-/ B p(Vu)dy
0 845 o 09s
_ / F(Vu+0B-Vu) = F(Vw) o [ 1= g
Q 6gs o 045

Under our assumptions there exists a function £, 0 < &(y) < 6, such that

F(Vu+6B-Vu) — F(Vu)

5 = (DF(Vu+£&B-Vu),B - Vu).

Consequently

(s u) — (2 u) :/ l(DF(Vu+§B-Vu),B-VU>dy+/ 1_q5F(Vu)dy,
0 Q49 o 04

and the passage to the limit as § — 07 in the right-hand side is performed by an application
of the dominated convergence theorem, since F' and DF are Lipschitz continuous,

/ l<DF(Vu +¢B-Vu),B - Vu)dy — / (DF(Vu), B - Vu)dy,
Qa4 Q

/ 1(5_q‘5F(Vu)dy—> / divV F(Vu)dy,
RR n° 3701 Q 09 o
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which allows us to obtain the following limit

. _ . Q _ Q.
lim Sup WJ(Qa ’U,) ﬂ'(Qa u) _ lim 71'5( ) u) 7T( ) ’U,)
§—0+ 0 d—0t 0

- / (DF(Vu), B - Vu)dy + / divV F(Vu)dy.
Q Q

In order to complete the proof of differentiability we derive the estimate from below for lim inf
using the following inequality

J( Q) —J(Q) _ w(Qsu0) —w(Qu)  ms(Qus) — w(Qu) S Mo(§us) — w($2; us)
) - ) - 1) - ) )
Taking the limit in the both sides leads to
lim inf J(825) — J(€2) > liminf (25 us) — m(82; us)

6—0t 1) 6—0t 1) '

Again, by the definition of energy functionals,

s (2 ug) — (€2 ug) _ / F(A;s- Vu(s)% - F(Vua)d
5 0 0 !
. — ]' B
_ / F(As - Vuy) F(VU5)dy _|_/ q‘sF(Vu(s)dy.
Q dgs o 06

Using the Taylor formula we obtain

F(As - Vus) — F(Vug) _ F(Vus+ 6B - Vug) — F(Vus) _
5 = 5 = <DF(V’U,,5 +¢&B-Vus),B Vug>

for a function &, 0 < &(y) < h, which leads to

75 (5 us) — m( us)
1)

1 1-
= / —(DF(Vus + B - Vug), B - Vug)dy + / —%F(Vu(g)dy.
Q4 o 9¢

We have the following estimate

1- a5 1- 45 _ 1-— qs _
‘/Q 0 F(Vué)d?/—/g—(g% F(VU)dy‘ = ‘/Q 5 (F(Vus) F(Vu))dy‘
/ ‘1 _% ‘M|Vu5 — Vu|dy.
ol 0gs

Taking into account the inequality

1- .
| 5%‘1‘5‘ < 2(||divV || oo ) + elldet (DV)| oo () for 6 € (0, ),

the following inequality is obtained,

1-— 1-— .
| / _%F(VU5)dy—/ % p(Tu)dy| <2M (|divV | ooy + et (DY) ) / Vs Vuldy.
o 0gs o 0gs Q
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From the property
lim
o—

1 llu =gl =0

if follows that

/ﬂF(Vug)dy—)/divVF(Vu)dy for 6§ — 0.
a 095 Q

Furthermore

1 1
/ —<DF(Vu5 +¢éB-Vuy), B - Vu(;)dy = / —(DF(Vu(s +¢&B-Vuy),B - Vw)dy
0 495 0 495
1 1
—/ q—<DF(Vu +¢B-Vug), B - Vu5>dy—|—/ q—(DF(Vu +&B - Vus), B - Vug)dy
Q 46 Q45

1 1
—/ q—(DF(Vu+£B-Vu),B-Vu(5>dy+/ q—(DF(Vu+§B-Vu),B-VU5>dy
Q 45 Q 495

1 1
—/ q—(DF(Vu +¢&éB-Vu),B- Vu)dy+/ q—(DF(Vu +&B - Vu), B - Vu)dy
Q 496 Q 45

1
= A5+ / q—<DF(Vu +&B - Vu), B - Vu)dy,
Q46
where for the last term

/ l<DF(Vu +¢B - Vu), B - Vu)dy — / (DF(Vu),B - Vu)dy for § — 0%.
Q45 Q

Moreover DF' is Lipschitz continuous, therefore, there exists a constant N > 0 such that
Vo € (0’5)5 |A<5| < N“’U, - UJHW

which means that A5 — 0 for § — 0%, and we have obtained the convergence

/ %(DF(VuJ +&B - Vug), B - Vug)dy — / (DF(Vu),B-Vu)dy for§ — 0%,
Q 45 Q

which implies that

Jim inf T00BUs) — T(Qus) s (Qus) — (@5 us)
§—0t B} Pret 5

= /(DF(VU),B-Vu)dy-I—/ divV F(Vu)dy.
Q Q

Finally, we have

i 709 = T(@)

6—0t 1)

_ / (DF(Vu), B - Vu)dy + / divV F(Vu)dy = dJ(Q V).
Q Q

We have shown that the shape functional J(2) is differentiable, the mapping V — dJ(Q; V) is
linear and continuous, and we can apply the structure theorem in this case, which leads to the
following formula

dJ(Q; V) = aa(V.r)(A) + ap(Vr)(B) + ¢(Vin), VYV € DF(D;R?)

where ¢ € (C*(%))), aa, ap € R and k=1. O
RR n"3701



Glles Fremeot, Jan Sokotowsk?

3.2 Signorini conditions

Figure 5: Domain 2

X1

Let D C R? be a bounded domain with smooth boundary I' = 'p UTy UT's, and ¥ be the
set {(z1,22) | 0 < z1 < 1, 2o = 0}. We assume that this set belongs to the domain D. The

domain with crack ¥ is denoted by Q = D\ .

In the domain €2, we consider the following boundary value problem for a function u which

satisfies
[ —Au =
u = 0
ou
{ on - ¢
ou
I = 0
ou ou
> — > =
\u_O, 6n_0’ uan 0

Here f € CY(D), ¢ € H?() are given functions.

n
on

on

on

Q,
PDa

PNa
Z:I:

Ts.

(24)

The associated variational formulation of this nonlinear problem, as well as the existence and
uniqueness of a solution, are well known. Let us briefly recall two equivalent formulations of

problem (24)

u€ K
a(u,v —u) > L(v—u), YwekK

or

ue€ K
{ I(u) < I(v), Yve€eK,

where K is the closed convex set of H'() defined by

K={veH'(Q)|v=00onTp and v >0 on I'g}.

(25)

(26)

INRIA
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Here the following notations are used, for u and v in H'(2),
1
o) = [ (Vu90), L) = [ fo+ [ d. 1) = F000.0) - L)
Q 0 Iy 2

The energy functional for the problem (24) is defined by the formula

=5 [ 1vuf = [ fu- [ 27)

where u is the variational solution to (24).
Let 61, 62 € C§°(D). We use the same notation as in section 3.1.
For § > 0, the minimization problem is defined in €5, with the energy functional

709 =5 [ 1w [ g [ g (25)
95 FN
We derive the form of the shape derivative
dJ (2s) . J(Q) = J(Q)
LIV = lim Y Y g7 2
55 lo=0 = lim 5 J(V) (29)

in order to apply the structure theorem. Let u®(z) be the solution of minimization problem in
Qs, and u(z) = us(y), = = z(y, §). We have the following formula

Vud = A - Vyus (30)
with
1—-0601y  —0024,

Ag =
—601 4, 11— 6624,

Thus As = I + §B. Consequently

1
/ |Vl [2de = / —|As - Vug|dy.
Qs Q 4

By the change of variables, it follows that

fulds = /Q %f(:v(y,é))ua(y)dy-

Qs
Denote f°(y) = M, then
a5
d [ [ _£0

Assuming that y, 0 are independent variables in (21), we have z = z(y, ). Differentiation of
(21) with respect to 4 yields

_day dzy dzo
0—%_91 50111 ds 50112 ds
dzo dﬂ:l d372

RR n 3701 e
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thus
@ B 91(1 — (502@2) + (50201,$2
dé qs 31)
dzy  02(1 — 661,4,) + 661024,
as qs ’
Consequently, by (31),
of (z(y, o dz dz
%L&o = fm d—51|<5:0 + fmzd—52|6:0 = fy191 + fy292- (32)
Now we are in a position to find the derivative f'(y). Indeed, by (32),
") = 1 ARSI ~ =1
F'(y) Jgé+( " fw) ) o = ,lim, 500
o fl2(y,0) - Fly) | L
= JE)%*' ( ( 35) ( ) + leVf(y)|5:0 = fy101 + fy292 + (01y1 + 92y2)fa
i.€.
0 0
' _ o o — i
Since f € C'(Q) we can see that as § — 0F
é _ ¢0

)

The sets of admissible functions for the minimization problems under considerations are defined
by
Ks={we H(Qs) |l w=0onTp and w > 0 on I's},

Ko=K={weH(Q)|w=0o0nTp and w >0 on I's},

respectively.

In view of (21), let z = z(y,0). Then w’(z) = ws(y). The inclusion w® € Kj implies
ws € Ky, and, conversely, ws € Ky implies w’ € Ks. This means that the transformation (21)
maps K into Ky, and it is one-to-one. Now we shall prove the continuity of us with respect to §

")

lus —ullgr@)y — 0 asd — 0.

The function u® € Kj is the solution of the variational inequality

/ (Vul, Vo — Vud) > (v —u’) + (v —ud), VYveKs;. (35)
Qs Qs IV
But by substituting v = 0 in (35), it follows that

||u5||H1(Q6) < C uniformly in 6.

INRIA
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Consequently
lusl 1 (@) < C uniformly in 4.

By the change of variables in (35), it follows that

d
/<A5 Vg, As - V5 — As - Vug) =2 > / OB —us)dy + | (& — us)do(y), Vi€ Ko (36)
Q qs Q Ty

or As = I + 6B. Hence, according to (36), we have

/(Vw + 0B -Vus, V0 + 6B -V —Vus — 6B - Vu(s)% > / f‘s(f) — ug)dy
Q 4 Q

+ g &(0 — ug)do(y), Vi€ Kp. (37)

We can substitute ¥ = u in (37) and we obtain

d
[ @usvu=Vu) L+ Pouu) > [ Pyt [ u-uiow)  (39)
Q a5 Q 'y
where P(8,u,us) — 0 as § — 07,
The solution of the problem (24) is the solution of the variational inequality
u€ Kp: /(VU,V'U —Vu) > / flo—u)+ o(v —u)do(y), Vv e Kp.
Q Q I'n

We can sustitute v = us which provides the inequality

/ (Vu, Vug — V) > / Fus—w)+ | lus — ). (39)
Q Q T'n
Summing up the relations (38),(39) implies that
lus —ullgri@) — 0 asd — 0t. (40)
Denote
J(O) = m(Qu),  J(Q5) =7(Q;u’).
We have

J(Q) = J(Q) _ 7(Qs5u) — m(Qu) _ m5(Qus) —w(Qu) _ m5(Qu) — m(Qu)

d 0 0 - 0

and consequently

lim sup —J(QJ) — () < limsup mo (R u) — (2 u)
d—0+ 0 d—0+ 0
< /(B - Vu, Vu)dy—#l/ divV |Vu|dy — /f'udy. (41)
Q 2 /o Q
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On the other hand
J(Q5) = J(Q)  w(Qs;ul) —m(Qu)  wo(Qus) — w(Qu) S To(8;us) — m(€; up)

) s 5 > .
therefore, by using (40)
lim 1nfM > lim inf WJ(Q;u(;) — W(Q;UJ)
007 Y §—0t 5

v

1
/(B - Vu, Vu)dy + ~ /divV\Vu|2dy — /f'udy. (42)
0 2 Jo 0
Using (41) and in view of (42) it follows that
Q5) — J(Q2
T~ I®

6—0t 1)

1
:/(BVU, Vu)dy—l——/divV|Vu|2dy—/f'udy. (43)
Q 2 Ja Q

The substitution of B and f' in (43) leads to

dJ(Q; V) = —%/((91111 - 92y2) ((%1)2 - (uyz)z) + 2(91.1/2 + 62y1)“y1“y2> _/((glf)yl + (92f)yz)u'

Q Q
(44)

The mapping V —— dJ(£2; V) is linear and continuous for ¥ = 1. The functional J(2) is
shape differentiable and therefore, the structure theorem applies in this case.

Now, we are going to establish the relation between coefficients ay, ap in the formula (18)
and the singularity coefficients of the solution to the problem (24).

We are interested in perturbations of €2 such that the crack tip moves while the other part of
the boundary does not change. In addition, we assume that crack tip moves without changing
the direction, therefore, the perturbation of the boundary is defined by the following vector field

V(z) = (61(=),0), (45)

where 6; has the support in D and 6;(z) = —1 in the vicinity of the origin A.
According to the relation (44), we have

dJ(; V) = _%/Q(elyl ((“y1)2 - (uy2)2) + 2913/2“3/1“1/2) - /Q(Hlf)ylu-

On the other hand,

dJ(;V) = lim (_%/Q <01y1 ((“y1)2 - (uy2)2) + 2911/2“3/1“3/2)) - /Q(elf)ylu-

e—0
&

where €, is the subset of 2 defined by r > ¢. Let 7, be the curve given by r = ¢ and 0 < 8 < 2.

Let us introduce the notation

A = —%/ (01311 ((%1)2 - (Uyz)Q) + 2011/2“3/1“1/2)' (46)

13
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" (P/,{/

Figure 6: Domain 2,

By integration by parts, we have

1 1 .
A = /Q 01 (5 ((uyl)Z—(uy2)2)y1+(uy1uy2)y2)dy—i—/ 01 (5 cos0((uyl)2—(uy2)2)+31n9uy1uy2>da.
e Ye

Using the identity for the solution u,

1
5((”3}1)2 - (uy2)2)yl + (uyluyz)yz = Uy, (uylyl + uywz) = Uy, Au = _fuyu

we obtain the formula

1
Ac=— [ 60ifuydy+ / 61 (5 cos 0 ((uy,)? — (uy,)?) + sin Ouyluyz)da. (47)
QE €

Moreover, we have
/ 01 fuy, de — / 61 fuy,dz ase —0F.
Qe Q

Let )
B, = / 01 (5 cos 0 ((uy,)? — (uy,)?) + sinHuyluy2>da.

€

Moreover, we know that
u=uft 4 ¢S, (48)

where S = \/Fcos(g) and uf € H?(U) (U is a small neighbourhood of A in Q such that UNT = )
and ¢ denotes the coefficient of singularity for the solution to the variational inequality (25). For
¢ small enough, since #; = —1 on 7, and taking into account the decomposition (48),

27 1
B, = 62/ 5(5 cos 0((Sy,)? — (Sy,)?) + sin9(SylSy2)>d9
0
2
-I-c/ e(cos H(u;flSyl — ufsz) + sin 9(’[1,51 Sy, + u?ﬁSyl))dH

cosH((uR )2 — (u£)2) + sin H(Uézluﬁ))d@

RR n"3701
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The form of singular functions is known in this case,

1 0 1 . [0
s =g (3) 50 = (3).

The first integral in B, takes the form

27 .
0 [0 (1o (O) L (OVY im0 (0) 0
B, & /0 ( 2 15 | 5 757 {5 + 7 cos |5 )sin| g do

2 2 2 2 2
%/0 (cos2 0 + sin® 6)d6 = 7;0 :%.

We have
2
e
BY) = - (49)

It is not difficult to see that B§2) — 0 and Bés) —0ase— 0T (in fact, we have the estimates
B® = 0(v/&), B® = 0(¢)). Thus

2 2

BE—>E, A5—>—/01fuyldy+E ase — 0T,
4 0 4
hence
nc? ) nc?
dJ(;V) = —/ ((01f)y1u)dy—/ 01 fuy, dy+—— = — lim / ((01f)yyu+61fuy,)dy | +—
Q Q 4 e=0t\ Jo, 4
and finally
2
dJ(%V) = % = ay. (50)

2
. . e . . . . . .
We have identified the coefficent vy = - o the expression of the Eulerian semiderivative

dJ(2; V) given by the structure theorem. O

4 The Griffith formula for optimal control problems

We apply the structure theorem in the case of cost functionals for control problems. The opti-
mal control problem considered in this section is defined for the elliptic equation modelling the
deflection of an elastic membrane with crack.

Let us consider the domain D in R? with smooth boundary T'. Let ¥; be the set defined by
{(y1,92) | 0 < 41 < I, yo = 0}, A and B denote its tips. We assume this set belongs to the
domain D for [ > 0 small enough. The domain with the crack is denoted by 2 = D\ ;. Let K
be an open subset of D (also with smooth boundary) and moreover we assume that K N%; = {).
The state equation for the control problem is of the form

—Aq = uxxg in Q,

qg = 0 on I'=0D, (51)
% =0 on lel:’

INRIA
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n
A 2 B
(0,0) (1,0) v,
Q K

Figure 7: Domain 2 with the crack %

where xx denotes the characteristic function of K.
For given u € L?(K), ¢ = q(u) represents the deflection of an elastic membrane loaded by the
vertical force u concentrated on K. For the system (51), we define the cost functional

1

Iw) =3 [ lla=aa + aulan, (52)

which is minimized over the space of controls u € L?(K), a > 0, and ¢4 € L?(K) is a given
function. The minimization of the functional (52) with respect to u means approximation of a
given function ¢4 in the region K by the deflection of an elastic membrane, using the smallest
possible load u applied in K. The minimal value of the cost functional for this control problem
defines the shape functional, depending on the geometrical domain €2,

J(Q) = min I(u).
= e T

Variation of the state ¢'(v), corresponding to the variation v of the control
q(u + sv) = q(u) + s¢'(v), (53)
satisfies the equation

—-Aqd = wvxx inQ,

qll =0 OIlF, (54)
0
a—‘; = 0  onX?

and, according to (54), the variation dI(u;v) of the cost functional is given by

dT(u;0) = /K [(q(w) — g2)' (v) + o). (55)
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Let us introduce the adjoint state p, which is defined by the following equation

-Ap = (¢—qi)xx inQ,
p = 0 on F, (56)
15)
a—fL =0 on ¥,

The adjoint state p given by (56) allows us to have another expression for (55)
a1wo) = [ llaw - 007 () + awldo
= /K[(Vp, V{') + auv]dQ,
and using the equation (54) satisfied by ¢/, we obtain

dI(u;v) = / [p + aulvdQ.
K
Thus the stationarity condition
dI(w;v) =0, Vv e L*(K)

leads to the following equality
1 .
u(y) = —ap(y), a.e. in K. (57)

And consequently, by using (57), the minimal value of the cost functional for the control problem
takes the form

1 1
70 =5 [ -0+ gpa, (58)
K o
where p, g are given as a solution of the coupled system of equations:
( 1
—Ag = ——pxk in ©,
@
—Ap = (¢-ga)xx in,
g = 0 on T,
< p =0 on I, (59)
S—Z =0 on %%,
Op T
— =0 .
\  On o =1

Let us consider the perturbations of Q by the vector field V' = (01, 02) with 6,, 02 € C§°(D) =
D(D). We use the same notations as in section 3.1. Moreover we assume that K Nsupp{V} = 0.
For § > 0, the minimization problem is defined in s, with the cost functional

595) = 5 [ L5 - 00 + Lodian, (60)
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where pgs, g5 are the solutions of the following coupled equations (after the change of variables in
order to transport the problem in )

1
/ (Cs- Vs, Vo)dQ = —- / pspd?, Vi € HA(Q),
Q a Jk

[ (s Ips,vwde = [ (a5 aayvan, e @)
1
where Cy = q—A{ - As and Ay, g5 take the following form
é

1 - 501’3}1 _502ay1
As =
—001y, 1—002,,

and
gs = 1 — 6divV + 6%det(DV).

Then we have the following result:
Theorem 3 (Griffith formula) We have the Griffith formula

dJ () s
a6 ls=0 = _§(Cpcn + €qC¢)

where ¢y, cy, ¢q, C¢ are the coefficients of singularity of solutions to the systems (59),(65).

Proof: Applying the implicite functions theorem gives us the existence of the material derivatives
P, g. Moreover, we obtain the variational equalities satisfied by p and g¢:

1
[©-Vavaae+ [ ivean = [ 0, veemi®), (62)
Q Q K

/(C’-Vp,V¢)dQ+/(Vp,V¢)dQ:/ @pdQ, Y € HE(Q). (63)
Q Q K

On the other hand, the previous results show that the cost functional is shape differentiable with
the formula

1) = [ - ai+ gpilas. (64

In consequence, we can apply the structure theorem, which leads to the following formula for
the derivative (64)
dJ (V) = ax(V.r)(A4) + ap(V.7)(B) + ¢(V.n),

where ¢ € (C1(%;))’, aa, ap € R

Now, our main is specifying the form of the coefficient a4. In order to find the coefficient a4,
we can consider the variations of € such that the crack’s length changes while the rest of the
RR n"3701
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boundary does not move. In addition, we assume the crack grows without changing direction
that’s why the vector field takes the form

V(y) = (61(»),0),

where 6 is supported in D, K Nsupp{6;1} = 0 and 6;(y) = —1 in the vicinity of the origin.

In order to express the Eulerian semiderivative dJ(€2; V) without the material derivatives p and
g, we have to introduce the second level adjoint variables &, 7 (see [16]), defined by the following
equations:

([ —Al-nxk = (@—dqa)xx
1 1 .
_A77+_£XK = —pPXK mn Q,
a a
&E =0 on T,
\ n =0 onl, (65)
% =0 on ©F
on 4
\ % =0 on X ,
or, in the weak form:
[@evaan- [ npan= [ @-awpde, veemi®, (66)
1 1
[onvnan+s [ esaa=2 [ ppan, voeni@) (67)
Applying (66) with ¢ = ¢ leads to
[ ve.via~ [ niae = [ (4~ apiao (68)
and taking ¢ = p in (67) gives us
. 1 ) 1 .
/(Vn, Vp)dQ + —/ EpdQ) = —/ ppdS). (69)
Q a JK o i

Moreover, we can substitute ¢ = £ and 1 = 7 in the variational equalities (62),(63) respectively
and we obtain

' - N
[ vaven+ [ (vivean - [ e, (70)
and
/(C'-Vp,Vn)dQ—i—/(V]ﬁ, V?])dQ:/ gndxQ. (71)
Q Q K
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Thus by combining the equalities (68),(69),(70),(71), it follows that
1
dJj(; V) = /(Vf,V(j)dQ—/ nq'dQ+/(V7],Vp)dQ+—/ EpdQ

Q K Q @ JK

— - [ Va.vean- [ (0" Vp. Vi
Q Q
= — lim (/ (c'- Vq,V&)dQ+/ (C"-Vp, Vn)dQ)
Qe Qe

where (), is the subset of {2 defined by r > . Let 7. be the curve given by r = ¢ and 0 < § < 2.
Let us introduce the notation

B, = / (C" - Vg, V)R + / (C" - Vp, Vi)ds.
Qe

£

1061, 0
A5 = » @5 =1— 0014,

—001,y, 1

Moreover we have

)

[

Y1

Figure 8: Domain 2, with the crack ¥

which leads to

Cs

1 (]‘ - 501ay1)2 + 620%,:{]2 _5017?/2
11061y, ’

—001 4, 1

C/ B d—C(s 5o = ( _91,?!1 _01,:(/2 )
T ds =0T '

_017y2 01,:1/1

and finally we obtain
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By using this relation, it follows that
B, = /Q 01,y1(_‘Iy1§y1 + Qys 8y — Py My +py277y2)dQ
+/Q 91,1/2(_%/25741 - Qy1fy2 — PysTlyx _py177y2)d9- (72)

By integrating by parts in (72), we have

B, = 01(—ay, Eyr + QyaCyn — Py Mys + PyaTlys )V1dO
Ye

+ 91(_%/251/1 = @y &ys — PysThyy — Py 77y2)’/2d0
Ve

+ / 01(&y, Aq + gy, A& + my, Ap + py, An)dS2.
Qe
But, for € small enough, K C Q. and moreover K Nsupp{f;} = @ that’s why
Ag=AéE =Ap=An=0 on Q

and in consequence

B, = / 01(_(]y1£y1 + qysEyy — Py My, +py277y2)’/1d‘7
Y

€

+ /7 01(—qy6y1 — Q1 Eyo — Pyallys — Py Ty, ) V2do. (73)
For € small enough, #; = —1 on . and in view of (73)
B. = /7 (291691 — Qyabye + PyrTlys — PyaTlyn)1do
‘|‘L (9y28u1 + @y + PyaThyy + Pya 1y, ) v2do. (74)

Moreover according to [10] we know that

p=pf+¢S,
q=q% +¢4S,
R (75)
n=n"+c,S,
& =ER 4 ¢S,

where S = \/Fcos(g) is the singular function, p®, ¢®, n%, ¢® € H?(U) (U being any neighbour-
hood of (0,0) in Q such that U NT = @) and ¢, ¢4, ¢, c¢ denote the coefficients of singularity
of solutions to (59), (65), respectively.

Taking into account the decomposition (75) and developping in (74) we have

B. = B 4+ B® 4 BO
INRIA
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where B, B? B®) are defined by

Bél) = (Cpcn + chﬁ)/ [((Sy1)2 - (Syz)Q)Vl + 2V25y15y2]d‘7,

Ye

Bg) = / (c§qﬁ + qugﬁ + Cnpglfl + Cpmﬁ)(l/lsyl + 128y, )do

€

+/ (Cﬁqﬁ + qugﬁ + Cnpgz + Cpngﬁ)(’hsyl — 115y, )do,
Ye

3 R¢R _ R¢R | R R, R,R
BY) = / Vi(9y; €y — Gyays + Py lyy — PysTly;)do

Ye

R ¢R R (R R_R R_R
+/ Va( Gy, &gy + @y, &gy + Py Ty, + Dy 70y, )do-

Moreover the form of singular function is known in this case,

1 0 1 . [0
Sy1 = WFCOS (5) and Sy2 = ﬁsul (E)

and after using polar coordinates, we have

(1 0N 1.,/(8
B = (cpen + cqcf)/o (Z cos? (5) - ZSIHZ <§>> cos 0d6
] 6 0
+2(cpey + cqce) / — cos (—) sin (—) sin 6d6
, 4 2 2

1 2w
= Z(cpc77 + cqc¢) / (cos® 6 + sin” §)d6
0

T
= 5(011077 + chﬁ)

and it is not difficult to see that B§2) — 0 and B£3) —0ase — 0T (in fact we have the estimations
B® = 0(ve), B® = 0(e)). And finally, we have
dJ(Q;V) = — lim B, = — = (cpey + cqce).
e—0+ 2
We have identified the coefficient oy = —%(cpc77 + ¢4c¢) in the expression of the Eulerian

semiderivative dJ(2; V) given by the structure theorem. O

5 Shape derivative of the first eigenvalue of the Laplacian in do-
mains with cracks

For the convenience of the reader, the proof of Auchmuty’s principle is given in section 5.2. We
use this principle in order to derive the shape derivative of the first eigenvalue of the Laplacian
in domains with cracks.

Let us introduce the problem and the notations.
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5.1 Introduction and notations
Given:

(i) two Hilbert spaces V and H (over R) with infinite dimensions and satisfying the following
properties

V C H with continuous injection, (76)
V is dense in H (77)
(ii) a bilinear form (u,v) + a(u,v) continuous on V x V.

We will denote by (-,-) the scalar product in H and by |- | the norm which corresponds. We will
write || - || for the norm in V.

We consider the spectral problem: find A € R such that there exists a solution u € V', u # 0, to
the equation

Yo eV, a(u,v) = Au,v). (78)

In the remainder of this section, we assume a(-,-) to be a symmetric bilinear form. If the bilinear
form a(-,-) is V-elliptic, we can define the operator 7' € L(H; V') by

VoeV, a(Tfv)=(fv) (79)
and (78) reads
u = ATu. (80)

In order to solve (80), we need some properties of T', given by the following theorem (see [17]).

Theorem 4 We assume that the canonic injection V — H is compact and that the bilinear form
a(-,-) is symmetric and V-elliptic. Then, under the above assumptions, the eigenvalues of the
problem (78) represent an increasing sequence which converges to +0oo,

0<M<A<...<An<..., (81)
and moreover, there exists an orthonormal hilbertian basis of V' of eigenvectors v, such that

TVm = tmVm With iy, = (82)

m.

After recalling these results, we can give a very useful characterization of the eigenvalue A;.
It is convenient to introduce the following functional defined by

1
YweV, G)= ia(v,v) — |v]-
Let z,, the element of V given by

= Um o vym=1,2,...

SV w
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Consequently

a(z z)—a(vm U")- ! a(Vpm, vp) = Omn
O NV, i, o RV v m Y, o

where d,,, denotes the Kronecker’s symbol, that’s why

1
ifm#n, alzm,2zn) =0, and a(zm,2zm) = o (83)
Moreover
U, U, 1
)= (5 i) = oo )
but we know that
a(vm,v) = A (Vm,v), Yo €EV
and substituting v = v, in the latter equality leads to
/\m(vmavn) = a('Uma'Un) = Omn,
which implies that
5’"7/[74
2] = e
and in consequence
. 1
ifm#n, (2m,zn) =0, and |z,|= PV O (84)
m

5.2 Auchmuty’s principle

The relations (83),(84) are used in order to prove the following theorem which gives a charac-
terization of the first eigenvalue different compared to the classical minimization of Rayleigh’s
ratio.

Theorem 5 (Auchmuty’s principle) The first eigenvalue A1 is given by

1 .
"oy T M d().

Proof: For the convenience of reader the proof is given. First, let us calculate G(z1),

1 1 1 1
Gla) = galam) = ol = 550 = 5 = ~aa

The second step consists in showing the following inequality

1
v, >
YoeV, Gv)> o (85)
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Let v = Z a;jz; be an element of V' (a; € R, Vi € N*). In order to prove the inequality (85), we
i>1
have to evaluate G(v):

a;
a(v,v) :a(E G2, E ajzj> g a;aa(zi, 24) pe

i>1 §>1 i,j>1 i>1
2
a.
[vf* = (v,0) = (Z aﬂnZ%‘%‘) Z a;aj(2i, 2) Z A2’
i>1 j>1 i,j>1 i>1
and in consequence
Glv) =
= (86)
Let us introduce y; € R defined by
Vi>1, o =Ny (87)

Combining (86),(87) leads to

= - [
i>1 i>1

Moreover, according to theorem 4, we have
Vie N, X\ > A,

and consequently

A
G) > Ty v [0
i>1 i>1
)\1 2
> Alg2
> 25 S

by taking S = ny
i>1
This inequality uses the properties of the following function

g: [0,400] — R
)\1 2

r = —a —.
2

1
Studying g shows this function has a minimum which is o (for z = %)
1
And finally, we obtain the inequality (85). O
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5.3 Shape derivative of the first eigenvalue of the Laplace operator

Now, we can obtain the form of the shape derivative of the first eigenvalue of the Laplace operator.
Let D C R? be a bounded domain with a smooth boundary T'. Let ¥; be the set defined by
{(y1,92) | 0 < y1 <, y2 =0}, A and B denote its tips. We assume ¥; belongs to the domain D
for I > 0 small enough. The domain with the crack is denoted by Q = D\ %;.

According to Auchmuty’s principle, the smallest eigenvalue A(2) of the Laplacian in € is
given by

——— = min G(y),
INQ) e (¥)

1 /
G(p) = §/QIV<pl2dy— /QsOQdy, Vo € HE(Q).

In this case, we have
V = H{(Q), H=L*(Q)

with

and

alp, ) = /Q (Ve Vi)dy, Vo, € HNQ).

Let us introduce p(€2) defined by
pO) =~y (88)

and consequently
#(Q2) = min G(p).
peHR(D)
Let us consider the perturbations of 2 by the vector field V' = (6,,62) with 0y, 6, € C§°(D) =
D(D). We refer to section 3.1 for details.
For § > 0, the minimization problem is defined in Q4 by

1 .
Ty 1(Qs) = i Gs(), (89)

where A(25) denotes the smallest eigenvalue of the Laplacian in Q5 and

Go() = 5 | VulPds— [ [ wda, vy e mi@y).

Moreover, we use the following notations
As = MQs), ps = p(Qs),
and in particular, if § =0,
Ao = A(0) = A(2), po = p(0) = p(92).
Our aim is to find the directional derivative

du(Q;V) = i 2082) — p(Q) _ . ps — Ho
510 ) 510
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indeed, the directional differentiability of us at § = 0 is equivalent to the directional differentia-
bility of A5 at = 0 because A5 # 0.
Denote

M(Q) = {¢ € H Q) | n(Q) =G(¢)},

M () is the set of minimizers of G over H}:(€).
By changing the variables in (89), in order to transport the problem to €2, we obtain

ps = min Gs() = min G(6,¢),
YeHL () peHL(Q)

1 d / d
G(3,¢) = 5/ 45 - Vo?ZY — / 22 o e HL9),
Q 95 Q qs

and where As = I + 6B, B is the matrix defined in theorem 2, gs = 1 — ddivV + §?det(DV).
Denote

with

Ms = M(Q) = {¢ € H Q) | us = G(5,4)},

in particular we have My = M ().
Before showing the differentiability of us at § = 0T, we prove a preliminary lemma.

Lemma 3 Let {63} be a sequence such that &y, | 0 as k — +oo. Then for any sequence {2y}
with z, € M;, , there ezists a subsequence also denoted by {zx} and an element z* € My such
that

2 = 2% in HY(Q)  as k — +oo.

Proof: The proof is divided into small steps.

Step 1: {z;} is bounded in H}().
2k € My, i.e. zp minimizes G(dg,-) over H}(Q2) and in consequence

G(ék,zk) < G((Sk,()) =0

which leads to

1 d d
3 [ 1 vapl = [ 22 <o (90)
Q O Q 4s,

and taking into account that for k large enough, we have the following estimations

3

1
—/ |V 2y [*dy — x/i,// Z2dy <0,
12 Jq Q

1
and |Ag, - Va2 > Z|Vzk|2,

N =

the inequality (90) leads to
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and by Poincaré’s inequality there exists a constant C such that
/ |V |?dy < C.
Q

{2} is a bounded sequence of HL(Q2) and moreover the injection HE(S2) < L?(f2) is compact,
therefore there exists a subsequence, still denoted by {zx}, such that

zy — 2% weakly in HL(),
2 — 2% strongly in L?(Q) as k — 4oo0.

Step 2: z* € M.
2 minimizes G(J,-) over H}:(€2), therefore,

G(dk,zk) < G((Ska <p)a V(p € H%(Q) (91)
First, it is not difficult to see that for any fixed function ¢,
G0k, p) = G(0,) as k — +oo.

Moreover, by the sequential lower semi-continuity of the functional ¢ —— / |Vp|?dy for the
Q

weak topology of H[(€2) and the strong convergence of the sequence z; — z* in L%((2), it follows
that

liminf G (&g, zx) > G(0, 2").

k—4o00

Using the inequality (91), we have
G(0,27) < liminf G (0, z¢) < liminf G(d, ) = 1im G(dr, ¢) = G(0, )
which implies that
G(0,2") < G(0,9), Yy € Hi(Q). (92)
The inequality (92) means that z* € M.
Step 3: strong convergence z; — z* in HL(Q).

Showing this property is based on the stationarity conditions satisfied by z; and z*, respectively.
Indeed, let 2 € M5, and z* € My which means that the following equations are satisfied

dy
dy Q Zk(PQT
/Q<A6k ) VZk,A(Sk * V(p> — = 7107 VQO € HII‘(Q)’ (93)

g5 d
Q 95

/ by
Q
Q

and
/ (Vz*,Vp) dy = Vip € HE(Q). (94)
Q
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By substituting ¢ = 2, in (93) and ¢ = z* in (94), we obtain

d o d
/ |45, - Va2 = / o (95)
Q qsy %‘k
/|Vz*|2dy = ,// 2*2dy. (96)
Q Q
Consequently, by using (95),(96),

d d
/ Vai2dy = / |V 2 2dy — / As, - Va2 4 / As, - Va2
Q 0 (9] qs 0 qs

k k

d
= ak+/|A5k-Vzk|2—y
Q qk
d
= o+ / ,%y
qs;,
= ak+\//z——\// *Qdy—l-\/ 2*2dy
g5
= ak—i-ﬂk—i-\//z*Qdy
Q

= ak+ﬂk+/|Vz*|2dy,
Q

where
2 2 dy
o = |Vzk\ dy — |A5k - Vazg|”—,
4qsy,
B = \// \// z*2dy
q(Sk
and
ag, Or >0 as k — +oo.
We have shown that
/ |V 2| *dy —)/ |Vz*|2dy as k — +oo. (97)
Q Q
But, the convergence
2y — 2" in HE(Q) as k — +oo
implies that
Vz, — Vz* in (L2(Q))? as k — +oo. (98)

And finally, by using (97) and (98), it follows that

2z — 2" in HE(Q) ask — +oo. O
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Remark 1 G(-, ¢) is right-differentiable at 6 = 0 for any fizred ¢ € HL(Y). And moreover, we
have the following formula
oG G(Sa¢) - G(07 ¢)

W(Oa ¢) = 131}})1 S

H*divVdy

= l/ \V¢|2didey+/<V¢,B-Vqs)dy— 8
2 Ja Q 2Bl L2 (o)

Now, we can prove the differentiability of ps at § = 07T.

ps —po = G(0,05) —G(0,00), Vo5 € Ms, Yoo € Mg
< G(d,p0) — G(0,90), Voo € My,

and if § > 0,
ps — o _ G(490) — G(0, o)
0 - 0
which implies that
limsup™ =" < limsup G(8,0) — G(0, po)
510 0 510 0
< lm G(6, o) — G(0, ¢o)
8610 0
oG
< -
according to remark 1.
We have obtained the inequality
— oG
limsup 20 < ZF (0, 0),  Vipo € M. (99)
510 1) 06

On the other hand

ps —po = G(6,05) = G(0,90), Vs € Ms, Voo € Mo
> G(6,05) — G(0,95), Vs € Mj.
By using Taylor’s expansion, there exists s, 0 < s <, such that

G(0,p5) —G(0,905)  0G
5 - W(Sa()pd)’

and it follows that

ps — o  OG
> — .
5 2 55 (s, ¢5) (100)

For § | 0, s J 0 and in view of lemma 3, there exists ¢* € My such that

w5 — ¢* in HA(Q) with § — 0.
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In consequence

oG oG .
%(57()05)_)%(07()0 ) &S(S-}O,

and passage to the limit in (100) gives us

G f@. (101)

9G 0 o) < limi
g5 (0:¢7) < limin
Finally, combining (99),(101) leads to

— oG
< limsup 22— H0 < —:(0,0), Vo € Mo
PR a6

oG * .. oM T HO
— <
95 (0,¢") < 111(151¢(1)nf

with ¢* € M.
We can conclude that us is differentiable at § = 0 with the following formula for the derivative

an@sv) = win{50.0) | 4 <

oG,
- %(0780%
where
PYe 1 /¢2didey
—(0, :—/ V¢|*divVd +/v ,B-Vhdy — 22—
55 (09 =5 Q| ] Y Q( ¢ ¢)dy 2Nl

The differentiability of us at 6 = 0 leads to the differentiability of A\s at § = 0. Using (88),(89),
we obtain the formula

dAA\Q;V) = 2X2(Q)du(Q; V)

— 2@ min{ F0.0) | 9 Mo}

G .,
= WQ)SL0,¢").

By applying the structure theorem, it follows that
AN V) = aa(V.r)(A) + ap(V.r)(B) + ¢(Vin), VV € D¥(D;R?)

where ¢ € (C¥(X)))’, aa, ap € R and k = 1. We derive the explicite form of a4.

If V(y) = (61(y),0) where 6; has the support in D and 6;(y) = —1 in the vicinity of the origin
A, by using the same method as in previous sections, i.e. integrating on Q. (where Q. is the
subset of € defined by r > ) and passing to the limit as € — 0T, we obtain

7TC2*

ap = 2)@(9)—4*’

2y i 4 76

= 2X*(Q) min T|¢€M0 ,
where c,+ and cg respectively denote the coefficients of singularity of functions ¢* and ¢.
And in consequence

2 )

C,« = min cy. O
(1 beMy @
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