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Abstract: Instruction-level code parallelization increases the register pressure and renders
the register allocation phase crucial. In the case of software pipelined loops, unrolling has
to be performed when variables are alive during more than one iteration resulting in code
size increases. Loop unrolling also influences the register pressure. LoRA is a package
that implements several algorithms for trading the register pressure against code size. In
LoRA either the register pressure or the unrolling degree can be constrained. We explain
the different strategies used in LoRA and show experimental results on a large benchmark
of loops. Our experiments show that in concrete cases the unrolling degree can be kept
reasonable although the worst case is exponential in the number of registers thought.
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LoRA : un outil pour une allocation de registres
optimale dans les boucles

Résumé : La parallélisation du code au niveau instruction accroit les besoins en registres
et rend cruciale la phase d’allocation de registres. Dans le cas de boucles pipelinées logiciel-
lement, le déroulage doit étre appliqué lorsque des variables sont en vie pendant plus d’une
itération, ce qui accroit la taille du code. La déroulage de boucles influence aussi les besoins
en registres. LoRA est un outil qui contient plusieurs algorithmes pour mettre en balance
les besoins en registres et la taille du code. Dans LoRA les besoins en registres ou le degré de
déroulage peut étre contraint. Nous expliquons différentes stratégies utilisées dans LoRA, et
nous montrons des résultats expérimentaux sur un large choix de boucles. Nos expériences
montrent que dans des cas réels le degré de déroulage peut étre conservé raisonnable bien
que le pire des cas soit exponentiel en terme du nombre de registres requis.

Mots-clé : allocation de registres, optimisation de boucles, gestion de cache, processeurs
DSP
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1 Introduction

In order to exploit instruction-level parallelism by compilers, numerous methods have been
developed. For loop compilation, which is a major source of performance improvement,
new scheduling techniques known as software pipelining have been proposed [10, 20, 14,
12]. Another technique which can improve code performances is loop unrolling. Apart of
increasing the size of basic blocks that can then be more easily parallelized, loop unrolling
also improves in most cases the register allocation by reducing the number of registers
required [6, 7]. All these techniques are very efficient for general-purpose processors and
can drastically improve code performance. However increasing the code size can have severe
consequences on the overall performance. In the case of instruction cache this can cause
unnecessary misses. This problem is exacerbated in embedded applications where the size
of the program memory is constrained.

This paper presents our loop register allocation tool called LoRA that implements several
algorithms for combining register allocation and loop unrolling for simple loops without
branches.

Usually the register allocation is performed by coloring the interference graph G of some
loop [3]. The chromatic number x(G) of the interference graph is the least number of
registers required for allocating the loop variables in registers when storing each instance
of the same variable into the same register. Now we consider the interference graph G*
of the same loop unrolled » times and compute its chromatic number y(G%)!. In most
cases the variations of x(G*) as a function of u are chaotic [7]. But we know that we can
always find an unrolling degree u such that the number of registers required is equal to a
minimum R,,;n, given by the maximum number of registers simultaneously alive (also called
MazxLive in some work [12]). LoRA implements several heuristics for finding as small a u as
possible under fixed register constraints (also when the number of available registers is equal
to the lower bound R,;,). LoRA also implements a heuristic for minimizing the number
of registers used under a code size constraint. The minimum constraint on the code size is
that the loop size is greater than every variable lifetime. All these heuristics are explained
in the next section.

LoRA can be easily interfaced with any loop code optimizer. We present in the second
section experiments conducted in the MOST environment [1] on a large set of loops from
various benchmarks. These experiments exhibit the different behaviors of the heuristics
implemented in LoRA. They also show that the theoretical upper bound on the minimum
unrolling degree required for allocating with R registers — e(1tO)VEINE 115 can be
kept under control in general.

1LoRA does not compute the chromatic number of the interference graph of the loop — it is a NP-complete
problem [9].
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4 Christine Eisenbeis , Sylvain Lelait

2 LoRA

Nine heuristics are implemented in LoRA. Four deal with the meeting graph introduced
in [7], two deal with the work of [6], two are a combination of these works. The last one
is a combination of [14] and [11]. Heuristics 1, 3, 6 and 8 try to find an allocation with
Rin registers by unrolling the loop. Heuristics 2, 4, 7 and 9 try to find an allocation
with R registers by also unrolling the loop if necessary. These heuristics find an unrolling
degree under register constraints. In heuristic 5, the loop is unrolled following the bound of
Lam [14], and the fat cover heuristic of Hendren et al [11]. is used to allocate the unrolled
loop. This last heuristic limits first the code size and then tries to find an allocation with
as few registers as possible.

1. MTG_MINR Minimize the unrolling degree and ensure an allocation with R, regis-
ters with the Meeting Graph heuristic.

2. MTGMINU Minimize the unrolling degree and ensure an allocation with R < Rgiyen
registers with the Meeting Graph heuristic.

3. EJLMINR Minimize the unrolling degree and ensure an allocation with R,,;, registers
with Eisenbeis’ heuristic.

4. EJLMINU Minimize the unrolling degree and ensure an allocation with B < Rgiyen
registers with Eisenbeis’ heuristic.

5. LAM_HENDREN Unroll the minimum and make the allocation trying to minimize
the number of registers with Lam’s bound for unrolling and the heuristic of Hendren
et al. for the register allocation.

6. MTGEJL_MINR Minimize the unrolling degree and ensure an allocation with R,,;,
registers with the Meeting Graph heuristic for the unrolling bound and the heuristic
of Eisenbeis et al. for computing the unrolling degree.

7. MTGEJL_MINU Minimize the unrolling degree and ensure an allocation with R <
Rgiven registers with the Meeting Graph heuristic for the unrolling bound and the
heuristic of Eisenbeis et al. for computing the unrolling degree.

8. DUAL_MINR Minimize the unrolling degree and ensure an allocation with R,,;, re-
gisters with the heuristic of Dual Chords.

9. DUAL_MINU Minimize the unrolling degree and ensure an allocation with B < Rgiyen
registers with the heuristic of Dual Chords.

Furthermore, LoRA can handle different types of registers. The user just has to specify
for each variable to what kind of register file it should be allocated. In such a case, LoRA
performs the register allocation by unrolling the loop w times with v = lem(u1, . . . u,), where
u; is the unrolling degree computed for the " register set.

We first explain the input and output of the procedure which is the interface of LoRA,
and then we detail the heuristics that are used.

INRIA
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2.1 Input/Output

The input of the procedure which is the interface of LoRA has been designed to be used as
simple as possible to use. It requires only:

e an integer matrix which must contain the number of cycles of the loop?, the number
of variables and for each variable: its start cycle, its end cycle and the register file to
which it belongs. The cycles can be given modulo I7 or not.

e an array giving the total number of registers in each register file

e an array giving the number of registers available in each register file (for heuristics 2,
4,7 and 9)

e an array giving the number of cycles a variable is really used during its lifetime. It is
used for spilling purposes.

Spilling information is available using a variant of heuristic 1 that computes a critical
cycle in the meeting graph. LoRA returns a list of variables to spill in order to enable the
register allocation. It can give good results as it respects the requirements given in [18].

As output LoRA returns the integer matrix which is modified as follows. First if the
loop is unrolled, the matrix is extended to contain all the variables of the new loop. LoRA
gives the final unrolling degree of the loop and the final number of variables, and for each
variables it returns its start and end cycles and the register to which it has been assigned.
The start and end cycles are modulo /7 this time. The number of registers effectively used
for each kind of register file is also given in the first array. R,,;, of each register file is given
in the second array.

2.2 The Meeting Graph Heuristic

The meeting graph [7] is used in heuristics 1 and 2 among others. It is a more accurate
graph than the usual interference graph, as it has information on the number of cycles of
each variable lifetime and on the succession of the lifetimes all along the loop. It allows to
compute an unrolling degree which enables an allocation with R,,;, registers of the loop. A
meeting graph can have several connected components of weights rq,...,r, (if there is only
one connected component, its weight is R;,), this leads to the upper bound of unrolling
Umaz = lem(r1, .. .1y) (Rmin if there is only one connected component). Moreover a possible
lower bound is computed by decomposing the graph into as many circuits as possible and
then computing the lem of their weights. The circuits are then used to compute the final
allocation. This method can handle variables that are alive during several iterations. This
heuristic always finds an allocation with an optimal number of registers.

The main drawback of this method is that some nodes may be introduced in order to
build the graph, as it can only be used for interval families of constant width. This means

?Noted IT for Initiation Interval in the sequel of this paper.

RR n”3709



6 Christine Eisenbeis , Sylvain Lelait

that there must always be the same number of live variables at any cycle. So the computing
time can be dramatically high in some cases during the decomposition of the graph.

Example 1 Here is a small example, in Figure 1 an interval family representing variable
lifetimes is drawn. From these lifetimes, the corresponding meeting graph is drawn. The
interval family has R,,;, = 4, this means that one needs at least 4 registers (colors) to be
allocated successfully. On each node, a weight equal to the number of cycles of the lifetime
is added. The weight of the connected component is % =4, as IT = 5 and the sum of the
nodes’ weights is 20.

Moreover it has 4 chords, leading to 2 ways to decompose it. One way leads to an unrol-
ling on lem(1,3) = 3 iterations and the second to an unrolling on lem(2,2) = 2 iterations.
Here 4,4, = 4, we have only one connected component. The way the decomposition is
found relies on the search of the greatest number of chords that “do not intersect” inside
the graph. This search is equivalent ot look for the maximum stable set in the circle graph
induced by the chords.

° f _
el—e
dF———o

c| °

=
°
w

0 1 2 3 4 5

Figure 1: Example of meeting graph

2.3 The Heuristic of Eisenbeis et al.

This method [6] is used in heuristics 3 and 4. If we try to allocate a loop straightforward,
we will have problems with variables which are alive across iterations. This heuristic first
allocates the lifetimes straightforwardly and then computes the permutation needed on this
allocation to get a valid one. The unrolling degree of the loop is the order of this permutation.
It can handle loops in which some variable lifetimes last more than one iteration and, as
with the previous method, the register allocation is always optimal.

This heuristic does not have high computing time like the meeting graph heuristic can
have, but its disadvantage is that the upper bound of unrolling is much higher. As we have
said before we have ., = e TOM)VRIN R

INRIA
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2.4 A Combination of the Meeting Graph Heuristic and Eisenbeis
et al.

The heuristics 6 and 7 were made to take into account the upper bound of unrolling of the
meeting graph heuristic and take advantage of the speed of the heuristic of Eisenbeis. Our
experimental results show that the upper bound is very effective.

It first computes an upper bound of unrolling based on the meeting graph. We have then
Umaz = lem(ry, ... 7). And it calls the heuristic of Eisenbeis et al., if the unrolling degree
found is greater than w,,q;, then the interval family is unrolled w4, times and colored
accordingly.

2.5 The Dual Chords Heuristic

These heuristics 8 and 9 are a variant of the meeting graph heuristic. Instead of looking
for a global set of chords that allow to decompose the meeting graph, this method looks
iteratively for pairs of chords that:

e leave the greatest number of chords in the graph, when it is decomposed according to
them

e minimize the lem, if several pairs satisfy the first condition

Hence a pair of chords is chosen at each iteration, the graph is decomposed to them.
And we continue to iterate this process until no chord remains in all the circuits created this
way. This heuristic is greedy, but gives also good results.

2.6 A Combination of Lam and Hendren et al.

We designed heuristic 5 by first using Lam’s heuristic [14] which computes an unrolling
degree to get a loop in which no variable is alive during more than one iteration, and then
applying the register allocation for loops of Hendren et al. [11], which simply colors the
interference graph induced by the unrolled loop. This register allocation heuristic can not
handle lifetimes which last longer than one iteration. This heuristic is more concerned with
limiting the code size rather than finding an optimal register allocation. Nevertheless it
should be noted that the coloring heuristic of Hendren et al. is very efficient and frequently
succeed in finding an allocation with R,,;, registers.

The unrolling degree computed is optimal in the sense that it is the smallest degree which
enables the register allocation of the loop. It is equal to f’”l;m], where 4, is the number
of cycles of the longest lifetime of the loop.

3 Experimental Results

We used MOST, a test-bed developed at McGill University [1]. It implements several modulo
scheduling algorithms. We present here the results obtained with the heuristic of Gasperoni
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8 Christine Eisenbeis , Sylvain Lelait

and Schwiegelshohn [10], noted Gasperoni, and with DESP [20]. The benchmarks used here
are the Livermore loops, Linpack and Nas. In all the figures, MTG denotes the meeting
graph heuristic, EJL the heuristic of Eisenbeis et al. and Lam the combination of the
heuristics of Hendren et al. and Lam. In our tests, we always considered one register file,
as we wanted to have comparison between algorithms and not simply test a particular one.

In this section we present results on the size of the final loop code when it is unrolled.
Then we have also results on the unrolling degree itself, including a comparison between
the heuristics working with the meeting graph, and finally some results on the number of
registers used to allocate the loops.

3.1 Code Size Constraints

We simulated the cache instruction behavior when the scheduled loop is unrolled. We
supposed the instruction cache was 4 Kb big. These results are still valid if the embedded
processor does not have an instruction cache, they can then be applied to its embedded
memory. Figure 2 shows the effect of the code size of the scheduled and unrolled loop on
the instruction cache. It depicts the percentage of loops of several benchmarks which fit in
the instruction cache as its size increases. Each figure is for a software pipelining method
and several unrolling methods.

As Lam’s heuristic always finds the least unrolling degree; it always fits the cache bet-
ter than the two other heuristics. The code is more compact. Moreover, the heuristic of
Eisenbeis et al. seems to fit the cache better than the meeting graph heuristic on average.

Thus we can see that it is possible to choose a way to fit the entire loop in the cache,
even if the cache is rather small, by choosing a scheduling technique that does not lead to a
too much higher register pressure.

3.2 Amount of Loop Unrolling

These experiments show the amount of unrolling used by each heuristic. Figure 3 shows the
effect of several loop unrolling strategies combined with software pipelining techniques on the
code size. Each figure depicts the unrolling degree computed by two methods for the same
benchmark scheduled with the same method, the heuristic of Gasperoni and Schwiegelshohn
or DESP.

The heuristic of Eisenbeis et al. has less tight control on the unrolling degree than the
meeting graph heuristic. This is particularly noticeable on the Nas examples, where the
loop size explodes rather often with their heuristic. With Gasperoni, the code size can be
up to 616 times the code size found with Lam’s heuristic. On the other hand, the loop size
is at worst only up to 11.33 times bigger than the optimal. The same phenomenon occurs
with all scheduling techniques implemented in MOST.

Furthermore, the upper bound of unrolling of the meeting graph heuristic is directly
related to the quality of the schedule, as said in Section 2.3. So the more the loop is
compacted by the software pipelining algorithm, the higher the upper bound of unrolling.

INRIA
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DESP usually performs better than the heuristic of Gasperoni and Schwiegelshohn, but the
unrolling degree needed to allocate the loop with R, registers is then much higher.

From these experiments, we can see that control of the unrolling degree is possible even
if we have strong constraints on the register requirements.

EL — EL ——
wu(Lam) wu(Lam)
«‘.73 50
6 40
5 30
g 20
> 10
1 0
10 10
0 55 2
0 5 40 5y
Loops of Livermore and Linpack with Gasperoni Loops of Livermore and Linpack with DESP

50
100150 555
250
Loops of Nas with Gasperoni Loops of Naswith DESP

Figure 3: Unrolling degree of the loops

3.3 Register Allocation

When a loop is software pipelined, we can not use usual register allocation algorithms
because of self-interferences in the usual interference graph [3, 11]. One way to deal with
this problem is to perform register renaming [4], but this leads to bigger code than the
original. The solution we take is to perform loop unrolling.

We tested several techniques which all use loop unrolling [14, 6, 7]. Figure 4 shows
the register requirements for several register allocation methods involving loop unrolling. It
shows the optimal number of registers needed by the meeting graph heuristic and the number
of registers needed with a combination of the heuristics of Hendren et al. and Lam. We

INRIA
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compared the heuristics with regard to the number of registers used to perform the register
allocation. We did not put an upper bound on the number of registers of the processor,
therefore no spill code is inserted in the loop.

The meeting graph heuristic always gives an allocation with an optimal number of regis-
ters with regard to a fixed schedule, whereas Lam’s heuristic can sometimes have difficulties
to keep the register pressure acceptable, as in the Nas benchmarks. It should be noticed
that the heuristic of Hendren et al. used to find a register allocation after Lam’s scheduling
algorithm is not optimal, but achieves very good results in general. The problem encoun-
tered with Lam’s heuristic can lead to important performance losses when spill code code
insertion is needed, like in the Nas benchmarks. When the loops are scheduled with DESP
this method can need up to 13 registers more than the optimal, this falls to 5 when it is sche-
duled with the heuristic of Gasperoni and Schwiegelshohn. The same phenomenon occurs
with the Livermore loops and Linpack with 9 and 2 registers more respectively. Thus, as
the register requirements are bigger than those of the meeting graph heuristic, the number
of memory accesses will also be bigger and severely degrade code performances and also the
final code size of the loop.

The code schedule found has the same impact on the register requirements as on the loop
unrolling degree. Hence one more, the more the loop is compacted, the higher the register
requirement.

3.4 Other Experiments

We made also experiments to test the quality of heuristics dealing with the meeting graph.
We made experiments over 1924 cases.

Table 1 presents a comparison between the Dual Chords heuristic and the heuristic of
Eisenbeis et al., and the heuristic of the meeting graph. Two parameters are considered:
the unrolling degree, and the number of circuits building the decomposed meeting graph.
Of course, the second one is only relevant for the meeting graph heuristic. It appears that
the dual chords heuristic performs well in comparison to the 2 others.

Moreover the unrolling degree is not completely dependent of the number of circuits.
This explains also why the Dual Chords heuristic performs better than the Meeting Graph
heutistic. In fact, as it takes into account the lem during the decomposition, it controls
better the final lem. The Meeting Graph heuristic should also do this, but until now no
satisfactory solution has been found to do that.

Table 3 presents some results about execution times. It is clear that the Dual Chords
heuristics is less time consuming than the Meeting Graph heuristic. The results represent
for the first row 6.55% of the cases, for the second row 3.22% of the cases, then 2.34% of
the cases, and finally 5.87% and 3.69% of the cases.

RR n”3709
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Dual worse than | Dual as good as | Dual better than
Unrolling Degree
Meeting Graph 4.78% 78.90% 16.32%
EJL 5.30% 81.86% 12.84%
Nb of circuits
Meeting Graph 12.89% 83.16% 3.95%

Table 1: Comparisons for unrolling degree and decomposition

Dual worse than MTG | Dual as good as MTG | Dual better than MTG
Unrolling Degree
NDual > MMty 13.71% 21.77% 64.52%
NDual = NMtg 2.38% 89.44% 8.19%
NDual < NMtg 26.32% 43.42% 30.26%
Nb of circuits

UDual < UMtg 50.96% 41.72% 7.32%
UDual = UMty 3.56% 94.27% 2.17%
UDyal > UMtg 36.96% 41.30% 21.74%

Table 2: Comparative results between MTG and Dual

Execution Time Dual is slower than MTG | Dual is faster than MTG
tmtg — tDuat| > 0.1s 42.86% 57.16%
tmtg — tDuat| > 0.55 19.35% 80.65%
[tmtg — tDuat| > 1s 8.89% 91.11%
min(tmig, touar) > 0.58 38.05% 61.95%
min(tmig, tDuat) > 1s 28.17% 71.83%

Table 3: Execution time comparison between MTG and Dual

4

Related Work

Register renaming [4] can ensure an optimal register allocation. But as it needs to insert copy
operations, it degrades code compaction. Therefore another method, loop unrolling is more
suitable for embedded processors. The loop body itself is bigger but no extra operations
are executed in comparison with the original code. Loop unrolling is known as a very useful
technique to improve code quality [16]. But methods used for DSP processors do not control
the loop unrolling degree [13]. On the other hand, we elaborated a method to control it in

RR n”3709




14 Christine Eisenbeis , Sylvain Lelait

the general case [7]. This method allows us to compute an unrolling degree for which the
register allocation is optimal. It also tries to lower this unrolling degree.

The code for embedded processors must be quick and compact [19], whereas techniques
developed for exploitating instruction-level parallelism in general-purpose processors have
less consideration for code compaction [2]. Some work on code compaction for DSP has been
done by Leupers and Marwedel [17], they solve this problem by integer linear programming.
They do not consider registers as the allocation is done before compaction but they take
into account time constraints, it should be compared with works by Eichenberger and Da-
vidson [5] and Eisenbeis and Sawaya [8], which control the register requirements during code
scheduling but not the final code size, i.e. after loop unrolling.

5 Conclusion

LoRA is a tool for optimally allocate loops, either by controlling the register requirements,
or the unrolling degree of the loop. LoRA can handle several register files, which is useful for
embedded processors. It implements several register allocation heuristics, that all involve
loop unrolling.

We used it to evaluate trade-offs between the code size of the final loop and the number of
registers required to allocate the loop. From the experiments, it is clear that the compaction
of the loop has a direct impact on the number of registers needed and the unrolling degree.
But it is possible to control the code size while finding an optimal register allocation. It is
the case with the first and third heuristics implemented in LoRA, even if the third heuristic
has a less tight control than the first heuristic.
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A An Example with LoRA

Here is a C function calling the procedure that interfaces LoRA.x

int Example ()

{
int i,mtg_heu,II,nb_lifetimes,nb_of_classes_of_registers;
int **xTable,*spill,*Registres,*Nb;
FILE *f;

f = NULL;

II = Compute_II_Elsewhere ();

nb_lifetimes = Compute_Live_Ranges_Somewhere ();
nb_of_classes_of_registers = Give_nb_of_register_classes ();
Table = (int**) calloc (nb_lifetimes+1,sizeof(intx*));

for (i = 0;i <= nb_lifetimes;i++)

Table [i] = (int*) calloc (4,sizeof (int));

Table [0] [1]
Table [0] [0]

nb_lifetimes;
II;

for (i = 1;i <= nb_lifetimes;i++)
{
Table [i] [0]
Table [i] [1]
Table [i] [2]
¥

Compute_Beginning_Cycle (i);
Compute_End_Cycle (i);
Register_Class (i);

Registres = (int*) calloc (nb_of_classes_of_registers+l,sizeof(int));
for (i = 0;i <= nb_of_classes_of_registers;i++)
Registres [i] = Total_Nb_of_Registers_of_Class (i);

Nb = (int*) calloc (nb_of_classes_of_registers+1,sizeof (int));
for (i = 0;i <= nb_of_classes_of_registers;i++)
Nb [i] = Nb_of_Available_Registers_in_Class (i);
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mtg_heu = Heuristic_to_Test ();

spill = NULL;

Table = Blue_Oceans (f,Table,Registres,Nb,mtg_heu,spill,argv[1]);

printf ("The loop must be unrolled %d times\n",Table [0] [3]);

printf (" List of the lifetimes in the unrolled loop:\n");

for (i = 1;i <= T [0] [1];i++)

printf ("Lifetime %d begins at cycle %d and ends at cycle %d and \

is assigned to register %d of the class %d\n",

i,T [i] [0], T [i] [11, T [i] [31, T [i]l [2D);

o O

| | | |
T T T

2 3 4

o + —+— —-—
=

I
T
5

Figure 5: Lifetimes of the input loop

10

Y

Here is now an example of execution. Let’s suppose we have the lifetimes of figure 5
and IT = 4 and we want to test heuristic EJL_MINR (number 3). The matrices given as

parameter are then:

H

Il
U O~ OO N
© O GGG D
NSO N N N NI
coocoococoo

Registres =
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And here the matrices we get after the call to LoRA:

RR n”3709

Figure 6: Lifetimes of the unrolled loop

4 12 1 2
1 5 4 1
1 6 4 5
2 6 4 6
1 6 4 7 0 0
1 6 4 8 0 0
T=]| 2 6 4 9 |Registres=]| 0 |Nb=] 0
5 9 4 1 9 9
5 2 4 2 0 0
6 2 4 6
5 2 4 3
5 2 4 4
6 2 4 9
—e fl R9
—e e | R4
—e d | R3
—e c | R6
—e b | R2
a | ®* 1
£t ® R9
e | ® R3
d | ® R7
c | ® R6
b | ® R5
a | ® R1
| | | | | | | | |
1 1 1 1 1 1 1 1 |
1 2 3 4 5 6 7 8 9
0 1 2 3 4 5 6 7 8



20 Christine Eisenbeis , Sylvain Lelait

In this example the loop was unrolled twice, T [0] [3] = 2, the number of intervals is 12,
T [0] [1] = 12, and no spill is necessary as T [0] [2] = 1. We used Registres [4] = 9 registers
and we needed at least Nb [4]= 9 registers.

One has to take care of the iteration to which the lifetimes of the unrolled loop belong.
In our example, e and f were in the second iteration, so the lifetimes put during the cycles
of the first iterations are in fact the copies €' and f’ of the lifetimes of the original loop.
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B Manual of LoRA

Procedure: int** Blue Oceans (f,T,Registres,Nb,heu,spill,nom test)
Parameters:

e FILE xf : File in which the results are written

e int **T : matrix which contains input data and results

— input: T [0] [0] = I, T [0] [1] = number of intervals

— output: T [0] [2] = 0 if spill is necessary, 1 otherwise, T [0] [3] = unrolling degree
of the loop

— For each interval i:

input/output: T [¢] [0] = beginning of i

input/output: T [i] [1] = end of ¢

input/output: T [] [2] = register type for ¢

output: T [i] [3] = color of i, -1 if this variable must be spilled (see parameter

spill code).

Beginning and end are not modulo IT (from 0 til ...) CAUTION: after the call
(so in the result matrix) the dates are +1 cycle and modulo I7 (from 1 til IT+1)

* % ¥ ¥

e int* Registres: array containing data about registers

— Registres [0] = number of register types
— For each interval i:

* input : Registres [{] = number of registers of type 4

x output: Registres [i] = number of registers of type ¢ used, -1 if there are not
enough registers

e int *Nb : array containing the number of usable registers

— Nb [0] = number of register types
— For each interval ¢

* input : Nb [¢{] = number of usable registers of type i
* output: Nb [{] = MazLive (Rpyn) for registers of type i

e int heu : heuristic to use

e int *xspill : matrix for spill purpose

For the moment it works like an array. For each interval i:

— input: spill [i] [0] = penalty for variable 4, i.e. number of cycles where it is
effectively used.
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If a variable ¢ must be spilled, this is given with T [¢] [3] = -1. In this case, no unrolling
degree is computed, T [0] [3] = 0. If spill = NULL, it allocates with no constraints on
the number of registers.

e char *nom_ test : name of the example

Heuristics description:

1. - Minimization of the number of registers used and of the unrolling degree.
Number of registers used = MaxLive, width of the interval family
Unrolling degree = lem(ry,...,7) with r; the weight of the circuits of the meeting
graph decomposed with MTG heuristic 2 (can not be modified).

2. - Control of the unrolling degree for a given number of registers
Number of registers of type ¢ < Nb [i], or 2r — 1 if Nb [4] is too big.
Unrolling degree = lem(ry, ..., ), with r; like above.

3. - Minimization of the number of registers and control of the unrolling degree, heuris-
tic [6].
Number of registers used = MazLive, width of the interval family
Unrolling degree = degree of the permutation on the intervals covering the origin.

4. - Control of the unrolling for a given number of registers
Number of registers of type ¢ < Nb [i], or 2r — 1 if Nb [4] is too big.
Unrolling degree = degree of the permutation on the intervals covering the origin.

5. - Minimization of the unrolling degree using Lam’s MVE and [11] register allocation
heuristic.
Number of registers = MaxLive, MaxLive + 1 in general...
. _ max(length(lifeti ))
Unrolling degree = X ERITmL i/ eTimes

6. - Minimization of the number of registers used and of the unrolling degree using a mix
of 1 and 3.
Number of registers = MazLive, width of the interval family
UnrOHing degree = min(uheuristiclauheurz'stic3)

7. - Control of the unrolling degree for a given number of registers using a mix of 2 and
4
Number of registers of type i < Nb [i], or 2r — 1 if Nb [{] is too big.
Unrolling degree = min(Upeuristic2, Yheuristicd )

8. - Minimization of the unrolling degree using pairs of dual chords to decompose the
meeting graph.
Number of registers = MaxLive, width of the interval family
Unrolling degree = lem(ry, ..., ) with r; the weight of the circuits of the decomposed
meeting graph
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9. - Control of the unrolling degree for a given number of registers (using dual chords to
decompose the mtg)
Number of registers of type i < Nb [i], or 2r — 1 if Nb [{] is too big.
Unrolling degree = lem(ry, ..., ), with r; like above.

To install LoRA, go first to the directory LoRA /sxba and type make to install the library
for bit arrays. Then change to LoRA and type make to install the library of LoRA itself.
Then you just have to link your program with the library of your choice. When installing
LoRA, 3 libraries are created in the directory LoRA/lib:

e libmtg.a is the standard library without message.

e libmtg debug.a is compiled for debugging and gives detailed information about the
computations.

e libmtg verbose.a gives the different steps of the computation.
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