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Abstract: We derive the high frequency limit of the Helmholtz equations in terms of quadratic observables.
We prove that it can be written as a stationary Liouville equation with source terms. Our method is based on
the Wigner Transform, which is a classical tool for evolution dispersive equations. We extend its use to the
stationary case after an appropriate scaling of the Helmholtz equation. Several specific difficulties arise here;
first, the identification of the source term (which does not share the quadratic aspect) in the limit, then, the lack
of L2 bounds which can be handled with homogeneous Morrey-Campanato estimates, and finally the problem
of uniqueness which, at several stage of the proof, is related to outgoing conditions at infinity.
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Limite haute fréquence de I’équation de Helmholtz

Résumé : Nous obtenons la limite haute fréquence de ’équation de Helmholtz & l'aide d’observations qua-
dratiques de sa solution. Nous démontrons que cette limite peut étre écrite comme une équation de Liouville
stationnaire avec des termes sources. Notre méthode s’appuie sur un outil classique dans I’étude des équations
d’évolution dispersives : la transformée de Wigner. Son utilisation est ici étendue dans un cas stationnaire
grace 3 un dimensionnnement particulier de I’équation de Helmholtz. Les difficultés spécifique sont dans ce cas
: identification de la limite du terme source (non quadratique), ’absence de bornes L2 sur la solution qui sont
ici remplacées par des estimations homogenes de type Morrey-Campanato et finalement le probleme de 'unicité
lie aux conditions de radiations & ’infini qui apparait & plusieur niveau de la démonstration.
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1 Introduction

This paper is concerned with the analysis of the high frequency limit of the Helmholtz equation in a three
dimensional inhomogeneous medium; some formulas and the scaling depends on the dimension although the
method works in any dimensions. The index of refraction n(x) is smooth, positive and normalized with

n(0) = 1. (1.1)

The Helmholtz equation is then written, after appropriate scaling
2 1
—i%ug + Au, + (@) e = —Se(x) := ——35(£), reR. (1.2)
€ € €3 e

Here, the parameter € € (0,1) is related to the wave length A = 27e and we are interested in the limit e — 0.
The source term S is a given function. We assume that,

a>0, a.—a>0, (1.3)

and thus there is a unique L? solution to (1.2). Although our basic estimates and method allow a. to vanish,
this avoids to write outgoing conditions at infinity, which we cannot do with the weak assumptions on n we will
use here (especially n needs not be constant at infinity).

We would like to explain how in the limit ¢ — 0, the energy (or more generally quadratic observables) can
be globally described by the geometrical optics, written under the form of the Liouville equation

+af +€ V(@6 + 5 Van® - Vel (0.€) =+t @ISO (e = ).
(1.4)
completed with the radiation condition, when o = 0,
f(z,6) =0, as|z|] > oo with =z-£<0. (1.5)

Our convention is that the total mass of the measure §(|¢| = 1) is 47 and S denotes the Fourier Transform of
S. Of course, the existence of a solution f, and thus the derivation of the high frequency limit, requires some
assumptions on the function n(x): namely the dispersion of the trajectories of the following differential system
(geometrical optics or ray tracing)

X(t)=<¢@), X(0)==z, L6
i = 1vnr (X)), o) =¢ (10)
Indeed, the particular solution f is given by the representation formula
1 +oo ~
M@z@yé 6(X()) 18P 6(1¢(s) =1)e"ds . (L7)

In the sequel we will give a derivation which relies on the Wigner measures introduced by P. Gérard [10],
P.-L. Lions and T. Paul [14], L. Tartar [18]. One of the new points here is the treatment of the inhomogeneous
term S which does not follow the general method. It can be handled mainly thanks to the particular scaling we
have introduced in (1.2) which concentrates the source at the origin, and allows to recover locally the solution
with an explicit form. The counterpart is the singular source in the righthand side of (1.4). Several technical
difficulties also specifically arise for the Helmholtz equation. Uniform (in ) L? bounds are not available. We
replace them by some weighted L2 estimates, called Morrey-Campanato estimates, derived in B. Perthame and
L. Vega [17], (see also S. Agmon and L. Hormander [1] for n= constant, C. Kenig, G. Ponce and L. Vega
[13] for the case of Schroedinger equation, P.L. Lions and B. Perthame [15] or I. Gasser, P. Markowich and B.
Perthame [9] for the relations between these estimates and moments lemmas in kinetic theory) which are space
homogeneous and thus appropriate for the high frequency limit. Another technical difficulty comes from the
interpretation of radiation conditions at infinity, which in turn leads to the condition (1.5).

RR n“3785
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We would like also to point out that the understanding of high frequencies in PDEs is a very active field,
see for instance P. Gérard, P.A. Markowich, N.J. Mauser, F. Poupaud [11] for periodic media for instance, G.
Papanicolaou and L. Ryzhik [16], and the references therein, for a survey of the theory and an introduction
to the questions related to random media, J.D. Benamou, F. Castella, B. Perthame, and O. Runborg [4] for
generalisations of the present results to more general source terms, F. Castella and P. Degond [6], [5] for a
deterministic way to generate scattering operators in the high frequency limit, R. Esposito, M. Pulvirenti, and
A. Teta [8] as well as L. Erdos and H.T. Yau [7] for a stochastic approach to the latter problem, and at the
numerical level, see J.D. Benamou [3] and the references therein.

Finally, we would like to mention that the classical method for deriving the high frequency limit of dispersive
equations is through Eikonal equation (cf J.B. Keller and R. Lewis [12]). Clearly this approach is not enough
to obtain the full result we prove here. Not only this method is limited by caustics, but also the source term
can only be written using Fourier variables.

The outline of the paper is the following: we first present in §2 a formal derivation of the high frequency
limit of Helmholtz equations and explain the argument which allows to obtain the source term in (1.4). The
precise assumptions, apriori bounds and statements are given in §3, the proof of the main theorem, and of the
condition at infinity, is given in §4.

2 High frequency limit of Helmholtz equation

In this Section, we give a formal derivation of the Liouville equation (1.4) from the Hemholtz equation (1.2).
In fact, using the Wigner transform (subsection 1), we give another formulation of the Helmholtz equation.
The limit itself follows after some treatment of the righthand side (subsection 2). The outgoing condition is
treated in the last subsection. To simplify the calculations we take a. to be constant since it does not change
the formalism.

2.1 Wigner transform

The Wigner Transform f(z,£) € R of the function u(z) € C is defined as follows. Doubling the variables, we
denote

o(@,y) = u(e + Syl — Zy), (2.1)
f(xag) = fy—’fv(may)a (22)

where the Fourier Transform is defined by

E) = Fule) = oz [ e Culu)ay. (23)
and its inverse is then
Flw(z) = /]RS e Sw(€)dE. (2.4)

In order to compute the equation satisfied by the Wigner Transform f.(z,£) of the solution u. to the Helmholtz
equation (1.2), we notice that

€ € \_ € € _ 13
vvavs =3 I:Aus(x + Ey)u(a: - 5:!/) - us(a: + §y)Au(:c - iy)]
and thus we have
. 1] o € 9 €
+aev. +iVy - Vv (2,y) + — [n (z+-y)—n(z — —y)]vs(m’y) = (2.5)
2¢e 2 2
=o.(z,y)

INRIA
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where we set

i€ € = € €
02(2,y) = =iz [Se(@ + Sy)i(z — ) = Sela = Sy)uc(z + 2y) - (2:6)
Therefore, after a Fourier Transform of (2.5), we obtain the following transport equation on the Wigner Trans-
form of u,

+aefe + & Vafe(z,8) + Ze(,8) *¢ fe(z,8) = Q:(2,8), (2.7)
and the quantities Z., (). arising in this equation are given by
Qe(2,8) = Fy—eoe(z,y), (2.8)
Ze(0,6) = 5-Fye [0 + S9) — ?(w — S) (2:9)
and formally we have,
Z(2,) —e0 5 Van(z) - Veb(€). (210)

In the next subsection we discuss the most interesting term, namely, Q..

2.2 The righthand side Q.

The source term Q. (z,£) is the Fourier Transform of the source term o.(x,y) in (2.6). In order to study it, we
define the complex valued function

we(y) = euc(ey). (2.11)
It satisfies the rescaled Helmholtz equation
—ieacw, + Aw, + n®(ex)w. = —S(y). (2.12)
Therefore w, formally converges towards the outgoing solution w of
Aw +n?(0)w = —S(y), (2.13)
w = —[A +n?(0) —i0]'S,
which is explicitely given by
eyl
ll
since n(0) = 1. Of course there is a deep difficulty here which is explained in §3.

w(y) = =5(y) *y ; (2.14)

In order to study the limit of o.(z,y) in the distribution sense by using the convergence result (2.14), let
us use two test functions ¢(z), ¥ (y) € S(R?*). We have

/ oe(z,y) o(z) B(y) dedy =

_ %/[S(g+g)m(z_y)_g(g_g)w5(§+g)]go(x)¢(y>dwdy

= 5 [ [$@®.(z = y)plez — ) = S()w. (e + oz + )| p(y)dzdy

!
|
S
=S
—
o
&
g|

(2 = 9) = S(2)w(z + )| ¥(y)dzdy.

In other words, we have formally obtained that (in S'(R?)),

7:(2,9) e 0(2,8) = 5 60) [ [S(I0( - 4) = Stz +9)]az, (215)
which, after a Fourier Transform gives (always in S'(R?)),
Qe(,€) 0 Q(w,€) = (x)Tm[S(©)(€) - (2.16)

The explicit form of @ (see the Appendix), gives the form of the righthand side Q(z, £) in the limiting Liouville
Equation (1.4).

RR n“ 3785
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2.3 The condition at infinity

To conclude this Section, we indicate how to recover the outgoing condition at infinity in the limiting equation
(1.4). Let us recall that for n constant at infinity, the Sommerfeld condition at infinity is written (roughly, see
Bo Zhang [19] for more details)

T i

= Vaue — -n*(z)u. — 0, as|z| — oc.
|| €

It can also be interpreted, after doubling the variables, in terms of v.(z,y), as

z -Vyve —in*(z)v. + O(e) = 0, as|z| — oo,

]

which after Fourier Transform yields

x
(m -E— nQ(x))f +0(e) =0, as|z| — 0.
In the limit € — 0, we recover the condition at infinity in (1.4). Notice however that, in §3, we do not obtain
the condition in such a way but in a weak sense to be precised. Notice also that the radiation condition for f
can also be formally obtained from the fact that f is the limit of f., where f. satisfies a transport equation of
the type —acf. +€-Vyufe +--- = ---, where a, > 0.

3 Precise results

In this Section, we state precisely our results on the high frequency limit. We begin with stating the assumptions
and results (subsection 1). Then, we prove a first result (a priori bound on f.). The proof of the main Theorem
which identifies the limit f is given in the next section.

3.1 Assumptions

We begin by stating our assumptions on the index n. They all allow a very low regularity for n. For instance
they do not allow to use the Cauchy-Lipschitz theorem for uniqueness of trajectories to the ray system (1.6).
They are mainly (but not only) concerned with the critical decay of n%(z) to a constant at infinity.

First of all, we cannot use the L? bounds which are not uniform in ¢, both for the study of u., and w. (see §2.3).
Uniform bounds in € can rather be obtained through Morrey-Campanato estimates. These are weighted L2
norms which are space homogeneous (and thus uniform in €), and have been used by [1], [2] and, for evolution
dispersive equations, by several authors (see [13] and the references therein). For Helmholtz equations with a
variable n they have been derived in [17], with a new direct method. The assumptions needed are the following

0 <npmin < TL(.’L’) < Nipags (31)
(z-Vn?)_

2(2) =0<1, (3.2)

4 z sup
jez €W

where C(j) is the annulus {27 < |z| < 27+!}. This assumption implies that the bicharacteristics (1.6) disperse
at infinity in z for long times.

Secondly, we need to recover the outgoing condition at infinity for f in the limit ¢ — 0 from the radiation
condition for f.. This requires a second set of assumptions

1+ |z))N |Vn2(z)| € L=(R®) for some Ny > 5, (3.3)
V.n? is continuous. (3.4)

Note that the norm on |[Vn?(zx)| involved in (3.3) is much stronger than the one used in (3.2). We mention
in this respect that, although (3.3) may be too stringent, assumption (3.2) is close to a sharp condition when
dealing with uniform estimates in the Helmholtz equation, and we refer to [17].

INRIA
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We now come to the assumptions on the source term S in (1.2). With the assumptions (3.1) and (3.2),
the following bound holds for the solution to the scaled Helmholtz equation (1.2),

1 1/2
fucllae == [sup ||<R|us|2dsc] < C(HN(S) (3.5)

N(S) := Z[zf“/ |SPda

]1/2
jez () ‘

This estimate is proved in [17] for € = 1 but it also holds for all ¢ < 1 thanks to its appropriate space homogeneity
and the scaling in (1.2). Also notice that due to the oscillations in the solution, we have

e||Vue||lm < C(B)N(S).

Let us notice for later purposes that the function space,

1
B={ust — |u(z)|*dz < C, VR > 0}
R Jiz1<r

is a dual space (see [1] for instance). Its norm is in fact the dual of the norm N used in (3.5). This leads to
making the following assumption on the source term S in (1.2),

N(S) < . (3.6)

In fact, while computing the rigorous limit of the right-hand-side Q. in (2.7) - See (2.16) -, we will need a
stronger norm on S, namely (See 3.9 for the definition of v),

/ (1 + |z[>)™ |S*(z) de < oo, for some Ny > 1/2+ (3y/v+1). (3.7)
zER3

The key assumption we will need (and the main restriction to the present results) is concerned with the radiation
condition for w, in (2.12) in the limit ¢ — 0. More precisely, it is easy to prove - See Lemma 4.1.1 - that, up
to extracting subsequences, the solution w, to (2.12) weakly converges to some solution to (2.13). However, we
are not able to prove that it converges towards the outgoing condition to (2.13), as it is given by (2.14). The
difficulty here is related to the fact that the refraction index n?(ex) in (2.12) goes to n%(c0) as x goes to infinity
for any fixed € > 0, whereas the limiting refraction index in (2.13) is constant equal to n2(0) # n%(cc) when
¢ = 0. Therefore, we shall assume that the following convergence holds, as ¢ — 0

The weak limit of the solution w, to (2.12) is (3.8)
is the outgoing solution w given by (2.14).

Finally, and for sake of completeness, we now write down the technical assumption we need on the regularizing
parameter o, in the Helmholtz equation (1.2), namely,

a, >¢", for somey > 0. (3.9)

We refer to §4.5 for this particular point.

We are now ready to state our results. The first step in the derivation of the equation on f, is to obtain
bounds which allow to extract convergent subsequences from the family f..

Theorem 3.1.1 . Under the assumptions (3.1)-(3.2), for all sources S satisfying N(S) < oo, and for any
number A > 0, the family of Wigner transforms f. of u. is bounded in the Banach space X3 below and,
extracting a subsequence, converges weak-x to a nonnegative, locally bounded measure f such that

1
sup —
rR>0 R

/ / f(z,€) dz dg < C(B) N(S)*. (3.10)
|z|<R JE¢€R3

RR n“ 3785
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The Banach space X3 is defined as the dual space of the set Xy of functions §(x,§) such that ¢(z,y) =
Fesy(P(w,€)) satisfies,

/ sup (1+ [z] + [y (e, v)| dy < oo (3.11)
RSEER3

Notice that this bound on f is sharp since, for n = 1 and |§ |2 =1 on the sphere, the measure f is known (see
Ap. 1) and [, f(2,) d€ = Cf |,
We can now deduce the transport equation for f.

Theorem 3.1.2 . Under the assumptions of Theorem 3.1.1, and (3.3), (3.4), (3-7), (2.14), the measure f
satisfies the transport equation (1.4) with outgoing condition (1.5) at infinity in the sense that for all functions

R such that R(z,&) € D(R\{¢ = 0}), and g(z,§&) = /+°° R(z — & t,&) dt, we have
0
n*(z)

1 .
VI Ve 0(0.6) f(.6) d de+ sy [ 50 00, de = (312)

Ro 2

- / R(z,€) f(z,€) do dé .
RG

This last equation (3.12) is a duality formulation of (1.4) testing it against the solution of the ingoing solution
to

E-Veg=R, g(z,)=0 forz-{>0and|z| > 0.
3.2 Bounds on the Wigner Transform

In this subsection we prove the Theorem 3.1.1. It follows the spirit of the proof of the corresponding bounds in
[14]. We first observe that the bound (3.5) on u. readily gives,

1

[1{2) =2 uc (@) | 12ms) < C llucllar < C N(S), (3.13)
where
(@) = (1 + 2!/ (3.14)
and 1 + 0 denotes any number close to 1 and larger than 1.

Using (3.13) gives therefore,
‘/Rﬁvs(:v,y) p(x,y) do dy| <

o[ bletsy) e

€ \it0 4. € V140
_/Rﬁ (m_{_%y)%-{-ﬂ (.fL'— %y)%_{_o z+ y>2 (H}' 2y>2 |§0|(£L‘,y) dz dy

2

<O N(5)? / sup {|z] + [y) "+ (e, )] dy -
R3EER3

Hence we have
[ 109 0.0 dode] < [ poo.0) lol(ow) da dy
R3 RS6

<O N(S)? / sup ([z| + ) [o(z,y)| dy (3.15)
R3 zeR3

INRIA
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We deduce from this bound that the family f. is bounded in the Banach space X3 (A > 0). ;From this, we
deduce that we may extract from f. a subsequence which converges weak-x to a non-negative measure f (see
[18], [14] for the non-negativity). Moreover we still deduce from (3.15) that

f(2,€) §(z,€) do dg | < C N(S)? / sup (|z| + [y )+ lo(z, )| dy .

‘ RS R3 ze€R3

We also deduce the bound (3.10) using for instance the family (here X denotes the indicator function) p(z,y) =

1

1
3—/26_|y|2/“ EX(M < R) and letting p tend to zero. This concludes the proof of the a priori bounds on f,

and of Theorem 3.1.1.

4  Proof of Theorem 3.1.2

Now, we wish to prove Theorem 3.1.2. For this we need to prove two results. Firstly, we need to prove that
the weak-x limit f of f. (obtained in §3) is a distributional solution to (1.4). Secondly, we need to identify the
radiation condition for f, i.e. prove (3.12). As the first point is an easy consequence of the proof we give for
the radiation condition, we will simply skip it and concentrate on the proof of (3.12). We divide its proof into
five steps; we first introduce preliminary estimates, then we give a duality form of the main term (Z. *¢ f., g.),
which we estimate in a separate subsection, and finally prove its convergence. The fifth and last step is devoted
to proving the convergence of the term (Q.,g.) .

4.1 Preliminary observations.

Let us recall some bounds.

Lemma 4.1.1 Consider the solutions w. to (2.12). The families w. and Vw. are bounded in B. Therefore w,
converges in the weak-* topology of B to a solution to (2.13).

Proof. The bounds in B are again mere applications of the bound in [17],
[Vwella, lwellar < C N(S). (4.16)

(From (4.16) it readily follows that, up to extracting subsequences, w. weakly converges in B towards some
solution w to (2.13). Thanks to assumption (3.7), we identify w as given by formula (2.14). [ |

Next, we consider a test function R as in Theorem 3.1.2 (i.e. R belongs to C>°(R®) and its support does
not meet {{ = 0}), and introduce g the ingoing solution to the transport equation

£ Vag(z, &) = R(z, ), (4.17)
(see Theorem 3.1.2). Also, we introduce g., the solution to,
—0eg: + & Vage = R(,§), (4.18)
which is given, using the notation w = £/|¢|, by

0= [ expl-anld ™) (R - w6 ds (1.19)

In the sequel, we need the following bound on the test function g. solution to (4.18).
Lemma 4.1.2 For all M > 0, the following bound holds,

(@)™ Ao
) R

where . A . denotes the infimum of two numbers, (x) = (14 |z|*>)'/? and C denotes a constant depending on R
and M.

|9:(z,9)| < C (4.20)

RR n“ 3785
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Proof. Since the source term R is compactly supported, say in a ball of fized radius rg, we first observe that
the variable s over which the integration carries in (4.19) does not range in the full interval [0, +oc[, but in some
interval centered at |z|, say [|z| — ro, |z| + ro]. In particular, s ~ |z| for large values of |z|.

Now we take a multi-index a of length |a| < M. We write,

Y9:(2,y) = y* Fey(9(2,§))

+o0

:fg_,y</s_0 [i0¢]® [exp(—a:|€|™ s |£| wsaﬁ)])

+o0
= .7-'5_,1,(/3_ Z C(a,b,c,d,e) exp(—ae|E| 7' s) [10¢]°[—ac|é| 7 s] x [i0¢]°[—sw]x

x ([i6;)* [zag]em R)(z - ws,£)).

Here, the sum Zb,c,d,e carries over muli-indices of length < M and the coefficients C(a, b, ¢,d,e) simply come
from applying the chain rule together with the derivation of products. Now we use that that s ~ |z| for large
x, together with the facts that R is compactly supported with a support which does not meet {{£ = 0}. This
readily gives the inequality

|y*9:(z,y)| < C exp(—ac(z)) (a)™

(up to modifying a. by a constant factor) hence the Lemma. [ |

4.2 Duality form of the equation on f..

As an obvious consequence of (2.7), (4.18), we obtain the duality form of the equation on f.

(fe; R) = —(Qc, 9c) — (Ze *¢ fe, ge)- (4.21)

The terms Z. and Q. are defined through (2.9), (2.6). Here, (.,.) denotes the L? scalar product product between
functions on R6 . The fact that these duality products are well defined is proved below.

In view of (4. 21) proving the radiation condition (3.12) in Theorem 3.1.2 is therefore equivalent to proving
that, in the limit € — 0, the following holds true,

<fa R) = _<Qag) - (Z *¢ f:g) > (422)

where f is the weak-* limit of f., g is defined in Theorem 3.1.2, and @), Z are given by (2.10), (2.16). This is
done in the next subsection.
Before ending this subsection, we write down two usefull formulae for Z. and @).. Firstly, we have,

n*(z + 5y) — n*(z — 5y)
£

(Z. % for02) = / ve ()i 3.(z,) (4.23)

/ /vgwy iy - Vn?(z + 6)) - (z,y)dz dy df
R6

- / / . (2,y,0) dz dy df,
_1 JRS6

with
We(2,9,0) = w4 S)(e— S9) iy Vn(e + ) G, ). (4.24)

Also,
Q0 = Fe [ wele +9)S@ai(ela + ) do dy (425)

INRIA
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4.3 Bounds.

In this section, we prove that the quantities (4.23), (4.25) are well defined, and we pass to the limit in (4.23),
(4.25) in the next subsection. To do so, we decompose the integral [ - - - in (4.23) into the following sets,

A ={z e, [¢7%| <1}, B. = {lz] > [eyl, [ y[ > 1}, (4.26)

C. ={|z| < ley|, |e' %y > 1} .

On each of these sets, the method is to first take the L1 norm of the product u.(- - ). (- - -) thanks to the bound
(3.13) on u,, and then to evaluate the remaining integral in y. Assumption (3.3) together with Lemma 4.1.2
allow indeed to obtain the desired integrability in y over each of these sets. Notice that the bounds below, could
be derived as well with the same sets but defined with |ey| rather than |¢'~%y|; however, we need these sets for
the limit in the next subsection.

We now come to the details.
* On A., starting from (4.23), (4.24) and using Lemma 4.1.2, we write,

ue|(z +--) [ae|(z—---)
(7 + - )1/2H0 (g — . )1/240

T (2,y,0)| < C ()10 () No

Then, we use M =4+ 0 and Ny > M + 1 and therefore, first performing the Cauchy-Schwarz inequality in x,
then integrating in y, we obtain

/ @ (2,9,0)| < Clluclliy (@)Y Van® (@) o= me) / (y)' =M dy (4.27)

Ae ly|<e—1+0

and thus,
/9 /A T (2,,60)] < Cllus |3 ()™ Vo (@)l] 1) -
* On B, we write,

|lI’E(x,y,0)| = C(Zti(:yz‘jgl!//ﬁo (Ts_l(m ,;1-/.230 <$>1+0 |?/| (x>_N° <$>

Again, we choose Ny > M + 1+ 0 and we first perform the Cauchy-Schwarz inequality in x. This yields

[ o)<

€

1
< Olluclly 1) VoV 02 (@)l o (mo) /

4.28
iemtse T (428)

< Clluellyy I€2)YVon® (@) ]| oo ms) o(1)

where o(1) —_,¢ 0, upon choosing M =4 + 0.

* On C. we argue exactly as above and, since ey dominates z now, we obtain

/m(x,y,ons
M —M
ey)” Nog
< Clluliy Ve @lmsy [ ()™l ey nag 7
e 140 (y)

and it remains to control (with z = ey)

()M Ao M

eM—4 /Ra(z)HO |2] BT dz.
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We now use, from (3.9), that for some for some v > 0, . > 7. Accordingly, the above integral is upper bounded
by
()M A1

Rl ORI Rt

R3

3 dZ,

and it remains to choose M > 5y + 4. Putting these bounds together gives again,
[ 19001 < Clucly 1902 @) s 001 (4:29)
where o(1) —._ 0.
As a conclusion, the above computations show the following statement:
For any Ny > 5, we have,

[{Z: *¢ fe.9:)] < C lluelliy 1$2) ™ Von ()| L - (4.30)

4.4 Convergence of (7, * f., g.).
We decompose (Z. * f., g.) into the following form,

(Ze * fs;ge> =

1
0 ~
[ ] e+ Prace =Dy - [Vuia + ) = Vard@)] o) da dy +
o= 1 Jre 2 2 2

+ /01 /R (@) iy Van®(@) (6:(2,9) = §(z,9)] do dy +

=—1
1
+ / F(@,9) iy - Von2(2)i(z, y) do dy
6=—1 JRS

=1 +1I.+1III, .

* The most obvious term is III.. Indeed, the test function y - V,n?(z)g(x,y) involved in the definition of ITI.
clearly belongs to X for any A > 0 sufficiently close to zero since,

[ sup (el + )™+ Jy - Var*@0(a )] dy <
R3 z€R3

<o [ sup (a + 0 @) g,
- R3 zcR3 <y>M_1
<C [ sup (U0 )0 [ up e (e
R3 zeR3 R3 zeR3
<C

up to taking M =4+ 0 in the first term and M = 5+ 0 in the second, and since Ny > 5. Here we used (3.13),
(3.3) and (4.20).
Since f. converges weak-* in X3 (for any A > 0), this establishes the convergence,

IIT. — (f,Van®-Veg) .

* We now come to the proof that I, vanishes as ¢ — 0.

For this we again decompose the integral fR6 -+ defining I. according to the sets A., B., C; introduced in
(4.26). We have already proved in the previous subsection that the sets B, and C. give a vanishing contribution
to I, as € — 0 (see the terms o(1)).

It remains therefore to estimate the contribution of the set A., namely,

/gi_l /|y|£s_1+0 /meR3 we(---) @e(---) 1y [anQ(x + 50%) — anQ(m)] 9:(z,y) dz dy

INRIA
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< Clluclll;  sup  sup (@)™ |Von®(z +ey) — Von?(2)] —em0 0,
ly|<e=1+0 zeR3
thanks to assumptions (3.3) and (3.4).

* We now come to the study of II.
Firsly, by reproducing the method of proof of Lemma 4.1.2, we may write that, for any M > 0,

+o0
) [3:2.0) =8| = | [ Femsli00 fexpolel™ )~ 1] [z Rila — s, ) ds

< C {(x)M |exp(—ac(z)) = 1| +C a. ()M exp(—a.(z)) . (4.31)

As in §4.3, we may therefore estimate, thanks to (4.31),

‘ II

- ‘ /]Rs ue (7 + %)ﬂs(m - %) y - Ven(z) [gs(a:,y) - g(a:,y)] dz dy ‘

T M
<Clulfs [ sup ol + 1) () 0
(

X [ |exp(—ac{z)) — 1| + a. exp(—a. a:))] dy . (4.32)

X

Here we have used assumption (3.3) together with (3.13).
As we did while estimating 111, we readily observe that the assumption Ny > 5 implies that the function

sup (Je| + [y[)'*° (z) 7"
T

is integrable in the y variable. Therefore, by the dominated convergence theorem, the estimate (4.32) implies
that
IIE —e0 0 .

4.5 Convergence of (Q., g:)-

This step is essentially a reformulation of the method used in the paragraphs §4.3 and §4.4 above.
Using Lemma 4.1.1 together with formula (4.25), we easily bound, using assumption (3.7) and Lemma 4.1.2,

(elx+ WM ANas™
(y)M

|<Qe,ge>|sc/ [we|(z +y)

e (ot gy Fr0 U S ()

M -M
<C sup {|z] + [y[)F+0 (z) N (e(Jz| + [y)M A
N R3 z€R3 <y>M ’

upon using the Cauchy-Schwarz inequality in x.
We now distinguish the cases |z| > |y|, and |z| < |y|. The term stemming from the case |z| > |y| gives a
contribution which is estimated by,

C | (™ sup(x)iTOM [(ea)M AaTM | dy
R3 z€ER3

< Qe M o~ +0-MN) W) ™Mdy <C,
R3
upon taking M =3+0, and Ny > § + % Also the contribution of the term stemming from the case |z| < |y|
is easily bounded by
140 ()M Ao

c ()2

RS (M W om0 0,
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thanks to the same argument leading to (4.29). This establishes that |[(Q., g.)| is uniformly bounded in £. More
precisely, we may write,

[{Qe, 96)| < C llwellar (@)™ S(2)llz2 (4.33)

3 1
for any N1 > Py + 3.

On the more, in order to compute the actual limit of (Q., g.) in &, we may write,

(@9 = [ wilo+9) S(@) [fulela + D) - 5.0.0)] +

+ [ w49 8@ [:0.0-50.0)] + [ wlaty) S@50.0)

w7y
=TI +II +III, .

Reasonning as §4.4 above, it is straightforward to deduce from (4.33) together with assumption (3.7) and Lemma
4.1.2 that,
Is —e—0 0 ) IIE —e—0 0.

Also, using the weak convergence of w, as stated in (3.8) readily implies,
ITI, —. o / w(.Z’ + y) S(.’E) g(oay) .
wa

This ends the proof of convergence of Q..

(From the results above, together with formula (4.21), we readily deduce (4.22) by taking the limit ¢ — 0.
This proves the radiation condition (3.12) in Theorem 3.1.2.

Ap. Al. Explicit formula in three dimensions

In order to give an explicit example of the above theory, we consider in three dimensions, the particular case
n=1,8 = §,a. = 0. Although it does not enter our assumptions (mainly because S is too singular here) it
contains the main effects for the high frequency limit. We have

eilzl/e

= dnfz]

(AL.1)

Ue

Also, for ¢ = 1 we have

1 1 K
Fuy = W[PUW +Z§5(|§| =1)].

This is easily seen by a Fourier Transform of the Helmholtz equation (1.2) as . vanishes. We can also compute
its Wigner Transform. Firstly, we have

1 ewe/lzl 0
VelZ,Y) = 75— ——75— + €).
E( y) (47()2 |$|2 ( )
The limiting transport equation is therefore
1
(4m)?
whose solution, with the outgoing condition at infinity, is given by

_ L Sl L [T
108 = g = e | B+ 8l = 1) s

£-Vof =— 6(x)8(|¢] = 1),

In particular, it is a locally (in z) bounded measure, but not a globally bounded measure, since the mass of
{z =20} x R} is equal to (4m) 2|zo| 2.

INRIA
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Ap. A2. The 1D case

In the one dimensional case the formulas differ somewhat. We write the Helmholtz equation

Au, + (@)zuE = —SSE(.’L'), z€R, (A2.1)

together with the outgoing condition at infinity. Following the three dimensonal case (Section 2), we now obtain
the geometrical optics equations

£ Vaf + 5Var?(s) - Vef = 6()[5(6 + 1) +6(6 — 1) (422)

Indeed, we compute, in the special case n =1, S, =6,

ufind = jeill/e, (A42.3)
Its Fourier Transform is, for e =1,
Fui"s = o2 —inls(e + 1) + 66~ 1)]. (42.4)
! 2r 71— ¢
Its Wigner Transform is simply _
fEM(@,8) = —6(§ —z/|z]) + OCe). (42.5)

Again we check that its limit, as £ vanishes, satisfies the geometrical optics equation (A2.2), or in other words

+o0
(€~ aflal) = [ 6o~ €s)io(€ + 1)+ a(€ ~ 1)
0
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