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Abstract: A preferential entailment is defined by a binary relation, or “preference
relation”, either among interpretations (or models) or among “states” which are “copies of
interpretations”. Firstly, we show how an extension of the vocabulary allows to express any
preferential entailment as a preferential entailment without state. Secondly, by reducing the
vocabulary, we show how to express some preferential entailments in a smaller language.
This second method works only for particular preferential entailments, including the widely
used circumscription. For our purpose, we need to make precise the operations of extension
or reduction of the vocabulary, which may have applications in other domains. We study
which properties of an inference operation are preserved by the reduction and extension of
the vocabulary introduced in this text. We provide examples of applications of our results.
These applications are all related to various kinds of circumscriptions, because this suffices
to provide examples of useful and non trivial results. Moreover, our study shows that many
preferential entailments of the two kinds may be easily expressed in terms of circumscription.
All along the text, we take great care in providing constructive definitions, and to keep these
constructions as simple and natural as possible.
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Inférence préférentielle, extension et réduction du
vocabulaire

Résumé : Ce papier décrit deux fagons de simplifier différentes inférences non monotones,
appelées inférences préférentielles. Une inférence préférentielle est définie par une relation
binaire, “de préférence”, portant soit directement sur les interprétations (ou modéles) soit
sur des objets appelés “états” qui sont des “copies d’interprétations”. On ne garde d’un en-
semble de données fourni sous la forme d’une théorie logique que les formules vraies pour les
modéles de la théorie qui sont minimaux pour cette relation, ou dont une copie est minimale.
Une premiére fagon consiste a augmenter le vocabulaire afin de transformer la variante la
plus complexe, définie & 'aide d’états, en la variante la plus simple définie directement en
termes de modéles. Cette méthode permet aussi parfois de simplifier I’étude d’une inférence
préférentielle tout en restant dans le méme type d’inférence. La seconde méthode permet de
se contenter d’un vocabulaire réduit pour exprimer une inférence préférentielle donnée. Cette
méthode ne convient que pour des inférences préférentielles particuliéres, mais qui sont tres
utilisées dans la littérature car la circonscription est concernée. Nous commencgons par une
description précise des opérations naturelles associées & la réduction ou & I’extension du vo-
cabulaire, et cette partie peut s’appliquer & bien d’autres domaines de la logique proposition-
nelle que I'inférence préférentielle. Nous étudions ensuite en détail quelles sont les propriétés
classiques des inférences préférentielles et des relations de préférence qui sont préservées par
ces extensions et réductions du vocabulaire. De nombreux exemples d’utilisation de ces ré-
sultats sont donnés, qui fournissent des résultats nouveaux non triviaux. Tous ces exemples
concernent des circonscriptions, mais les méthodes présentées peuvent s’appliquer a d’autres
inférences préférentielles. Il faut d’ailleurs noter que notre étude montre comment de nom-
breuses inférences préférentielles des deux types peuvent étre traduites de fagon naturelle en
termes de circonscription. Tout au long de ce texte, nous fournissons des méthodes cons-
tructives, nous attachant & garder ces constructions aussi simples et directes que possible,
afin de permettre en particulier une utilisation de nos résultats pour le calcul automatique
des inférences préférentielles concernées.

Mots-clé : Circonscription, inférence préférentielle, logique propositionnelle, raisonnement
de sens commun, raisonnement non monotone, représentation des connaissances.
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4 Moinard and Rolland

1 Introduction

The notion of preferential entailment has shown to be very useful in knowledge representa-
tion, when dealing with some aspects of common sense reasoning such as implicit knowledge
or rules with exceptions. Various more or less complex kinds of “preferential entailments”
have appeared in the literature. The simplest versions use a “preference relation” directly
between classical models of a theory. An intricate version adds an intermediate step, us-
ing a “preference relation” between “states”, a state being a copy of a classical model. We
show here how we can study this more complicated notion thanks to the simplest one, by
extending the vocabulary. Then, we generalize this method and we give a few “preservation
results”: we examine which important properties of preferential entailments, or even more
general inference operations, are preserved by this operation, when we start from the greater
language and come back to the smaller original, or “useful”, language. This study provides
various important results, which are detailed below.

In the literature about non monotonic reasoning, another modification of the vocabulary
has been introduced, using as an auxiliary language a language smaller than the “useful”
language. We study also this method. Again, we provide various preservation results and
important practical applications. We even get an example in which the two methods work.

Our study is important for at least two reasons: It gives various useful results which
should help the automatic computation. It allows to get a better understanding of complex
notions, by expressing very simply these notions in terms of easier and more natural ones.

Notice that we do not deal with implementation problems here. However, we give precise
and detailed constructions in each case, in order to facilitate an eventual implementation
of parts of this work. Thus, we provide precise methods for computing the “restriction of
a formula to a smaller language” (that we call the trace of a formula). We describe the
elementary preferential entailment obtained when we start from the more complex variant
(with states) of a preferential entailment, and we take care to get the smallest possible ex-
tended vocabulary. We describe the various possible operations in the other way, when we
come back from the auxiliary language to the original “useful” language. For what concerns
X-mappings, where sets of formulas are used, we describe a method of computation of the
new set of formulas from the original set. All these results are given for the two kinds of
transformations examined in the present text.

In section 2 we introduce in great details the notations used in the text, in order to
facilitate the reading of the rest of this text. In order to keep things reasonably simple,
we restrict our attention to propositional logic. Indeed, this case is rich enough to allow
to study the problems addressed here, and the predicate calculus case would considerably
complicate this study, by introducing bewildering conditions of applicability for each of the
properties studied here.

In section 3, we examine the passage from a language to a smaller one. There, we give
various simple results of elementary logic which are not very well known, but which are
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Preferential entailments, extensions and reductions of the vocabulary 5

very useful for our purpose. We think that this study alone is important in a context of
knowledge representation, as such variations of the vocabulary are very frequent.

In section 4 we introduce two notions of “preferential entailments” widely used in the
literature, and also a lesser known but promising related notion, X-mapping. We begin in
subsection 4.1 by a reminder of the definitions and the results useful for our purpose. In
subsection 4.2 we describe the method allowing to express simply any preferential entailment,
in the wide meaning (using the “states”) in terms of the much simpler and natural notion of
elementary preferential entailments (using directly classical models). We give the definitions
of this first kind of transformation, called “reduction of the vocabulary”, because we examine
what happens when we start from the greater auxiliary language and come back to the
original smaller language.

In section 5 we introduce the main “logical properties” of the kind of non monotonic
inference studied here. In subsection 5.1, we list a menagerie of the main logical properties
useful for understanding the behavior of a given logical formalism. These properties have
immediate translations in terms of common sense, thus they are very important for a user
of such inferences (working with these inferences). Moreover, they have important technical
consequences, thus they are important also to any researcher who is working on these infer-
ences. These properties generally come in various versions (theory version, formula version,

In subsection 5.2, we introduce the main properties that a relation associated to a pref-
erential entailment may possess, and we remind how these properties are related to the
properties of the inference relation defined by the preferential entailment considered.

In section 6, we examine which of the properties introduced in the two preceding sections
are preserved by the operation of “reduction of the vocabulary” introduced in subsection 4.2.
We get two kinds of properties (those preserved, and those non necessarily preserved) and it
happens that the preserved properties have received much more attention in the literature.

In section 7, we apply the preservation results obtained in section 6 to circumscription.
This is not to say that these are the only possible applications, by far, but we think that
this provides important and interesting applications of our preceding results. In particu-
lar, by elaborating from our preceding results and from a result recently published in the
literature, we provide new characterizations of the notion of “finite cumulative preferential
entailment (wide meaning, with states)” in terms of various kinds of circumscriptions. We
show why, in the finite case, the two notions of ordinary circumscription and of cardinality-
based circumscription are easily inter-definable. We show also how our preservation results
suffice to describe the situation in the infinite case for that matter. We take care to provide
constructive and relatively efficient methods for all the results given in this section.

In section 8, we examine another transformation used in the literature on the subject.
The aim is to describe, again in simple and natural terms, some kinds of preferential entail-
ments thanks to preferential entailments defined in a smaller vocabulary. This can be done
for some important kinds of preferential entailments, including circumscriptions with vary-
ing propositions. In this case, the smaller language lacks the propositional symbols which
are varying in the circumscription. Again, the main application should be improving the
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6 Moinard and Rolland

efficiency of automatic computations, as it is easier to compute a preferential entailment in
a smaller language when moreover, and this is the case here, the preferential entailment in
the smaller language is simpler. This method is called “extension of the vocabulary” because
again, we examine what happens when we start from the auxiliary vocabulary (here, the
smallest vocabulary), in order to come back to the original “useful” vocabulary. We give
the preservation results concerning this new transformation, as we have done for the first
transformation in section 6. We provide a few applications of these results, again about
circumscriptions. We apply an old result about the suppression of the varying predicates for
predicate circumscriptions to the propositional case. Then, we get the corresponding result,
together with its precise conditions of applicability. These conditions are new, and, to our
knowledge, the equivalent in the predicate calculus case is not known yet. Also, we give the
corresponding result for cardinality-based circumscription. This provides a particular case
in which we have the choice of using either the method of section 6 or the method of section
8. Indeed, we may either extend or reduce the vocabulary, exactly for the same purpose:
suppressing the varying propositions in a finite cardinality-based circumscription.

In section 3, dealing with classical propositional logic, the proofs of propositions or other
results, which range from practically automatic to straightforward, have been omitted for
the sake of clarity and conciseness, being “referenced” as [pa] . For the same reasons, in
section 5, the proofs of the known results about preferential entailments are not included,
but references are given. For what concerns precisely the purpose of this text, the proofs
are given (sections 4, 6, 7 and 8).

2 Notations

2.1 Classical propositional logic: theories and models

oLV o T:

We work in a propositional language L, assimilated to the set of all the formulas in the
language. V(L) denotes the vocabulary of L: it is a set of propositional symbols. Letters
such as ¢, 1), ... denote formulas in L. A formula will be assimilated to its equivalence class
(L, the set of all the formulas, is the Lindenbaum algebra). Letters such as 7 denote sets of
formulas. V(T), or V(y), denotes the set of the elements of V(L) appearing in some chosen
writing of T, or of . Letters X, @, p, etc.. will sometimes also denote sets of formulas, but
only when the deductive closure by T'h is not intended.

M, p, P(E), w ':

Letters such as p, v, .... denote interpretations for L, an interpretation being a mapping
from V(L) to {TRUE,FALSE}. An interpretation is assimilated to a subset of V(L):
P € piff p associates TRUE to P. The writing p |= ¢ is defined classically: e.g. if P,Q,Z
arein V(L), p E PAN(-QV Z) iff P € pand (Q ¢ por Z € p). The set of all the
interpretations for L, assimilated to the set P(V (L)), is denoted by M. As usual, for any
set E, P(E) denotes the set of all the subsets of E.

INRIA



Preferential entailments, extensions and reductions of the vocabulary 7

A model of T is an interpretation p such that p |= ¢ for any p € T.

M(T) denotes the set of all the models of 7, M(y) denotes the set of all the models of
@Y.
o T,TA(T),T = -+

A theory T is a set of formulas closed for the deduction: 7 = Th(T), where Th(T) =
{¢ € L,T = p}. We denote by T the set of all the theories of L. = denotes the semantical
entailment: 7 | ¢ iff any interpretation of 7 is an interpretation of ¢, and 7 |= T iff
for any ¢; € T1 we have T |= ¢, (as we work in propositional logic, which is complete, we
could also say that = = I denotes the syntactical inference). When 77 and 75 are in T,
and pisin L, wehave T1 E @ if o€ Ty and T, E T2 if T2 C T;.

o T,1, L=

Two special formulas are denoted T (true formula, true in any interpretation) and L (false
formula, true in no interpretation), they are logical constants, belonging to any language L
but not to V(L). If V(L) = 0, then L = {T, L}. For any L, Th(0) = Th(T) = {T} and
Th(l)=L.

If 71,72 are subsets of L, and ¢ is a formula in L, we note 71 U T for the theory
Th(T1UT32) and T U ¢ for the theory Th(T U{¢}). Thus M(T1 U T2) =M(T1UT2) =
M(Tl) N M(Tz)

2.2 Complete theories and interpretations

e C,C, Th(p):

A theory is complete iff it has exactly one model iff it contains T and, for any ¢ € L,
we have exactly one of the two possibilities ¢ € T or - € 7. We denote by C the set of
all the complete theories of L. Letter C will denote a complete theory.. Th(u) denotes the
set of all the formulas satisfied by pu: Th(p) = {¢ € L, = ¢}. For any subset M; of M,
Th(M) = {p € L,p = ¢ for any p € My) = ,cpp, Th(p)-

This ambiguous usage of Th and of |= (applied to sets of formulas, or to sets of inter-
pretations) is classical in logic and should not provoke confusion.

For any T € T, C(T) will denote the set of all the complete theories C which entail (i.e.
contain) 7: C(T) ={C € C/C|= T}. We know that we have T = cec(7) C-

C may be assimilated to M: For any y € M we have Th(u) € C and for any C € C,
M(C) is a singleton {u} C M. C(T) could be assimilated to M(T): C € C(T) iff C = T'h(u)
and p € M(T).

As we assimilate a formula to its equivalence class, if V(L) is finite with n elements, M
and C have 2" elements while L and T have 2(2") elements. If V(L) is infinite, we still have
card(M) = card(C) but we no longer have one-to-one mappings between P(M) and T and
between T and L: for any infinite cardinal A we have, if card(V(L)) = A, card(L) = A,
card(M) = card(C) = card(T) = 2* (we have still C C T) while card(P(M)) = 2" (see
subsection 2.4 below).

RR n~° 3787



8 Moinard and Rolland

2.3 Normal forms of formulas

If ¢ is a formula in L, we define as usual a disjunctive normal form of ¢ as a writing of ¢ as
a disjunction of conjunctions of literals. ¢; V ---V @, is a reduced disjunctive normal form
of ¢ if each ¢; is a conjunction of literals (in which two distinct literals never correspond to
the same propositional symbol), the ¢;’s are all distinct and, if ¢’ is a conjunction of literals
such that ¢; | ¢’ and ¢’ |= ¢, then ¢; = ¢'. The standard disjunctive normal form of ¢
is the (reduced) disjunctive normal form ¢ = 1 V - -+ V ¢, where {¢1,--,pn} is the set of
all the conjunctions of literals (corresponding to distinct symbols) ¢; such that ¢; = ¢ and,
if ¢’ is a conjunction of literals (corresponding to distinct symbols) such that ¢; E ¢’ and
¢' = ¢, then ¢; = ¢'.

For instance, (PAR)V (Q A—-R) and (PAR)V (Q A—R)V (P A Q) are two reduced
disjunctive normal forms of the same formula, only the second one being the standard
disjunctive normal form.

The conjunctive normal forms, reduced conjunctive normal forms and standard conjunc-
tive normal form are defined similarly, by duality.

2.4 Topology among interpretations (or complete theories)

e TC:

TC(---) denotes the classical topological closure: for any set C; C C, we note T'C(Cy)
for the closure of the set Cy, i.e. TC(C1) = C([¢,cc, C1)- Thanks to the correspondence
between C and M, for any set M; C M, we will also denote T'C'(M;) for the closure of My,
i.e. TC(M;) = M(Th(M,)).

A subset M; of M is equal to M(T) for some theory 7T iff it is closed for the classical
topology: TC'(M;) = M;. A subset M; of M is the set of all the models of some formula ¢ in
L (i.e. of some finitely axiomatizable theory 7 of L) iff it is open and closed: TC(M;) = M;
and TC(M — M;) = M — M;. If M is finite (i.e. if V(L) is finite), any subset of M is
trivially closed (thus also open). The same things can be expressed in terms of complete
theories: a subset C; of C is equal to some C(7) iff it is closed, i.e. TC(Cy) = Cy, and C;
is some C(yp) iff it is open and closed.

2.5 Dealing with different languages
o T/, C' M, ThH ', U, TC" :

T,C,M,Th, |=,U,TC should be indexed by L, or equivalently by V(L). However, to
keep the notations readable, we will denote two languages by say L and L', and all what
concerns L will be denoted as above, while we will use T',C',M', Th, =/, L, TC" for what

concerns L.
We have V(L) C V(L) iff L C L.

INRIA



Preferential entailments, extensions and reductions of the vocabulary 9

2.6 Substituting formulas to propositional symbols

* 7, Tlp:

Let S be a set, we call F(S) the set of all the (indexed) sets of formulas {¢,}ses where
each p; isin {1, T}. Let P be a set of propositional symbols of a language L and T be a
set of formulas in L. We write 7 = T[P] to show that the elements of P may appear in 7,
and, for any set p = {¢p}pep of formulas of L indexed by P we denote by 7[p] the set
of all the formulas of 7 in which each occurrence of each P € P is replaced by the formula
pp. As we are in propositional logic, we may restrict our attention to sets p (indexed by
P) which are in F(P) without loss of generality.

3 Traces in a smaller vocabulary

Very often in non monotonic reasoning it is useful to reduce or to extend the vocabulary. We
give now a few useful results about this matter. As explained in the introduction, none of
these results is difficult, thus for the sake of conciseness, we omit all the proofs, referencing
these results as [pa] (notice that most of these results are not new anyway). Even if they
are easy, these results are very important in our context, thus we try to list here all the
results useful for us, as they are not very frequently seen in papers or books dealing with
propositional logic.

L and L' are two languages such that V(L) C V(L) (i.e. LCL').

Any set T of formulas of L may be considered as a set of formulas in L'. If 7; and
T2 are sets of formulas in L, we have 71 | T2 iff T1 E' T, ie. M(T1) C M(T>) iff
M'(T1) € M'(T3) (remind the notations introduced in subsection 2.5).

However, there is a little subtlety hidden in these notations. If 7 is deductively closed for
L, ie. if T € T, then as soon as L’ is different from L and 7 is different from Th(@) = {T},
T is not deductively closed for L': 7 ¢ T’. Indeed, let ¢ be some formula in 7~ different
from T and P’ be a symbol in V(L') — V(L). The formula ¢ V P’ is not in L (which means
that it does not exist any writing of ¢ V P’ using only symbols in L), thus it is not in
T, while it is in Th'(T), the deductive closure of 7 for L'. We have, in these conditions,
Th'(T) D T = Th(T). This explains why, if 7’ is a theory in T' and T a theory in T, we
do not have 7 ' 7" iff T' C 7. All we haveis T &' T' iff 7' C Th/(T). Notice that Th’'
defines a canonical injection from T to T’.

Definition 3.1 For any interpretation u for L, we define M'(u) as the set of all the inter-
pretations g for L' such that g’ N V(L) = p:

M(u) = {0 SVL) /) NV(L)=p} = (pUn" /4" CV(L)-V(L)}. O

RR n~°3787



10 Moinard and Rolland

Remark 3.2 For any p C V(L), we have: M’ () = M'(Th(p)).
This justifies the name given to this set: M'(p) is a natural abbreviation for M'(Th(p)). O

Definitions 3.3 1. For any interpretation p' for L', we define tr(u'), which is the fol-
lowing interpretation for L:

tr(p') = p' NV (L).
2. For any Mj C M’, we define the subset tr(M)) of M as
tr(My) = {tr(u) / p' € My} = {p C V(L) / My N M'(1) # 0}.

3. For any 7' C L', we denote by tr(7"), and we call trace of T' in L, the theory of L
defined by:
tr(T') = TH/(T') N L.

4. For any ¢’ € L', we denote by tr(¢'), and we call trace of ' in L, the formula tr(y’)
of L defined by (see remark 3.4-2 below for a justification of this definition):
Th'(tr(¢")) = tr(Th'(¢)). O
Remarks 3.4 [pa]

1. If tr(T") is considered as a theory of L', we have:
M/ (tr(T")) = M/(TH (tr(T")))
={y CVIL)/WnV(L)=p"NnV(L) for some p" € M(T")}
= UueM(tr(T’)) M/ ()
= Uy ety M NV (D))

2. The mapping tr from M’ to M defined in point 1 of definition 3.3 is continuous. Thus,
the set tr(M'(T")) is closed for TC (see property 3.5 below). Moreover, if instead of
T' we start from a formula ¢’ in L', the set tr(M’(¢’)) is open and closed for TC*,
thus it corresponds to some formula in L, which, again together with property 3.5
below, justifies definition 3.3-42.

3. Moreover, for any subset M} of M, we have: TC(tr(M})) = tr(TC'(M}))3. O

Notice that, with definitions 3.3, we get four different kinds of ¢r. This is to keep, as
far as possible, the notations easy to remember. The use of the same notation in points 1
and 2 is usual in mathematics, and similarly the use of the same notation in points 3 and
4 is justified by the following equality: tr({’'}) = Th(tr(¢')). As for the use of the same
notation in points 2 and 3, it is justified by the following property:

1The “converse” is false: tr(M’(7”)) may be open and closed even if M/(7") is not open. Notice also
that it is very frequent to have tr(M'(¢')) Ntr(M'(~¢’)) # 0 for some ¢’ € L.

2The best way to prove this result is to use property 3.8-1b below, where, in order to avoid cross references,
any occurrence of tr(¢') must be replaced by tr(Th(y¢')), with the modifications naturally induced.

3Notice that we may have tr(M}) = TC(tr(M})) without having M} = TC'(M}).
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Preferential entailments, extensions and reductions of the vocabulary 11

Property 3.5 [pa] For any 7' C L', we have
M(tr(T")) = tr(M'(7")). O
Here are a few immediate consequences of these definitions and remarks:

Property 3.6 [pa] T C L, 7' C L. We give here a few properties of the trace tr of a set
of formulas:

1. M/(T") C M'(tr(T")), ie. T E" tr(T").
2. For any subsets 7,75 of L', if 77 ' T4 then tr(T7}) | tr(T5) (converse false).

3. If 7 is a subset of L, and if we consider 7 as a set of formulas in L', we have:

tr(T) =Th(T).

4. ¥V(T")NV(L) =0, and if Th'(T") # Th'(L), then tr(T') = Th(T) ={T}.
L eTh (T iff L €tr(T).

5. tr o Th' is the identity in T.

6. T Tifftr(TET.
If 7' 7' then T = tr(T"), the converse being false, in general. O

Here is a small observation, which has its interest in itself, and which makes the con-
nection between one of our results and a result previously published (in [Lif85], see theorem
8.18 below).

Remark 3.7 If p is an indexed set of formulas p = {¢p}pecv(/)—v (L), let us denote (see
subsection 2.6) by 7'[p] the set of all the formulas in 7' where each P € V(L') — V(L) is
replaced by ¢op. We get
tr(T") = N T'[p).
PEF(V(L)-V(L))

If 7' is finite, we get thus (assimilating 7”[p] to the conjunction of its elements)

tr(T') = Th( V T'[p)).

peF(V(T")-V(L))

If we allow the use of quantified Boolean formulas (see e.g. [Lad77]) and even more general
quantifications ranging over sets of formulas, we may write tr(7') = 3p 7'[p]. Here, Ip
means 3p; ---3p;, - - - where {p1,---p;,---} is a set of “propositional variables” in one-to-one
mapping with the set V(L") — V (L), or at least with the set V(7') — V(L). 3p; Exp[p;] is
to be understood as usual as: there exists some formula ¢} of L' to be substituted to each
occurrence of p; in the expression Exp[p;] such that we have Exp[p]]. As we are in the
propositional case, there is no problem of definability in L', and we may even consider only
the two formulas T and L as our possible choice of ¢} (see subsection 2.6): if Exp[p;] is a
formula, 3p; Exp[p;] is thus a notation for Exzp[T]V Exp[Ll]. This explains the presence of
the set F(V(T') — V(L)) in the expressions of tr(7T") given above. O
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12 Moinard and Rolland

Here are a few more “technical” results, easy to get and useful to remind.

Property 3.8 [pa| 7', T}, T4 are subsets of L', ¢', ¢}, ¢b are formulas in L'.

].. (a) tr(T’) = I—ITQL,T’ :IT T;
tT(T’) = I—l(pEL,T":’(p ®.
If V(L) is finite, we have then tr(¢') = A cp, o111y, ©-

(b) If ¢’ is in a disjunctive normal form, tr(¢’) is obtained by suppressing the symbols
of V(L') — V(L). Notice that if a term (conjunction) disappears completely, it
must be replaced as usual by T (the neutral element for A), thus the result of the
disjunction is T.

(c) If ¢’ is in standard conjunctive normal form, tr(¢') is obtained by suppressing the
terms (disjunctions) containing a symbol in V(L') — V(L). If no term remains,
the result is T.

2 (a) trlgh v gh) = tr(g)) V tr(h).
(b) T3 and T4 are theories of L': (T} N'T5) = tr(T7) Ntr(Ts).

() ¥T) CL, Ty CL', then tr(T7 U Th) | tr(T7) Utr(Ts).
T CLand 7' CL', wehave: tr(T W T') =tr(T)Utr(T') =T Utr(T).

3.tr(T) = A{tr(¢') /| ¢' € TH(T)}. O
We will also occasionally need the dual notion of ¢r, that we introduce now.

Definition 3.9 1. For any formula ¢’ € L', we define the strong trace of ', written
tr*(¢'), as the formula

tr(¢") = ~tr(=¢').
2. For any 7' C L', we define the strong trace of 7' in L, written tr*(T"), as the subset
of L defined by:
tr*(T) ={tr"(¢") | T'E' ¥'}.

3. For any M] C M/, we define the subset tr*(Mj) of M by: tr*(Mj) = {u C
V(L) / M(5) C M. O

Property 3.10 [pa] For any 7' C L/, we get:
M(tr*(T")) = tr*(M'(T")).
Thus, if M is a closed set, so is tr*(Mj). O

We obtain most of the properties of the strong trace by duality from the properties of the
trace. Let us give a few examples now:
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Property 3.11 [pa]

1.
2.
3.

o

7.

For any 7' C L', we have tr*(T") € T, ie. Th(tr*(T")) = tr*(T").
M (tr*(T")) C M/(T), i.e. tr*(T") = T.
If T is a subset of L, and if we consider 7 as a set of formulas in L', we have:

tr*(T) = Th(T).

Conversely (see also property 3.6-3) if 7' is a subset of L' and if tr(7") = tr*(T"),
then 7" is equivalent to a subset 7 of L, which means that we have Th'(T") = Th'(T)
and tr(T") = tr*(T") = Th(T).

. If 7' is a set of formulas with all its symbols in V(L') — V(L), we have: tr*(T") =

Th(1) =L.

Beware that we may have (see also property 3.6-3) tr(7') = Th(T) and tr*(T") =

Th(L) for some 7' C L', even if T’ is not equivalent to a set of formulas without any

symbol in V(L). Let us choose V(L) = {A}, V(L') = {4, B} and ¢' = A & B. Then

we have tr(¢') = T and tr*(¢') = L while clearly Th'(¢’) cannot be equivalent to

some 7 such that V(7') C V(L') — V(L) = {B}.

For any subsets 7 of L and 7' of L' we have: T ' T" iff T & tr*(T").

(a) If V(L) is finite we get: tr*(¢") =V ¢r, okl P

(b) If ¢ is in a conjunctive normal form, t7* (') is obtained by suppressing the sym-
bols of V(L") — V(L). Notice that if a term (disjunction) disappears completely,
it must be replaced as usual by L (the neutral element for V), thus the result of
the conjunction is L.

(c¢) If ' is in standard disjunctive normal form, ¢tr*(¢’) is obtained by keeping only
the terms (conjunctions) which do not contain any symbol of V(L') — V(L). If
no term remains, the result is L.

(T U Ty) = tr (T Utr*(Ty). ' (py Agh) = tr(ph) Atr*(p}). O

Example 3.12 V(L) = {P,Q}, V(L") = V(L) U {P'}.

e o) =QV(PA-P)=(-QVP)A(—QV —P'): these are the standard disjunctive
(respectively conjunctive) normal forms of ¢f.

tr(py) =-QV P.

tr*(p]) = -Q: notice that -Q = (-Q V P) A =Q).

* ©h

=(PA-Q)V(=PA-QAP)V(-PAQA-P)=
(PA=-QAP)YV(PA=-QA-P)V(=PA-QAP)V(-PANQAN-P")
(
(

PVv-QV-PYAN(PVQVPYN(-PV-QVP)AN(-PV-QV-P)=
PV-QV-P)YA(PVQVP)A(-PV-Q).
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14 Moinard and Rolland

The first two writings are disjunctive normal forms, the last two writings are conjunctive
normal forms, the first writing and the last writing being the two standard normal forms of

-

tr(ph) = -PV - (only term without P’ in the last writing of ¢}, cf property 3.8-1c))
=(PA-Q)V (-PA-Q)V (—P A Q) (property 3.8-1Db).

tr*(¢4) = P A —Q (first writing, property 3.11-6¢).
=(PV-Q)N(PVQ)A(-PV-Q) (property 3.11-6b).

We have, as always, tr*(¢}) =" ¢} =" tr(¢}) (properties 3.6-1 and 3.11-2). O

Example 3.13 V(L) = {P},V(L') = {P, P'}.

¢y =-P' VP, p)=P.

PLApy =P AP, o1 Viph =T,

tr(p)) =T, tr(py) =T, tr(pi Aph) =P and P#TAT.

tr(p]) = P, tr*(ph) = L, tr*(pf Vyy) =T and T # PV L.

Thus, we cannot exchange tr and ¢r* in properties 3.8-2 and 3.11-7. However, we have,
as given in these properties: tr(p) Veh) =T and T=TV T.

As for any formula in L, we have tr(P) = tr*(P) = P.
As for any formula in L' — L we have tr(P') = T and tr*(P') = L.
Thus we get: tr*({¢],¢5}) =tr*({P, P'}) = Th(tr*(PAP')) =Th(L) =
Th(tr*({p1}) Uirt({5})) = Th(tr*({P}) Utr*({P'})).
However: tr({pl,v5}) =tr({P,P'}) =
Th(tr(P AP")) = Th(P) = Th(tr({P})Utr({P'}))
# Thitr({p1}) Utr({¥s})) = Th(T). O

4 Preferential entailments

4.1 Preferential entailments and multi preferential entailments

As there are many different uses of the expression “preferential entailment” in the literature
(see e.g. [Boc99b] for a small discussion about this issue) we will make the definitions precise.
For didactical reasons, we begin by the simplest definition, even if a mathematically oriented
reader could prefer starting from the more complex definition, then applied to a particular
case. Any “preferential entailment” is a particular case of an inference operation that we
call pre-circumscription:

Definition 4.1 A pre-circumscription f (in L) is an extensive (i.e. f(7) 2 T for any
7T) mapping from T to T. For any subset 7 of L not in T, we use the abbreviation
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Preferential entailments, extensions and reductions of the vocabulary 15

f(T) = f(Th(T)), assimilating a pre-circumscription to a (particular) extensive mapping
from P(L) to itself*. We use also the notation f(¢) for f({p}) = f(Th(p)). O

Definitions 4.2 1. A preference relation in L is a binary relation < over M. M<(T)
denotes the set of the models of 7 minimal for <: M (T)={px € M(T) /forno v €
M(T) we have v < pu}.

Using the correspondence between M and C, we may also consider < as a relation
over C. We will indifferently write Th(p) < Th(v) or p < v. We write CL(7T) for the
set of the elements C of C(7") minimal for <: C € C(T) and no C’ € C(T) is such that
¢'<cC.

Thus, M4(T) corresponds to C<(T): C<(T) ={Th(p) / p€ M<(T)} and
M (T) ={neM /Th(p) € Cx(T)}

2. The (classical) preferential entailment f = f is the pre-circumscription in L defined

by
f<(T) =Th(M<(T)).

Using the correspondence between M and C, we can equivalently define

f<(T)= ﬂ ¢c. 0O

ceC4(T)

Remark 4.3 We have M(f<(T)) = TC(M<(T)), or equivalently C(f<(7T)) =
TC(C(T)). O

Notation 4.4 For any p € M and any preference relation <’ in the extended language
L', we denote by M’ (1) the subset of M'(y) (see definition 3.1) consisting of all the
elements which are minimal for <’ in M'(p): ML, (p) = {¢ € M'(p) / fornov €
M’ (p1) we have v’ <’ p'}. O

Definition 4.2 is the classical definition of preferential entailments, originating in [Sho8§],
and applied to the propositional case, contrarily to the definitions in e.g. [KLM90] which
uses a set S of states, mapped to M (which, as noted in [Sch97], is equivalent to allow copies
of models). In the predicate calculus case, any complete theory has as many models as we
want (we must even go outside the notion of set). Thus, in the predicate calculus case (not
studied in the present text), we should split the notion of preferential entailments as given in
definition 4.2 in two different notions: it is not the same thing to start from a relation among
C and from a relation among M. Now, if we want to simulate in the propositional case some
aspects of the preferential entailments in the predicate calculus case when they are defined

4Thus, for a reader familiar with the terminology used in [KLM90], a pre-circumscription is an inference
operation satisfying the full (or theory) versions of “reflexivity”, “left logical equivalence LLE”, “right weakening
RW” and “AND”.
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16 Moinard and Rolland

from a relation among M, we may use a more general notion introduced in [KLM90]. We
give the precise definitions concerned now, but, to distinguish clearly this notion from the
classical preferential entailment in the propositional calculus, we use another term, reflecting
the nature of this operator: multi preferential entailment.

Definitions 4.5 1. S is some set of copies of elements of M (or of C), also called states:
there exists a mapping [ from S to M, and for any y € M we call the set [71(u) =
{p1, pa, - - -} the set (possibly empty) of the copies of the interpretation pin S. If M is
finite, a simple counting argument shows that we may assume without loss of generality
that S is finite [KLM90]. S(7") is the subset of S defined by S(7) = [=*(M(T)).

2. A multi preference relation in L is a binary relation <, over such a set S. For any
T € T, we define the sets S, (T) = {u; € S(T)/ fornov; € S(T), we have v; <m 15},
M, (T) = I(S<,,(T)) and C,,(T) = {Th(u) / p € M, (T)}.

3. A multi preferential entailment is a pre-circumscription defined by:

f<n(T)=Th(M,(T)) e f<u(M= (] ¢ O

CeCx,, (T)

This definition is in the lines of some definitions given in [KLM90] and followers. We
may refer the reader to e.g. Definition 5.6 in [KLM90], except that we do not require a priori
any special property for <,,. Notice that rigorously we should precise each time the set
S and the mapping [, using a notation such as (S,l, <,,), however, to keep the notations
simple enough, we try to avoid this kind of notation, and, when we will define a multi
preference relation <,,, we will define also S and [. Clearly, any preferential entailment is a
multi-preferential entailment (it suffices to take S = M and the identity mapping for [).

Remark 4.6 M _(7) = {p € M(T)/ there exists some copy p; of p in S such that for no
copy v; of some v € M(T), we have v; <y, p;}.

As with preferential entailments, we get:

M(f2,.(T) =TC(M<,,(T)) =M( (|  Th(w),

BEM<,, (T)
thus, when V(L) is finite: M(f<, (7)) = M<, (T). O

For the sake of exhaustivity, let us remind that a yet more general notion has sometimes
been considered, where [ is a mapping from S to T (or equivalently here to P(M)) instead
of C (or M): see e.g. Definition 3.2 in [Boc99b]|, which is Definition 3.13 in [KLM90] without
any condition for <,,. The main difference is that multi preferential entailments satisfy
(CR) (called Or in [KLM90]|) and (CT) (called Cut in [KLM90]), while this more general
notion satisfies still (CT), but not necessarily (CR).
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As this notion is more complicated (being considered as “cumbersome” in [KLM90]), we
postpone its study to [MR99].

To a great extend, the notion of preferential entailment suffices to study multi preferen-
tial entailments, as we will explain in subsection 4.2.

Let us define now another particular pre-circumscription, which is useful in studying
some important cases of multi preferential entailments.

Definitions 4.7 [SF96, MR98a, MR98b] Let f be a pre-circumscription.

1. A formula ¢ is accessible for f iff there exists a theory T such that ¢ ¢ 7 and ¢ € f(T).

The set of the formulas inaccessible for fis Iy =L —J7cp(f(T) = T) = Nger(L —
(f(T) =T))-

2. A pre-circumscription f is an X-mapping iff there exists some subset X of L such that
p € f(T)iff (TUp)NX CTh(T). In this case, we will denote f by fx. O

4.2 Multi preferential entailments as traces of classical preferential
entailments

As already written after definition 4.5, any preferential entailment is a multi-preferential
entailment. However, we will show now that we have some kind of “converse”: we may study
very easily the multi-preferential entailments from the more natural and much simpler notion
of preferential entailments. We think this study is important for at least three reasons: 1)
The notion of preferential entailment is much more natural. It is a good thing to “reduce”
the more complex notion of multi preferential entailment to the simpler notion, for what
concerns the efficient computation, and also for what concerns the knowledge representation
point of view. 2) This makes clear the difference of nature between the properties which are
preserved when we restrict the language, and the other properties. It appears that the other
properties, which are at least as important from a knowledge representation perspective,
have not been studied so thoroughly in the literature, and it is possible that this brittleness
with respect to restriction of the language is one reason of this fact. 3) As we will see in
section 7, this study gives rise to a number of interesting results in non monotonic reasoning.

Theorem 4.8 If f is a multi preferential entailment defined in L, there exists a language
L' 2 L and a preferential entailment f' = f’, defined in L' such that for any 7 in L we
have f(T) = f'(T)NL = tr(f'(T)). If V(L) is finite, so is V(L'). O

Proof We choose some set P of propositional symbols not in V' (L), which is large enough to
satisfy the following condition: [ being the mapping associated to <,, as defined in definition
4.5, for any p € M, there exists an injective mapping m,, from = (u) to P(P"), the set of
all the subsets of P” (i.e. card(P") is such that 2°"¥®P") > card(I="(y)) for any pu € M).
L’ is the language which has V(L) UP" as vocabulary. As written in subsection 2.5, M’
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18 Moinard and Rolland

denotes the set of all the interpretations for L', and similarly for any such notation with
a“’” To each element u; in S we associate the interpretation m(u;) for L’ defined by
m(p;) = 1) U my(pi), where p = I(p;) € V(L) and my, (u;) € P”. In this way, we know
that m is an injective mapping from S to M'. We define the preference relation <’ over M’

as follows:
1) p' <"y if g ¢ m(S), 2) m(p;) <" m(v;) if p; <m vj, and  3) nothing else.
(tDef:<,~=<")

From definitions 4.2 and 4.5 we see that we have, for any theory 7 in L, S; (T) =
m~Y (M., (Th'(T))), thus, from definition 4.5, M, (T) = I~ (m~'(ML,(Th'(T)))). Now,
from definition 3.3, we get that we have, for any subset M} of M', [=}(m~=}(M})) = tr(M}).
Thus we get, for any 7 C L, M, (T) = tr(ML,(Th'(T))) = tr(ML,(TH (T)) N m(S)).

Also, from remark 3.4, we know that we have: TC(My,, (7)) = tr(T'C' (ML, (T (T)))),
fe. f4n(T) = tr(f,(T) = £1,(T) N L.

A consequence of this proof is that if V(L) is finite, we may choose a finite set S, making
P” finite also with card(P") = [logs(Mazem card(l=1(p)))]. O

Intuitively, we have now a language reach enough to make that any copy of interpretation
of the original multi preferential entailment corresponds to a distinct interpretation in the
new language, and the preference relation <’ defined in this new language corresponds to
the original multi preference relation defined in the set S of copies of interpretations for L.

Remark 4.9 It may happen (if L is finite, it always happen) that the set m(S) C V(L)
is a closed set in M’, which means that this is the set of the models of some theory
T' C L'. In this case we have, for any T C L, p € M (T) iff p € tr(ML (T UT)),
thus f(7) = tr(f/(TUT') = f(T UT')nL. If moreover this set is open (again,
this is always the case if L is finite) it corresponds to some formula 3’ € L' and we get

F(T) =tr(f(TU{B'}) = fF(TU{B}NL.

The interest of introducing such a fixed set 7”, or a fixed formula ', is that what
happens outside the set M’ (7”) for the preference relation <’ does not matter. Thus, we
may get rid of the loops ' <’ p’ given by the first term of the alternative in (1Def:<,;,~<").
This is particularly useful when we start from some given <,, and when we want some
specific properties such as irreflexivity for the relation <. We will sometimes be able to
find a solution using some set 7' while no solution exists with the basic case. We will give
examples of this situation in section 7. O

The natural question now is how far can we go in such a study: how easy is it to exam-
ine the properties of a multi preferential entailment f from the properties of some classical
preferential entailments f’ giving rise to f. This text provides a few clues, by examining
which properties of f’ are preserved by the operations just described.
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To make things precise, let us call (Def]), (Defl7/) and (Defs ) respectively the basic
case, the case where m(S) is closed and the case where it is also open:

Definition 4.10 Let f’ be some pre-circumscription in L' and 7’ U {8’} be some subset of
L’. We define successively three pre-circumscriptions f in L as follows:

o f(T)=tr(f'(T)) = f(T)NL. (Defl)
o (M) =tr(f(TUT) =F(TUT)NL (Defl 1)
o f(T) =tr(f(TU{f'}) = fF(TU{F}NL (Defls)

In the next two properties, we suppose that f’ = f-: is a preferential entailment in L',
and we examine successively the three cases (Def]), (Def]7/) and (Defls ), getting the three
corresponding definitions of <, or of < in terms of <'.

The first property is an immediate consequence of the arguments given in the proof of
theorem 4.8, and is given here only in order to make the correspondence just defined precise.

Property 4.11 We consider here a preference relation <’ in M’ and the preferential en-
tailment f’ = f. in L'. We suppose that f is defined from f’ in terms of (Def|), (Defls')
and (Def| ) respectively.

f is then a multi preferential entailment f = f4  in L defined as follows:

(Def}) S =M/, for any ' € S, I(1') = p' NV (L), and the preference relation <’ in L'
is taken as our multi preference relation <,,. (Def|: <"~ <)

(Defl77) S =M'(T"), for any p' € S, I(1') = & NV (L), and the restriction to M'(T")
of the preference relation <’ in L’ is our multi preference relation =<,,.
(Defl7:<'~=<m)

(Deflg:) : Particular case of (Defl7), where 7' = {§'}. (Deflg:<'~><p)
O

Property 4.12 We consider here again a preference relation <’ in M’ and the preferential
entailment f' = f., in L'. We suppose that f is defined from f’ in terms of (Def]), (Def|s')
and (Def] /) respectively. We suppose also here that f is a (classical) preferential entailment
in L, i.e that there exists a preference relation < on M such that f = f..

In this case, we may choose the preference relation < defined as follows from <’, for any
i, v in M (remind definition 3.1 for M’ (y)).
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(Defl) p < v iff, either M, (v) =0 and p = v, or M',,(v) # 0 and ®
for any v/ € M., (v), there exists p/ € M'(p) such that p' <’ v/'.
(Defl:<'~><)

(Defl7') p < v iff, either 4 = v and M, (Th'(v) /' T") =0,
oo M_,(TK(v) ' T') # 0 and for any v/ € ML, (TH(v) L' T),
(Def]7r:<'~=<)
there exists u’ € M'(u) N M'(T”") such that u' <’ v/'.

(Notice that Th'(v) L' T' =Th(v) L' T".)

(Deflg) cf case (Defly), with 7' = {#'}. (Defl g :<'~»<)
O

Proof: A preferential entailment f = f. is defined as soon as it is defined for the theories T
with one or two models. For 7 = Th(p) (n € M), we get f(T) =T iff M., (u) # 0, and
f(T) = Th(L) otherwise. For T = Th(u,v) with p # v, we get that if f(Th(v)) = Th(l)
then v ¢ M(f(T)) thus it is useless to add an eventual link g < v. If f(Th(v)) # L, we get
v¢ M(f(T))if p<v. O
Remark 4.13 We could alternatively have chosen the following shorter definition instead
of < as given in (Defl7/:<'~+<):
p=<v iff forany v € M'(v) N M'(T’), there exists p’ € (M'(x) UM'(v)) N M'(T")
such that ' <" v'.
The difference is that there are now many “useless” relations p < v: each time we have

v < v from the first alternative in the definition (Def]77:<'~»<), we add all the p < v, for
any p € M: clearly, this does not modify the resulting f-.

Similarly, we could have taken this alternative definition instead of (Def]:<'~»<): it
suffices to suppress the two occurrences of “NM’(7") "in the alternative definition given just
above. O

See below (preservation result 6.21) the case where we start from a multi preferential
entailment f' = f. : then f is a multi preferential entailment, and we describe a multi
preference relation <,, in L such that f = f<_.

5 The main logical properties of preferential entailments

5.1 Some of the main possible properties of a pre-circumscription
Remark 5.1 About the bibliographical references: In this section, when a result is
given as “known”, it comes from one of the following texts [Sho88, KLM90, Sat90, Sch92,

®Beware that we cannot replace M'_, (Th' (v)L/'T") by M, (v)NM'(T") or even by TC' (M, (v))NM'(T")
here, and that these three sets may be different.
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LM92, FL93, Mak94, MR94a, MR94b, Sch97, MR98b], which are some of the classical
references on the subject. As it is not the main purpose of this text, and as these results
are known now, we do not always precise more the references of each of these results.
Indeed, this would need long developments as generally various authors should be quoted,
and some proofs or connections between the different texts are not immediate. We will
instead concentrate our attention to the main purpose of this text which is to examine which
properties of pre-circumscriptions are preserved when the language is reduced or extended
as it is often done in the literature about non monotonic reasoning. O

Definitions 5.2 Here are various properties a pre-circumscription may possess. ¢ is a
formula in L, 7 and 7" are sets of formulas in L, while 71,72, 7; are in T:

Idempotence : FUF(M) = f(T) (Idem)
Reverse monotony : f(TuT C f(THuT” (RM)
Case reasoning : F(T)Nf(T2) Cf(T1NT2) (CR)
id. (infinite version) : Nier £(Ti) € f(Nier T4) (CRo0)
Conjunctive coherence : F(TuT") C f(MUf(T") (CC)
id. (infinite version) : Fliicr Ti) € Ui fF(Te) (I #90) (CCox0)
Restricted identity : if f(T1) C T then f(T2) =T (RI)
Disjunctive coherence : F(TiNT2) Cf(T1)U f(T2) (DC)
Disjunctive rationality : F(TiNT2) Cf(T1)U f(T2) (DR)
Monotony : f(T) Cf(TuT" (MON)
Cumulative monotony : if 7" C f(T) then f(T)C f(TUT") (CM)
Cumulative transitivity : if 7" C f(T) then f(TUT")C f(T) (CT)
Cumulativity : if 7" C £(T) then f(T)=f(TUT") (CUMU)
Preservation of consistency : if f(T1)=Th(L)=Lthen 71 =L (PC)
Coherent non monotony : if L¢f(T)uT"” then L& f(T)Uf(TUT") (CNM)
Rational monotony : if L ¢ f(T)UuT" then f(T)C f(TUT") (RatM)

Disjunctive coherence
for complete theories

F(T) € Neecir Uerecr) F(€NC) (DCC)

These properties come from various texts and are well-know except (CC), (CCoo),
(CRo0), (RI), and (DCC) which are ours (see [MR98b, MROO] for precise references and
more details). Our names come from the literature, except when some conflict existed be-
tween the notations used in various texts, or when no specific name has been given before,
to our knowledge.

About the “history” of such properties, notice that some of these properties come from
the literature about conditional logics, see e.g. [Ben84] for some properties of this kind in
this context and some bibliographical references.
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(CT) and (CM) appear for the first time in the context of non monotonic reasoning
in the pioneer [Gab85] (which has initiated the systematic study of such properties in this
context) under the respective names of cut and restricted monotonicity, the names we have
given in this text being rather common also.

(PC) appears in a context very close to circumscription (thus in a context close to
preferential entailment) in [BS85].

(CR), often called also OR, as in [KLM90]|, or distributivity as in [Sch92], is also one of
the “oldest” properties of this kind which has been considered.

(RM) is called by various names: its formula-only version (called (RMO0) below) is called
deduction principle in [Sho88] where it makes it first apparition in a context of preferential
entailment and circumscription; among the various names given to the full version (RM) we
may cite [infinite] conditionalization in [Sch92, Mak94] and, in the lines of Shoham, deductivity
in [FL93].

(DC) has no name in [Sat90] where it makes its first apparition to our knowledge
(formula-only version, called (DCO) below, which, as remarked by Satoh who was main-
ly concerned by circumscription, “corresponds [in a context of revision| to the property
called (R8) in [KMO91]”).

The formula-only versions of (DR) and (RatM) (called (DR0) and (RatMO0) below) ap-
pear in [KLMO90].

The formula-only version of (CNM) appears without other name than (13) in [LM92].

Beware that a few texts denote rational monotony by (RM), but the name “ra-
tional monotony” is misleading: see in [MR98b] why (among other authors, such as
[Gef92, Boc99a]) we consider (DR) and (RatM) as not “rational” at all®. Fortunately, as
shown in [Sat90], (RatM) is not a property of circumscriptions (except very trivial ones).
On the contrary, the variant of (RM) in which 7" must be finitely axiomatizable (see (RM1)
below) is a fundamental property of (multi) preferential entailments. As shown by [LM92],
(RatM) is satisfied only by very particular multi preferential entailments, which are express-
ible in terms of the possibility theory (see e.g. [BDP96]). Thus, we consider that (RatM)
is exotic in a context of multi preferential entailments and it is much better in texts about
general non monotonic reasoning and (multi) preferential entailments to use a short name
for (RM) and a longer name for (RatM). (RM) implies (CNM) (property 5.4-2 below) and,
from a common sense reasoning point of view, (CNM), which is a kind of “weak (RatM)”
(see e.g. property 5.4- 4 below) is much more desirable than (RatM).

Each of the properties listed above has a translation in terms of common sense reasoning.
For instance, (CR) means that if we conclude that Tweety flies in the two situations where

6Please notice that this comment applies in a context of pre-circumscriptions, that is when skeptical
reasoning is considered. Some results in [Boc99b] show that (RatM) is more desirable in a context of
credulous reasoning corresponding to default inferences as defined since [Rei80]: in this kind of reasoning,
f(T) is a set of theories instead of a single theory. With credulous reasoning, we no longer have necessarily
the equivalence (E): f(7) C f(7T1) U f(T2) iff f(T) C f(T1) or f(T) C f(T2). The failure of (E) makes
(DR) and (RatM) much weaker (and from Bochman’s results, at least in some cases, more desirable) than
in a context of skeptical reasoning, where (E) holds.
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all we know about Tweety is that Tweety is a bird and Tweety is a bat respectively, then
we get the same conclusion in the situation where all we know about Tweety is that Tweety
is a bird or a bat. For an intuitive meaning of most of these properties, see e.g. [MR98b],
which contains also further justifications for some of the names given here.

We need also some weaker versions of the properties given above:

Definitions 5.3 Formula versions

(RM1) f(Tue) C f(T)U
(CR1) f(Tue)n f(T |_|¢) C f(T Upvy
(DC1) f(T Ueve) C f(TUp)U f(T Uy
(DR1) f(T upvey) C f(T Up)U f(T Uy
(CC1) f(T UpA) C f(T Up) U f(T Uy
(CT1) ifp € f(T) then f(T Uyp) C f(T)
(CM1) if ¢ € f(T) then £(T) C f(T Ugp)
if = ¢ £(T) and v € £(7)
(CNMD)  then ~ ¢ £(T U p)
if ~@ & f(T)
(RatM1)  fen £(T) C £(T U )
if f(T)CTu
(RI1) then f(T U ) i T Ue.
(MON1) f(T)C f(TUy)

(RMO)
(CRO)
(DCO)
(DRO)
(CCo)

(CT0)

(CMO0)

(CNMOo)

(RatMo0)

(RIO)

(MONO)

Formula-only versions

fWAp)Cf)ue

fe)n f¥) C flevy
flevey) C fle)u f(¥
flevy) C fle) U f(y
flony) C fle)u f(¥

if p € f(¢)
then f(pAY) C f(¥)

if p € f(¥)
then f(¢) C f(pA9)

if o f(¢'), vESf(
then —) ¢ f(p A ¢')

if ~p & f(¢)
then f(¢') C f(pAy')

if f(1) € Th{p AY)
then f(oAY)

flp) C fleny). O

)
)
)
)

Property 5.4 (known or obvious) For any pre-circumscription:

1.

implies (Idem).
3. (RM) and (DCC) imply (DC).

(RM1) and (CR1) are equivalent, as are (RMO0) and (CRO).
(RM1) implies (CC1), (CNM1) and (RI1).
(

RM) implies (CT), (CR), (CNM), (RI), and (CCo0), (CT) implies (Idem), and (RI)

4. (DR) implies (DC), ((RatM)+(PC)) implies (DR), (CNM) and (CM).

(DR1) implies (DC1), ((RatM1) +
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5. Any full version implies its corresponding formula version, any formula version implies
its corresponding formula-only version: (CR) implies (CR1) which in turn implies
(CRO). Also, an infinite version implies its corresponding standard full version: (CRoo)
implies (CR) (notice that formula versions of (CRoo) could be defined, but we think
that our text gives already enough properties...) and (CCoo) implies (CC). O

We examine now some important particular kinds of pre-circumscriptions.

5.2 The main properties of (multi) preferential entailments and X-
mappings

Here are some properties of a (multi) preference relation which are sometimes useful:

Definitions 5.5 In points 1, 3, 5, 6 and 7, < may denote either a preference relation

(denoted by < in definition 4.2) or a multi preference relation (denoted by <, in definition
45).

1. A (multi) preference relation < satisfies the closure property, (cl) for short, if for any
T € T the set M (T) is a closed set (i.e. M<(T) = M(f<(T))).

2. A multi preference relation <, is safely founded, (sf) for short, if for any p; € S(T) —
S<,.(T), there exists v; € S, (T) such that v; <, ;.
Thus, a preference relation < is safely founded iff, for any pu € M(7T) — ML (T), there
exists v € M (T) such that v < p.

3. A (multi) preference relation < is well founded, (wf) for short, if it is transitive,
irreflexive, and there exists no infinitely decreasing chain.

4. A multi preference relation <, is regular, (reg) for short, if for any copies u1, o and
vy, Vo of the interpretations g and v respectively, we have p1 <, v1 iff po <, va.

5. A (multi) preference relation < is ranked, (rk) for short, if it is a strict order such
that we have:
if 3 < py then (///3 < 2 Or g < /141).

6. A strict order preference relation < is ranked by blocks, (rkb) for short, if we have:

(@) p=<p and p=<ps, or

if p3<p and ( (b) ps<p and pa<p >,then (2 < or pz < p2).

7. A (multi) preference relation has isolated loops if for any distinct (copies of) interpre-
tations g and v, we have: if y < p, then p £ v and v £ p.

8. Let (prop) be some property of a preference relation < defined in M. We say that <
satisfies the property quasi-(prop) — q-(prop) for short — if there exists a subset M;
of M such that 1) the restriction of < to M satisfies (prop), 2) the restriction of <
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to M — M; is equality (g < p and nothing else) and 3) nothing else, in particular if
p€M; andveM — M, then p Avand v £ pu.

By “the restriction of < to M satisfies (prop)” we mean precisely what follows: If

(prop) is some property of a binary relation (such as transitivity), < restricted to the
elements of M; must satisfy (prop). If (prop) is a property such as (sf) which involves
the sets M(7) and ML(T) for some theories 7', we replace in the definition of (prop)
each occurrence of M(7) by M;(7), where M;(7) = M(7) N M;. Notice that we
have M4 (T) = {n € My(T) / for nov € M;(T) we have v < u}.

We define in this way the properties quasi safely founded — q-(sf) for short —, quasi
ranked — q-(rk) for short—, quasi well founded — g-(wf) for short—, quasi-(ranked and
safely founded) — q-(rk-+sf) for short. Notice that this is not pertinent for any property,
e.g. a-(cl) is (cl) and g-(rkb) is (rkb)

If < satisfies (prop), then it satisfies g-(prop) and an irreflexive relation < satisfies
(prop) iff it satisfies g-(prop). O

(cl) is called definability preserving in [Sch92, Sch97] and faithful in [Mak94]. (Multi)
preferential entailments in which the relation satisfies (cl) are much easier to deal with, pre-
cisely because we get M(f<(T)) = M<(T). We will see below (property 8.14) an important
consequence of this property in our context.

If V(L) is finite, (cl) is trivially satisfied.

(sf) appears in a context of non monotonic reasoning and preferential entailment as with
minimally modelable theories in [BS85], then it was confusingly called well-founded in e.g.
[EMRS5]. The notion of (sf) for propositional multi preference relations appears as smooth
in [KLM90] and as stoppered in [Mak94]. In the “history” of non monotonic reasoning, the
first motivation for introducing such a property was to get preservation of consistency (see
[BS85, EMR&5, Sho88]). It is only later, in [KLM90] and related texts, that it was realized
that this property also implied cumulativity. In terms of propositional preference relations,
the closest analog of (sf) for multi preference relations as considered in [KLM90] — which
does not imply preservation of consistency —, is g-(sf) and not (sf). We make this point
precise here because it is very often overlooked.

(wf) is a well known mathematical notion, which implies clearly (sf) (even for preference
relations) while the converse is false.

(reg), when satisfied by a multi preference relation <,,,, means that the multi preferential
entailment f.  is equal to the preferential entailment f. associated to the preference rela-
tion defined as follows: p < p if p ¢ I(S), p < v if there exists p; € {7 (p) and v; € 71 (v)
such that p; < v;, and nothing else. This is to be compared with (Def]:<'~»<). Indeed,
when <,,, as defined by (Defl:<'~+<,,), satisfies (reg), f is a preferential entailment, thus
we are in the case in which (Def]:<'~»<) exists (cf property 4.12). Notice that for any
p € M, either M_,(p) = @ or M, () = M'(p). Thus (Defl:<'~»<) may be modified
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as follows, without modifying the resulting preferential entailment f.: p < v iff for any
v' € M'(v), there exists ' € M'(u) such that p/ <’ v/. (Defl7:<'~+<) may be simplified
similarly.

(rk) appears in [LM92] in order to deal with multi preferential entailments satisfying
(RatMO0). As noted in [ACS92|, (rk) means that < is a strict order and that its negation 4
is transitive.

g-(prop): This notion is introduced for two reasons: 1) As already explained about (sf)
above, it allows to make precise some connections with the literature of [KLM90] and fol-
lowers. 2) As we will see below, it is convenient when we allow the addition of a fixed theory
T, as done in (Defls).

We state now a few results coming from the literature, which are useful for our purpose
(remind remark 5.1).

Property 5.6 (known) < and <! are preference relations, <, and <! are multi preference
relations.

1. If < and <! are two preference relations, < being irreflexive, and if f4 = f_1, then
< =<1

2. If a preference relation < satisfies (sf), then < is transitive and irreflexive.

3. If a multi preference relation <, satisfies (sf), then there exists a transitive and ir-

reflexive multi preference relation <! satisfying (sf) such that f5, = f <1 . Moreover,
if <,,, satisfies also (cl), we may choose a <1 satisfying also (cl).

If V(L) is finite, any transitive and irreflexive multi preference relation <, satisfies
(sf).

4. If V(L) is finite, then a preference relation satisfies (sf) iff it is transitive and irreflexive.

5. If V(L) is finite, then a multi preference relation <, satisfies (sf) iff there exists a
transitive and irreflexive multi preference relation <}, such that f; = f.1 .

6. If V(L) is finite, then a preference relation satisfies q-(sf) iff there exists a preference
relation <, which is transitive and with isolated loops, such that f, = f- . We may
choose (and in fact we must: it is the only possibility) <, defined by: p <, vif u <v
and (u=vorvA£v). O

Property 5.7 (known, the results involving (DCC), (CC), (CCoc) and (RI) are from
[MR9&b, MRO0])

1. Any multi preferential entailment satisfies (CT) and (CR), thus (RM1), (CC1), (CN-
M1) and (RI1).
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A multi preferential entailment may falsify (RI), (CNM), (RM) or (CRoo).
For multi preferential entailments, (RM) and (CCoo0) (and (CC) when V(L) is enu-
merable) are equivalent.

2. Any preferential entailment satisfies (DCC). Thus we get:

Any preferential entailment satisfying (RM) satisfies also (DC) (see property 5.4); and
any pre-circumscription satisfying (RM) and (DCC) is a preferential entailment (re-
mind this result in property 5.9, points 5 and 6, given below).

3. Thus, if V(L) is finite, a pre-circumscription is a preferential entailment iff it satisfies
(CR) and (DCQ), iff it satisfies (CR) and (DC). Remind that in this case (RM) is
(RMO), thus also (CRO) or (CR), and similarly (DC) is (DCO0). O

Property 5.8 (known)

1. If a preference relation < satisfies (sf), f< satisfies (PC) and (CUMU).
If a multi preference relation <., satisfies (sf), then f  satisfies (CUMU).

2. If a preference relation < satisfies q-(sf), then f- satisfies (CUMU).

3. If f is a preferential entailment satisfying (CUMU) and (PC), then < is transitive
and irreflexive (thus there is only one relation < possible). O

There exist various characterization results from which we extract the following ones,
useful for circumscriptions, and which are easy to state if not to prove (see [MR98b, MROO0]
for the proofs and also for more results of this kind).

Property 5.9 1. [MR98b] A preferential entailment f- satisfies (RM), (CUMU) and
(PC) iff < satisfies (sf) and (cl).

2. [MR98b] If V(L) is enumerable, then a preferential entailment f. satisfies (CUMU)
and (PC) iff < satisfies (sf).

3. [Mak94, Observation 3.4.8] A pre-circumscription f satisfies (RM) and (CM) iff it is a
multi preferential entailment defined by a multi preference relation <, satisfying (sf)
and (cl). Thus, we get:

4. [KLM90] If V (L) is finite, a pre-circumscription f satisfies (CM0) and (CRO) (i.e. (CR)
and (CUMU)) iff it is a multi preferential entailment defined by a multi preference
relation <., satisfying (sf) iff (see property 5.6-3) it is a multi preferential entailment
defined by a multi preference relation <,, which is transitive and irreflexive.
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5. [Sch92, theorem 3.1] (or [Sch97, Theorem 2.81]) A pre-circumscription f satisfies (R-
M) iff it is a multi preferential entailment defined by a multi preference relation <,
satisfying (cl).

Thus, if V(L) is finite, a pre-circumscription satisfies (RM) (i.e. in this case (RMO) or
(CRO) or (CR)) iff it is a multi preferential entailment.

6. [MR98b] A pre-circumscription f satisfies (RM) and (DCC) iff it is a preferential
entailment defined by a preference relation < satisfying (cl). O

Remind that from proposition 5.6 there is only one preference relation < possible in the cases
of points 1 and 2. Remind also the two characterization results already given in property
5.7.

Here are a few results about rational monotony:

Property 5.10 1. [LM92, MR98b| If <,, satisfies q-(rk), f<, satisfies (RatM1) and
(DR).

2. [MR98b] If <, satisfies g-(rk) and (cl), or is a strict linear order, f, satisfies (RatM).

Notice however that a multi-preferential entailment f may satisfy (RM) and (RatM)
even if it does not exist any multi preference relation <, satisfying q-((cl)+(rk)), i.e.
(cl) + q-(rk), such that f = f, .

3. [MR98b] If < is an irreflexive preference relation, then f. satisfies (RM)+(RatM) iff
< satisfies (cl)+(rk). O

We end this section by a few results about X-mappings (cf definitions 4.7).
Property 5.11 [MR98a] Modifying the set X:

1. A pre-circumscription f is an X-mapping iff we have f = fr,.

2. For any set X7, I, is the A-closure of X: I, = {Apey ¢ /Y CX, Y finite}. O
Property 5.12 [MR98a] Logical properties of X-mappings:

1. Any pre-circumscription f which is an X-mapping satisfies (CUMU) and (CRoo).

2. If V(L) is finite, a pre-circumscription f is an X-mapping iff it satisfies (CMO0) and
(CRO) (to be compared with property 5.9-4). O

"Rigorously, with the definitions given in the present text, we should write here “any set X such that fx
as defined in definition 4.7 exists”, however, our formulation is justified by the fact that this result is true
for any set X, even if fx is not a pre-circumscription [MR98a, Theorem 3.2].
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6 The properties preserved by the reductions of the vo-
cabulary (Def]), (Def|,) and (Def|z)

We suppose L C L.

6.1 Introducing two important particular cases

f' is a pre-circumscription in L', and we define the pre-circumscription f in L by (Def]),
(Defl7) or (Defla) as in definition 4.10. All along this section 6, we will examine which
properties of f’ are satisfied by f. Firstly, let us give again the original definitions, in order
to introduce two useful particular cases.

Definition 6.1 1. f(7) =1tr(f'(T)) = f'(T)NL. (Defl)

2. f(T) =tr(f(TUT))=f(TUT')NL (Defl7)
We suppose that we are in this case (Def]7).

(a) If for any p € M, the set M'(T") N M'(u) = M'(T' L' Th(p)) is a singleton,

we say that we have the singleton property. (singleton property)
(b) If for any u € M, the set M'(7") N M/ () = M'(T' L Th(u)) is not empty,

we say that we have the non empty property. (non empty property)

3. f(M) =tr(f(TU{N) =F(TU{BHNL (Deflz)
(Def|3/) may also have the singleton property or the non empty property.
O

Notice that we have obviously that (Def]) is (Def|t), and that (Defls) is (Defls/}).
Thus (Def]) implies (Deflg), which in turns implies (Def]zs). By this formulation, we
mean that if f is defined from f’ by (Defl), then f is defined from f’ by (Defls) (choose
B = T), and if f is defined from f' by (Defls:), then f is defined from f’ by (Deflr)
(choose T' = {B'}). Thus, if a property is preserved by (Defl7), then it is preserved by
(Deflsr), and if a property is preserved by (Deflg), then it is preserved by (Def]). This
amounts to say that, if a property is not preserved by (Def]), then it cannot be preserved by
(Deflsr). Similarly, if a property is not preserved by (Deflg), then it cannot be preserved
by (Deflz:).

We have also that (Def|) implies (Defl s ) with the non empty property. Indeed, M(u)N
M'(T) = M'(p) for any pr € M, and M'(u) # 0. And clearly, (Defl ) with the non empty
property implies (Def]7+) with the non empty property.

Finally we get that (Defls ) with the singleton property implies (Def]s) with the non
empty property, and similarly for (Def] ;) instead of (Defls).

However, (Def]) implies neither (Def] ) with the singleton property nor (Def]s) with
the singleton property.
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Remarks 6.2 1. The singleton property is of particular interest. Indeed, in this case
there exists a one-to-one mapping u' from M onto M’(7”), defined by: u'(u) is the
only element in M/(p) "M (7). It is immediate to see that «'~" = ¢r: more precisely,
w'~" is the restriction of #r to the subset M'(7”) of M’ (remind that tr, considered
as a mapping from M’ to M, is not injective, unless M’ = M, i.e. L' = L). As
a consequence of this observation we get that ' 1 s continuous, thus, as we deal
with compact spaces, ¢’ is also continuous. This means that «' is an homeomorphism
between M and M'(7”). In particular, for any 7 € T, the restriction of u’ to the set
M(T) is a one-to-one mapping from M(7") onto M'(7T" L' T).

Here is another feature of this case: any theory 7" € T’ which contains 7' may be
written as 7 L' 7' where 7 € T, and we get in this way a one-to-one mapping from
T onto the set {7 €T/ T' CT"}.

If f' is a preferential entailment f./, f is necessarily a preferential entailment f.. For
any p € M, M, (Th'(p) L' T') is either the singleton M'(Th/(p) L' T') = M'(p) N
M/'(T") or the empty set and we get the following simplification of (Def| 7 :</~»=<):

p=<v iff o(p) < u(v) (Def]7::<'~><) (singleton case)

2. The non empty property is far from being so interesting. Let us just notice here that
it means that there exists a surjective mapping from M’'(7’) onto M such that, for
any 7 € T, its restriction to M'(7 L' T') is surjective onto M(7). O

We omit the proofs of point 1 here, as they are without difficulty.

In the following subsections, we examine which properties, among the properties intro-
duced above, are preserved by (Defl), (Def]z/) or (Deflg ). In the following proofs, 7,7
are subsets of L (when intersections are necessary, we require that 7,7 ; are in T), while
T', T are subsets of L'.

6.2 Logical properties of pre-circumscriptions

We examine here the properties in the order of definition 5.2.

Non preservation result 6.3 (RI) and (Idem) are not preserved by (Defl), even in the
finite case. O

Example 6.4 V(L) = {A},V(L') = {4, B}. f' is a pre-circumscription such that f'(T) =
f'(ANB) =TKW(AAB) and f'(¢) =Th'(L) for any ¢’ € L' —{T, AA B}.

If we have ¢’ =’ f(¢') for some formulas ', 4’ in L', we must have ¢’ = 1 or ¢/ = AAB.
Aswehave f'(1) =Th/(L) and f'(AAB) = Th'(AAB), we get in any case f'(¢') = Th'(¢'):
f' satisfies (RI), thus (Idem).

f is the pre-circumscription defined by f(7) = f'(7) N L for any 7 C L.

Then, f(T) = Th(A), f(¢) = Th(L) for any p e L — {T}.
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Thus we get A = f(T) and f(A) # Th(A): f falsifies (RI).
We get also f(T) = Th(A) and f(A) = Th(L): f falsifies (Idem). O

Preservation result 6.5 (RM) and (RM1) are preserved by (Deflz). (RMO) is preserved
by (Defls:). O

Proof: f’ satisfies (RM). f(T1UT2) = f/(T1UT2UT)NLC(f(T:UuT)L T2)NL
from (RM) for f'. Now, as T2 C L, we know that we have (f'(T;UT' )L To)NL =
(f(TiUT)NL)U Ts. Thus f(T1UT2) C f(T1)U Ta: f satisfies (RM).

The proofs for (RM1) and (RMO) are similar. O

Preservation result 6.6 (CR) and (CR1) are preserved by (Def] 7). (CRoo) and (CRO)
are preserved by (Deflg/). O

Proof: f’ satisfies (CR). f(T1) N f(T2) = (T2 U THNf (T THNLC f (T, L
THYN(T2THY)NL=f'((TiNT2) W T)YNL = f(T1NTa): fsatisfies (CR). The proofs
for (CR1) and (CRO) are similar.

f' satisfies (CRoo): We know from classical logic that we have (ﬂi§[ THu g =
Nicr (T3 W' B'), but that we are only guaranteed of ((;c; T5) W T C ;e (T W T') when I
is infinite and 7" is not equivalent to a formula. Thus, we may consider (Def] ), but not the
general case of (Def| 7). We suppose f’ satisfies (CRo0). (;c; f(Ti) = Nie, (f (T B') N
L) = (Mie; /(Tol B0 0L C £y (Ti0 BT = £ (Ngey ToU B)OL = F(ey To):
f satisfies (CRoo).O

Notice that (CRoc) is not preserved by (Deflr'), even when L' = L, as shown by the
following example.

Example 6.7 V(L) =V(L')={P, /i € N}.

We define the following interpretations: pn, = {F; / i < n}, p, = V(L). We take the
identity on T as our pre-circumscription f’: f'(7) = Th(T) for any T C L. We define the
pre-circumscription f by f(7) = f/(T U T’) for any T C L.

f' satisfies obviously (CRoo).

We define the following theories: 7' = 7., = Th(u,), T), = Th(pn).

We get then f(T3,) = f/(T,, W T,,) = Th(L) thus N, n f(T7,) = Th(L).

F(MaeNT0) = F((MaeNTR)UTL) = f1(TL) =T,

Thus Ve w5 £(73) € 7N 8 T4):  falsifies (CRoo). O

Non preservation result 6.8 (CC) is not preserved by (Defl), even when V(L) if finite.
O

Example 6.9 V(L) = {4,B},V(L') = {4,B,C}.
ThW(AAN(—-BVC(C)) ify=A
We define f’ as follows: f'(¢') =< Th(BA(-mAV-C)) if¢'=B
Th'(L) otherwise
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f' satisfies (CCO0), i.e. (CC) or even (CCoo0) as we are in the finite case. Indeed, the
only non trivial case to check is f'(AA B) C f'(A) ' f'(B), and we have f'(AA B) =
PO f/(B) = TH(L).

Now, with f(p) = f'(¢) "L we get f(AAB) =Th(L)NL =Th(L), f(A) =Th'(AA
(=BVC))NL =Th(A) and f(B) =Th' (BA(=AV-=C))NL = Th(B). Thus, f((AAB)) ¢
fA) U f(B) =Th(AA B): f falsifies (CC0). O

Non preservation result 6.10 (DC) is not preserved by (Defl), even when V (L) if finite.
O

Example 6.11 V(L) = {4,B},V(L') = {4,B,C}.
We define the following preference relation <’ on M': {B,C} <’ {4,B,C}, {4,C} <
{A, B}, and nothing else. Notice that <’ satisfies (sf).
We take f' = f.: as our pre-circumscription on L’. f’ being a preferential entailment,
we know that it satisfies (DCO0), i.e. (DC) or even (DCoo) as we are in the finite case.
We define the pre-circumscrip[tion f in L by f(¢) = f'(¢) NL for any ¢ € L.
Th(-=AV -B) ifop=T
We get f(p) =< Th(A< -B) ifp=AVB
Th(p) otherwise
We get f(A) = Th(A), f(B) =Th(B) and f(AV B) = Th(A & —B), thus f(AVB) ¢
Ff(A) U f(B) =Th(AA B): f falsifies (DC0). Thus, f is not a preferential entailment. O

Preservation result 6.12 (DR) and (DR1) are preserved by (Def] 7). (DRO) is preserved

by (Defls).
O

Proof: f’ satisfies (DR) and f(7) = f/(TW T')NL. f(T1NT2) = f'((T:NT2)'T")NL =
FUTU TN (T2 U T AL C (F(Ty U T) U f(To 0 T ML = (£(Ty 1 T) L) U
(F(T2WTYNL) = f(T1) U f(T2): f satisfies (DR).

Notice that the same proof works for the infinite version (DRoo) (definition (DR) as
given in definition 5.2 with an infinite number of 7;’s) for (Def]s ) but not for (Def|s+) (cf
the proof for (CRoo) above).

The proofs for (DR1) and (DRO) are similar to the proof given above for (DR) with
(Defl 7). O

Preservation result 6.13 (MON) and (MON1) are preserved by (Deflz/). (MONO) is
preserved by (Deflg ). O
Proof: f' satisfies (MON) and f(7) = f/(TUW T)NL. f(T1) = f/(T. UV T)NL C

FTW U THU T)NL=f(T1UT) W T)NL = f(T1UTa): fsatisfies (MON).
The proofs for (MON1) and (MONO) are similar. O

INRIA



Preferential entailments, extensions and reductions of the vocabulary 33

Preservation result 6.14 (CM) and (CM1) are preserved by (Defl7/). (CMO) is pre-
served by (Deflg/). O

Proof: f’ satisfies (CM) and f(7) = f(T L' T') N L. We suppose 71 C f(T2), ie.
T1C f'(T2wT')NL. Thus T1 C f/(T2 W' T'). As f' satisfies (CM) we get f/(T2L'T') C
f(T1W To W T'). Thus we get f(T2) = f/(T2UW TH)NLC f(TH U T T)NL =
FUT1uT2)UW THYNL = f(T1UT2): f satisfies (CM).

The proofs for (CM1) and (CMO0) are similar. O

Preservation result 6.15 (CT) and (CT1) are preserved by (Deflz). (CTO0) is preserved
by (Deflg ). O

Proof: f’ satisfies (CT) and f(7T) = f/(T U T') N L. We suppose T1 C f(T2), ie.
T1 C f(T2UT)NL. Thus T1 C f/(ToU'T"). As f’ satisfies (CT) we get f'(T1U'TLU'T") C
f(T2WT"). Thus we get f(T1UTa) = f/(THAUT2)W TH)NL = (T T T)NLC
F (T2 TYNL = f(Ts): f satisfies (CT).

The proofs for (CT1) and (CTO) are similar. O

(Non) preservation result 6.16 (PC) is preserved by (Def]), and not preserved by
(Deflsr) or (Defl7). O

Proof: (Defl): f’ satisfies (PC). If L € f(T) = f'(T)NL then L € f'(T) thus, by (PC),
LeTh(T),ie,asT CL, L € Th(T): f satisfies (PC).

(Defl ) or (Defl7+): Now, it is obvious that if L € f/(7 L' 7') N L, we may have e.g.
1 € TU T without having L € Th(T). O

Preservation result 6.17 (CNM) and (CNM1) are preserved by (Deflz/). (CNMO) is
preserved by (Defls ). O

Proof: f' satisfies (CNM). We suppose L € f(T1)Uf(T1UT2). Wehave f(71)U f(T1U
T2) = (F(Ta U T) ML) U (f(T2 UT) U T)NL) C f(T2 U THU f/((Ty UTa) U T') =
F(TiU T f(T1 U T2 U T'). Thus L € f/(T1 U/ T)L' T by (CNM). Thus, as T2 C L,
Le(f(THUT)NL)UTo,ie L€ f(T1)UTa: f satisfies (CNM).

The proofs for (CNM1) and (CNMO) are similar. O

Preservation result 6.18 (RatM) and (RatM1) are preserved by (Def]z/). (RatMO) is
preserved by (Deflg ). O

Proof: f’ satisfies (RatM). We suppose L ¢ f(T1)UTo,ie. L & (f(T1W T)NL)UTo.
As T C L, this is equivalent to L ¢ f'(T1 U T')L' Ts. By (RatM), we get f'(T1 L' T') C
(T T T)=fF((T1UT2) W T, thus f(T: W THYNLC f/((T1uT2) ' T)NL.
ie. f(T1) C f(T1UT2): f satisfies (RatM).

The proofs for (RatM1) and (RatMO0) are similar. O
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Thus, we get two kinds of properties: (Idem), (RI), (CC) and (DC) are brittle: they
are not preserved by (Def]). The other properties may have various degrees of robustness:
(RM), (CR), (DR), (MON), (CM), (CT) — thus (CUMU) —, (CNM) and (RatM) are very
robust, being preserved by (Def] ), while (CRoo) is moderately robust, being preserved by
(Deflsr), and (PC) is weakly robust, being preserved only by (Def]).

It is interesting to notice that in the literature, the robust properties have been much
more studied than the brittle ones. This is particularly clear for (RI), and also for (DR) with
respect to the related property (DC). Indeed, (DR) and (DC) have been introduced roughly
at the same time ([KLM90] for (DRO) and [Sat90] for (DC0)), and (DC) appears very rarely
in the literature, at least when compared to (DR). However we think that (DC) deserves
more study than (DR), being much more natural in a context of skeptical non monotonic
reasoning. It is possible that the brittleness of (DC) shown here is one of the reasons why it
has not deserved more attention. Another reason could be that this kind of properties has
been studied in conditional logic before being introduced in non monotonic reasoning, and
in conditional logic it is easier to formulate (DR) than (DC). But we do not believe that
this reason really matters here. Indeed, it is more tricky to apply this reason to (RM): the
formula version (RM1) is easy to formulate in conditional logic, but (RM1) is in fact (CR1),
and the full version (RM) is not so immediate to formulate in conditional logic. And (RM),
which is robust, has deserved some attention in the literature, since [Sch92]. By the way, it
is always possible to formulate all these properties in terms of conditional logic, even it is is
slightly more complicated.

6.3 Kinds of pre-circumscriptions

We examine now the situation when we start from an X-mapping or from a multi preferential
entailment.

Preservation result 6.19 The notion of X-mapping is preserved by (Def}g/). O

Proof: f' = fx: is an X-mapping in L' (X' C L"), and f(7) = f(T L' #') N L. We define
the following subset of L: X = {¢tr*(=f' V') / 2’ € X'}. We prove f = fx.

Let ¢ be some element of (7). Then ¢ € f'(T U' ') and, from definition 4.7, for
any ' € X', if TU{B,¢} E' 2/, we get T U{B'} E' 2'. For any z € X such that
T U{p} E z, there exists ' € X' such that z = tr*(=f4' V2') = z (from z € X), thus we
get TU{p} E' =8 va' from property 3.11-5,i.e. TU{S',p} E' 2'. From ¢ € fx:(TU' 5,
we get then T U 8’ ' /. Thus, T ' -8’ V 2’ and, from property 3.11-5 again, T | z.
This establishes ¢ € fx (7).

Let ¢ be some element of fx (7). Thus ¢ € L. Forany z € X,if TU{p} = z,then T E 2
from definition 4.7. Let 2’ € X be such that TU{f#', ¢} ' 2',i.e TU{p} ' -8’ va'. Then
we get, from property 3.11-5, TU{¢} = tr*(=8'Vz'), thus,as ¢ € fx(T), T Etr*(=5'va'),
thus, from property 3.11-5 again, 7 ' -4 v 2/, i.e. T U{8'} E' «': this establishes
v € fx(TU B).
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Notice that if we start from the set X’ = I, i.e. from a set X' which is closed for A
(cf property 5.11-2), we get a set X which is closed for A (proof immediate, using property
3.11-7).

Thus we get Iy = {tr*(=f'va') [z’ € I},

It is clear that the use of -/’ is crucial in the proof, thus this proof does not extend to
(Def|7+), and in fact the result is false for (Def7) (even in the case where L' = L: see our
comment about (CRoo) at the end of the proof of preservation result 6.6) as shown by the
following example.

Example 6.20 We take example 6.7 again. V(L) = V(L) = {P;, /i € N}.
As f' is the identity on T, f’ is an X-mapping (we may choose X = L). As f defined
by f(T) = f'(T UT') falsifies (CRoo), f is not an X-mapping. O

The proof of preservation result 6.19 extends to X-mappings which are not pre-
circumscriptions (definition 4.7 without requiring that f is a pre-circumscription, see note
7 and [SF96, MR98a]). O

Preservation result 6.21 The property of being a multi preferential entailment is pre-
served by (Deflz). O

Proof: We start from a multi preferential entailment f’ = f., . and we define f from f
by (Deflr): f(T)=f(TW T)NL for any T C L.

Let us say that the multi preferential entailment f’ is defined by the set S’, the mapping
I’ from S’ to M’ and the multi preference relation <!, defined on S’ (see definition 4.5).

As our set S, we take the set S = I'"1(M'(T"))
of all the elements y of S’ such that I'(u}) € M'(T"),
and we define the mapping ! from S to M as follows: (Defl 7<=l ~=<m)

for any p; € S, l(pi) = U (pi) NV (L) = tr{l' (i)
We define the relation <, on S as the restriction of <! to S.

We get the following identities, for any 7 C L:
LS(T=0I""MTUuT))=S8(TU T,

2. 8, (T) = I7 (ML, (T U/ T) =L, (T U/ T),
3. Mg, (T) =tr(ML, (TU'T).

Proof of identity (1): From definition 4.5 we get S(7) = [7*(M(T)). From the defini-
tion of I given in (Deflz:<] ~=<;,) we get [ = tr ol’. From the definition of S given in
(Defl 7 :<! ~»<,,) (remind that [ is defined in S only) we get then S(7) = I71(M(T)) =
U= (M(T))) N MI(T) = 1 Her = (M(T)) NMI(TT) = 11 (MI(T) NME(TT))) =
M (TU T =S(TUT.
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Proof of identity (2): From definition 4.5 we get S<, (7) = {u; € S(T) / for any v; €
S(T) we have v; 4, p;}. We know that <, is the restriction to S of </,. Thus, us-
ing also (1), we get: S<, (T) = {w € I'"? (M (T U T')) / for any v; € I'"'(M'(T U
T') we have v; A w} = {wi € S / U'(s) € M (T U T') and for any v; €
S such that I'(v;) € M'(T L' T")) we have v; £, pi} = U'"" (ML, (TU T")).

From definition 4.5 we get also I'"*(M_,, (TU' T'))=S., (TU' T').

Proof of identity (3): From definition 4.5 we get M, (T) = I(S<,.(T)). From the
definition of I, and from (2), we get then M. (T) = tr('('""'(ML, (T L' T')))) =
tr(M, (T U T')).

From remark 4.6 we get M(f< (7)) = TCMx, (T))- From (3) we get then
M(f<,.(T)) = TC(tr(ML, (T L' T"))). From remark 3.4-3 we get then M(f<,, (7)) =
tr(TC' (ML, (TU'T"))). From remark 4.6 again we get M(f<,, (7)) = tr(M(f<, (TU'T")).
From property 3.5 we get then M(f<, (7)) = M(tr(f<. (T U T)).

From the definition of f, this establishes M(f<, (7)) = M(f(T)), i.e. f= f<..:

the multi preferential entailment f. _ is equal to f.

We may define (Deflg:<),~~<m) and (Defl:<) ~»<p) by taking respectively 7' =
{B'} and T’ = {0} in definition (Deflz :<!,~<y,). O

Notice that, if <! =<' is a preference relation, we get property 4.11 as a particular case
of these results: (Def]z:<] ~<p,) is simplified into (Defl7/:<'~+<,,) as given there, and
similarly for (Deflg :<],~<p) and (Defl: <] ~><p).

Non preservation result 6.22 The property of being a preferential entailment is not p-
reserved by (Defl), even if V (L') is finite. O

From preservation result 6.21, we already know that if f’ is a preferential entailment, f
defined from f’ by (Def| ) is a multi preferential entailment. However, f is not necessarily a
preferential entailment, as shown by example 6.11. In fact, any multi preferential entailment
f which is not a preferential entailment gives rise to a counter-example (in the finite case,
this means any f satisfying (CR)=(CRO) and falsifying (DC)=(DC0)). Indeed, we know
from theorem 4.8 that we can express f from some preferential entailment f’ by (Defl). O

6.4 Properties of a preference relation

Now, we suppose that we start from a preferential entailment f' = f.. and that we are
in the case of property 4.12: f defined from f’' by (Defl), (Deflz/) or (Deflg/) is a pref-
erential entailment. Thus, f = f. where < is the preference relation defined from <’ by
(Defl:<'~><), (Def]77:<'~»<) or (Def|r:<'~»<) in property 4.12.

Then, we examine which properties of <’ are preserved, i.e. must be satisfied by <
provided they are satisfied by <.

INRIA



Preferential entailments, extensions and reductions of the vocabulary 37

Preservation result 6.23 (cl) is preserved by (Defls:<'~»<). O

Proof: We suppose that the preference relation <’ satisfies (cl) and that f, the pre-
circumscription defined from f' = f. by (Defls), is a preferential entailment in L.
We know from property 4.12 that we have f = f. where < is a preference relation
defined from <’ by (Deflzr:<'~<). As <’ satisfies (cl), we get, from (Defls :<'~=<),
M(f(T)) = tr(ML,(T" W' T)) for any T € T (1). It is easy to show that if z’ is minimal
for <" in M'(T L' T'), then ¢r(y') is minimal for < in tr(M'(T U T")) = M(tr(T L' T"))
(2). Thus, if v € M(f(T)), from (1) we know that there exists v € M, (7 L' 7") such that
v € M<(T), from which we get v € M4 (T) from (2): thus < satisfies (cl). O

Preservation result 6.24 1. If <’ satisfies (sf), then < defined from <’ by
(Defl:<'~»<) is transitive and irreflexive.

If moreover V(L) is enumerable, then < satisfies (sf).

2. If <’ satisfies q-(sf), then < defined from <’ by (Def]7+:<'~»<) satisfies q-(transitivity
+ irreflexivity). O

Proof: 1: We suppose that the preference relation <’ satisfies (sf), and that < is a preference
relation defined from <’ by (Def]:<'~»<) (see property 4.12). We know that <’ is transitive
and irreflexive from property 5.6-2.

We know that f’ satisfies (PC) and (CUMU) from property 5.8-1, thus f satisfies (PC)
and (CUMU) from preservation results 6.14, 6.15 and 6.16. Using property 5.8-3, we get
that < is transitive and irreflexive.

If moreover V(L) is enumerable, property 5.9-2 gives that < satisfies (sf), but we do not
know what is the situation to that respect in the non enumerable case.

2: We suppose now that <’ is q-(sf) and that f is defined from f = f-s by (Defl 7). We
know that f’ satisfies (CUMU), thus f satisfies (CUMU) from preservation results 6.14 and
6.15. We may take the set My = {g € M / f(Th(p)) = Th(p)} ={pe M/ p £ u} as
our set M; in definition 5.5-8. From (CUMU), we know that we may without real problem
“eliminate the interpretations which are outside the set My indeed, for any v # p, if
i< p, we have p A v and v £ p from (Def|77:<'~»<) and (CUMU). The other details of
the adaptation of the proof of point 1 are then immediate. O

Preservation result 6.25 (wf) is preserved by (Defl:<'~<), q-(wf) is preserved by
(Defl71:<'~»=<). O

Proof: We suppose that <’ satisfies (wf) (thus <’ satisfies (sf)) and that < is defined from <’
by (Def|:<'~+<). Then we already know that < is transitive and irreflexive from preservation
result 6.24. Now, if < has an infinitely decreasing chain p; 11 < u;, we get that a fortiori <’
must have such a chain.

Here also, the result for g-(wf) in the more general case of (Def]7/:<'~»<) is an imme-
diate consequence of the result for (wf) in the case of (Def}:<'~+<): again, it suffices to
choose the set {u / f(Th(n)) = Th(p)} as our set M; in definition 5.5-8. O
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Preservation result 6.26 (rk) is preserved by (Def|:<'~»<), provided <’ satisfies (sf): If
<’ satisfies (rk) and (sf), and if < is defined from <’ by (Def]:<'~»<), then < satisfies (rk).

Similarly if <’ satisfies g-((sf) +(rk)), and if < is defined from <’ by (Defl7/:<'~<),
then < satisfies g-(rk). O

Proof: We know that < is transitive and irreflexive from preservation result 6.24. Let us
suppose that we have p3 < p1. From property 4.12 we get that, for any pj € M., (1),
there exists pj € M'(us) such that p} <’ pf. Let us suppose that we have also p3 4 s,
thus there exists u/, € M'(us) such that for any p} € M'(us) we have ph A’ ph. Thus, for
any p; € M’/ (1), there exists p4 € M'(ug) such that we have pfy <" pf and pf £’ ph, thus,
from (rk), we get py <’ p}. This establishes ps < p1 from property 4.12: < satisfies (rk).
The result with the “quasi” versions is an automatic rewriting of this result, again with

M, ={peM/ f(Th(p)) =Th(p)} ={peM /[ pApu} O

Beware that if <’ falsifies (sf), we may have that <’ satisfies (rk) while < defined from
<’ by (Def|:<'~»<) falsifies (rk).

We replace now (rk) by (rkb): even in the presence of (sf), (rkb) is not preserved by
(Def}:<'~»=):

Non preservation result 6.27 If <’ satisfies (rkb) then < as defined by (Def}:<'~»<)
may falsify (rkb), even if V(L') is finite, thus even if <’ satisfies also (sf). O

Example 6.28 V(L) = {P,,R},P' = {P'},V(L') = V(L)UP".

po =0, p10 = {P1}, 0 = { P2}, 3 = { Py, P2} are the four interpretations for L.

We define the following interpretations for L': u} = p;, v} = p;U{P'}, for i € {0,1,2,3}.
We get then all the eight interpretations for L'.

<" is the preference relation of L’ defined as follows:

wy <" py, ph <" vy, g < py, po <" vy, vy < ph, vy <' V4 and nothing else.

<’ satisfies (sf) and (rkb): 1) <’ is transitive and irreflexive, thus we get (sf) from
property 5.6-4. 2) There are two “classes” Ey = {ug, 11, Vi, ps,v5} and Ey = {v§, uy, v4},
such that no element of E; is connected to an element of Fy and <’ satisfies (rk) on E; and
on Es. Tt is easy to see that 1) and 2) imply that < satisfies (rkb)2.

< is defined as follows (cf (Def|:<'~<) in property 4.12): ps < 1,0 < 1, Mo < M2
and nothing else.

Then, < falsifies (rkb): Indeed we have ps < p1, po < p1, o < p2 while po 4 py and
B3 A Ho.

It remains to verify that f is a preferential entailment, i.e. that we have f = f.:

All we have to do is to check that we get the result of the preferential entailmen-
t f< for the theories with more than two models. We get: f(Th({uo,p1,p2})) =

8This explains the name given to this property: satisfying (rkb) is satisfying (rk) “by blocks” [M0i99].
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Th({uo}), f(Th({po,p1,p3})) = Th({po,ps}), f(Th({po,p2,13})) = Th({po,us}),
F(Th({p1, p2, p3})) = Th({p2, ps}), f(Th({po, 1, p2,p3})) = Th({po, p3}), in each case
we get f(7T) = f<(T). O

We give now the similar results for the case where we start from a multi preferential
entailment f’<;n , getting thus a preferential entailment f, . This means that we examine
the preservation results for multi preference relations with (Def|z:<! ~»~<,,), as defined in
the proof of preservation result 6.21.

Preservation result 6.29 (cl), (wf), transitivity, irreflexivity, (sf), (rk) and (rkb) are p-
reserved by (Deflz/:<] ~»=<,). O

Proof: The proofs for the properties (wf), (tr), irreflexivity, (rk) and (rkb) are immediate:
these properties are always preserved when we restrict the relation to a subset of the original
set. This is no longer the case for the properties specific to a preference relation (and not
of any binary relation) (cl) and (sf).

In the following proofs, the identity numbers refer to the proof of preservation result
6.21.

Proof for (cl): From identity (3), we get Mz, (T) = tr(ML, (T L' T")). Thus, we
get TC(My,,(T)) = TC(tr(ML, (T W' T"))) = tr(TC'(ML, (T U T'))) from remark 3.4-
3. As f. satisfies (cl), we get TC'( '4“ (TUWTY) =M (f< (T T')). Thus, we get
M., (T) = tr(M'(fx (T U T'))) = M'(tr(f<; (T L' T"))) from property 3.5. Using the
definition of f we get: M, (T) = M'(f(T)): <m satisfies (cl).

Proof for (sf): Let p; be some element in S(7) — S, (7). From identities (1) and (2),
we get p; € S'(T U T') —SL, (T U T'). As <, satisfies (sf), we get that there exists
v; € S;;(T U T") = Sx,, (T) such that v; <!, ;. As p; and v; are in S, we get v; <, i,
and <., satisfies (sf).

The present result applies if </ =<' is a preference relation. However, in the yet more
particular case where f = f. is a preferential entailment, all we show by the present result
is that the multi preference relation <,, defined from <'=<!_ in (Def|7:<],~=<,,) satisfies
indeed (sf). Generally, <,, is not a preference relation, even if f is a preferential entailment
in L. Thus, the present result does not solve the problem left open in preservation result
6.24: generally, <, is not equal to < as defined in (Def| 7/ :<'~»<) because generally <, is
not a preference relation. O

Notice that all these results do not have the same importance. For instance the preser-
vation of (cl) has some importance, corresponding to the preservation of (RM) by (Def] 7).
Similarly, the preservation of (sf) corresponds closely to the preservation of (CUMU) by
(Defl7) and the preservation of (rk) corresponds closely to the preservation of (RatM) by
(Defl 7). However, the preservation of transitivity alone does not seem to have a real sig-
nificance: it is known that for any multi preference relation <,, we may always find some
transitive multi preference relation <!, such that f<i = f<,.: it suffices to introduce enough
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“useless states” and to complicate accordingly the relation. Similarly, it does not seem that
the preservation of (rkb) has another significance than the fact that this property alone
for a multi preference relation has no real consequence for the associated multi preferential
entailment (a point to be confirmed by a direct investigation, but which seems very likely).

Notice that (reg) is obviously not preserved by (Def|z/:<! ~»<,,), because otherwise
this would imply that the notion of preferential entailment is preserved by (Def]z).

6.5 The case of (Def| ;) with the singleton property

As already noticed, when the singleton property is satisfied by some particular example of
(Defl7), we get much more preservation results. We will give only a few indications on this
point here, omitting the proofs, which are straightforward, and which would unreasonably
augment the size of the present paper.

Thus (cf remark 6.2-1), we suppose here that f’ is a pre-circumscription in L’ and that
f is defined from f’ by (Def|7/), where 7" is such that the singleton property is satisfied:

For any 7 C L, we have f(7T) =tr(f'(TW T") = f/(TU T')NL and,
for any p € M, M'(Th(u) L' T') is a singleton denoted by {u/(u)}.
The one-to one-mapping v’ is an homeomorphism between M and M'(7”):
u' and u'~" are continuous with respect to the topologies of M and M/ (7).

The existence of such a mapping has important consequences on the preservation results.
It can be shown that all the properties introduced in definition 5.2 are preserved. Also, all
the “unary versions” given in definitions 5.3, such as (RM1), (DC1), are preserved.

The notions of preference relation and of preferential entailment are also preserved, as
already seen in remark 6.2, and we have,

for any p,v in M: p < v iff u'(u) <" v'(v) (Deflz:<'~»=<) (singleton case).

For what concerns the properties of a preference relation, using (Def]z+:<'~+<) (single-
ton case), it can be proved that all the properties of a preference relation defined in definition
5.5 are preserved. Similarly, all the properties of a multi preference relation are preserved.
Indeed, in the list given in preservation result 6.29, only (reg) was missing, and it is easy to
check that (reg) is preserved when we have the singleton property.

Notice however that generally the “zero versions” of the properties given in definitions 5.3
are not preserved. A typical example of this situation is (DCO0) with respect to circumscrip-
tions. We will see in remark 7.3 below that any formula circumscription may be defined from
an ordinary propositional circumscription in terms of (Def|7) with the singleton property.
We know that any ordinary propositional circumscription CIRC(P,Q,Z) satisfies (DCO)
[MR98Db, Corollary 4.12], and that a formula circumscription CIRCF(®,Q,Z) may falsify
(DCO0) [MR98b, Example 5.18]. Here is an informal description of the problem with the “zero
versions”. The mapping u’ from M onto M'(T”) is such that any closed set M; C M has
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an image u'(M;) which is closed in M'(T"), thus, as M'(7") is closed in M’, u/(M;) is also
closed in M'. If we have now an open subset M; C M, we know that the set u/(M) is
open in M'(T"), but we do not know whether «'(M;) is open in M’ or not. Thus, it may
exist some formulas ¢ € L such that u/(M(y)) is not open and closed in L', i.e. such that ¢
does not correspond to a formula ¢’ € L'. This explains why the fact that f’ satisfies some
property for all the formulas is not enough to ensure that f satisfies this property: we may
need to examine some non finitely axiomatizable theory 7 € T’ in order to recover all the
formulas ¢ € L.

If 7' is finitely axiomatizable, i.e if we are in fact in the case of (Defls ), still with the
singleton property, then all the zero versions given in definitions 5.3 are preserved. Indeed,
we do not have the problem described above, because M'(') is open and closed in M.
In particular, this gives another proof of the already known result that, if @ is finite, then
CIRCF(®,Q,Z) satisfies (DC0) [MR98b, Proposition 5.17].

Here are two other important preservation results, in this case:

The notions of X-mapping and of formula circumscriptions are preserved by (Def| ), if
the singleton property is satisfied.

We still omit the complete proofs, which are straightforward, but we provide a few
indications, by describing how to construct the sets X (from X’) and & (from ') in these
two cases.

For any formula ¢’ € L', let us define the formula tr,(¢’') € L by M(tr,(¢')) =
WM (U T)) ={peM /U (p) € M(T)NM'(¢")}. As M'(T")NM'(¢') is open and
closed in M'(7”), and as u’ is an homeomorphism, we know that this set is open and closed
in M, thus we define a formula in L in this way. This new definition lies “between the two
traces” of ¢ defined in definitions 3.3 and 3.9: we have tr*(¢) = try (p) E tr(p), where the
two |= may be strict, as shown by the following example.

Example 6.30 V(L) = {4}, V(L') = {A,B} and 7' = {#'} = {-B}. For any p € M,
let us define u'(p) = p. Then, for any u € M, we have M'(Th(p) L' =B) = {u/(u)}: the
singleton property holds.

We consider ¢’ = A< B e L.

Then we have tr(¢') =T, tr*(¢’) = L, try(¢') =-A. O

We may now give the following two constructive preservation results:
Let f be defined from f’ by (Def]7'), with the singleton property.

1. (a) If X' C L, if f' is the X-mapping fx-, then f is the X-mapping fx, where X is
the set defined by X = try (X') = {tru (¢') / ¢ € X'}.
Moreover, if X' = I+ (see in definition 4.7, from property 5.11-1, we know that

this means that X' is as above and is its own A-closure), then the set X = tr, (X')
is the set Iy (i.e. X is its own A-closure).
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(b) These two results hold even if we consider the more general notion of X-mapping
as introduced in [SF96, MR98a] (cf note 7), which is not necessarily a pre-
circumscription. Then f defined from f' by the extension to any mapping from
T to P(L) of (Defl7) (still with the singleton property) is not necessarily a pre-
circumscription, but it is still an X-mapping in this full acception, and the sets
X and Iy may be obtained from X' or Iy as in (a).

2. If ® C L' and if f' = CIRCF(®',0,V(L')), then f is a formula circumscription in L.
We have f = CIRCF(®,0,V (L)) where ® = try(®') = {tru(¢') / ¢’ € ¥'}.

7 A few applications of these results

Let us give a few useful applications of some of these results. As these examples deal with
(propositional) circumscriptions, let us first remind the definitions involved.

7.1 The example of formula circumscription

Definition 7.1 V(L) = P UQ UZ. Here and in the following, P, Q and Z are disjoint
sets?. P is the set of the circumscribed propositional symbols, Z is the set of the varying
ones, the remaining ones in Q being fized. We define the preference relation <(p, q, z) by:
p=p, q z vifPNpCPNrand QNu=QnNu (strict C, no condition for Z).
The circumscription CIRC(P,Q,Z), is the preferential entailment f<(P’ Q 2 U
This is the classical (semantical) definition of propositional circumscription, which has been
studied in depth in [Sat90], and used by various authors (the present definition may be found
e.g. as [LS97, Definitions 3, 4]).
A more general circumscription is often used also [McC86, PM86, Cos98|, for which we
give the propositional version:

Definition 7.2 @ is a set of formulas in L, V(L) = QUZ (disjoint union), P’ = {P, },cq is
a set of distinct propositional symbols not in L. The formula circumscription of the formulas
®, with Q fixed and Z varying, is defined as follows, for any 7 C L:

CIRCF(®,Q,Z)(T) = CIRC(P',Q,Z) (T U{p & P(;}<p€<1>) N L.
CIRC is defined in the language L' which is L augmented by P’: V(L') = V(L)UP'. O

Remark 7.3 This provides a widely used example of (Def] 7). Moreover, this example is
particularly interesting because we have here the singleton property introduced in definition
6.1. O

9This condition is not absolutely necessary for ordinary or formula circumscription, but it is needed in a
few proofs or counter-examples. As this is not a real restriction anyway, it is safer to impose this condition
throughout.
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Proof: We have here 7' = {p & Pj}sca, thus we get that, for any pu € M, there is exactly
one ' € M'(u) N M'(T"), namely p' = /() = pU {P}} - O

Thus, we may use the results given in subsection 6.5.
Notice that any ordinary circumscription is a formula circumscription:

CIRC(P,Q,Z) = CIRCF(P,Q,ZUP).

Remark 7.4 [folklore] CIRCF(®,Q,Z) is the preferential entailment f- in L associated
to the preference relation <(¢,q,z) defined by:

B =@qz) Vif Th(p)N® CTh(r)N®and QNu=QNv. O

Remarks 7.5 Let us call <’ the preference relation in L' associated to CIRC(P',Q,Z),
ie. =<'=<(p qz (definition 7.1), and < the preference relation in L associated to
CIRCF(®,Q,Z), ie. <=<(s,q,z) (remark 7.4).

If we use the preservation results for (Def]7) and for (Def] 7 :<'~+<) of the preceding
section, we get the following results about formula circumscription and its associated rela-
tion. Notice that most of these results were already known: see e.g. [Poo94, Mak94], or
[MRI8b] to which we refer the reader for more details and precise references (which may need
to combine various texts). However, the method given here is much simpler than previous
methods, as we need only to consider the easier ordinary propositional circumscription.

1. (known) < satisfies (cl) if ® U Q is finite: As we know that <’ satisfies (cl) iff P’ U Q
is finite or P’ = () [MR98b, Proposition 4.13-2|, it suffices to apply preservation result
6.23.

2. (known) A formula circumscription CIRCF(®,Q,Z) satisfies (RM) as soon as @ U Q
is finite: either use point 1 together with property 5.9-5, or use preservation result
6.5, and the result stating that an ordinary circumscription CIRC(P’, Q', Z') satisfies
(RM) iff P’ U Q' is finite or P’ = () [MR98b, Proposition 4.13-1].

3. (new to our knowledge) Notice that there is no condition on the sets Q and Z here.

If ® is finite, then the formula circumscription CIRCF(®, Q, Z) satisfies (CRoo) (use
[MR98b, Proposition 4.19] for ordinary circumscription and preservation result 6.6).

If & is finite, then the formula circumscription CIRCF(®,Q,Z) is an X-mapping (use
[MR98b, Theorem 6.40] for ordinary circumscription and preservation result 6.19).

4. (known) Any formula circumscription satisfies (CUMU): use the result stating that
any ordinary circumscription CIRC(P’, Q’,Z’) satisfies (CUMU) [MR98b, Proposition
4.7], and preservation results 6.14 and 6.15. O

However, we cannot get directly (PC) or (DC) (in some cases) for CIRCF by this general
method, and we do not know whether we can prove (sf) for < in the non enumerable case
by this method or not. Now, we may use the fact that we have the singleton property.
This shows that most of the properties of ordinary circumscription are also true for formula
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circumscription (see subsection 6.5). Thus, we get the following results (which were already
known, using other methods which need a specific proof in each case).

Remarks 7.6 Using the preservation results for (Def|7+) with the singleton property given
in subsection 6.5, and the known results for ordinary circumscription CIRC(P,Q,Z), we
get the following results for formula circumscription:

1. A formula circumscription satisfies (PC).
2. The preference relation <(4,q,z) associated to CIRCF(®; Q,Z) satisfies (sf).

3. If ® U Q is finite, then CIRCF(®;Q,Z) satisfies (DC) (using [MR98b, Proposition
4.24)).

4. If @ is finite, then CIRCF(®; Q, Z) satisfies (DCO) (already proved as [MR98b, Prop-
sition 5.17]). Here we need only to use the immediate result that any ordinary circum-
scription satisfies (DC0) [MR98b, Corollary 4.12], and to notice that, when @ is finite,
we are in the case of (Deflg)). O

As another example of (Def|7+), let us remind a useful well known result, applied here
to propositional circumscription:

Property 7.7 [dKK89| Any circumscription can be expressed in terms of (Def] ) from a
circumscription without fixed proposition:

Let us suppose that we have V(L) = PUQUZ, with Q = {Q;},cs and that we define a
set of new (not in L and all distinct) propositional symbols Q' = {Q}}jes. Forany T CL
we get:

CIRC(P, Q, Z)(T) = CIRC(P UQUQ', 0, Z)(T U {Q; & ~Q}}jes) NL.
The second CIRC is defined in the language L' such that V(L") = V(L)u Q'. O

Moreover, here again we have the singleton property. Indeed, as 7' = {Q; < —Q}}jeu here,
for any p € M, there is exactly one ' € M'(u)N\M'(T"), namely p' = o'(n) = pU{Q} / p =
Qj}

Remark 7.8 A consequence of this result is that we could have defined the notion of formula
circumscription without any fixed proposition. Indeed we get:

CIRCF(#,Q,Z) = CIRCF(2 U {Q,~Q}geq,, QU Z).

Notice however that it is not always a good thing to omit Q in the notation of a formula
circumscription, for instance, this would not allow to distinguish between the two cases given
in points 3 and 4 of remarks 7.6. O

As a second example of application of such a study, let us give now a characterization
result for finite cumulative multi preferential entailments. Before giving this result, we need
to complete an already known result about the characterization of finite formula circum-
scriptions.
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7.2 About the characterization of finite formula circumscriptions

Theorem 7.9 [Fre98, Cos98, MRIO8b| If V(L) is finite, then a pre-circumscription f is a
formula circumscription iff it is a preferential entailment associated to a preference relation
< which is transitive and irreflexive. O

Remark 7.10 From properties 5.7-3 and 5.9-1 (in the finite case, (cl) is trivially satisfied),
we know that a pre-circumscription f is a preferential entailment f = f associated to a
transitive and irreflexive relation iff it satisfies (CR), (CUMU), (DC) and (PC). D

As theorem 7.9 has independently appeared at least three times as [Fre98, Theorems
13 and 14], [Cos98, Theorem 7] and [MR98b, Proposition 5.24-1], we could omit the proof.
However, this result is an interesting application of an “old” and immediate mathematical
result, thus we think that it is important to make this clear, which was not done in the
referenced texts. [Cos98], in which no constructive definition is given, makes allusion to
unprecised mathematical results. We think it is important to make this connection precise,
not only for “historical” reasons, but mainly because, as we will see, this will help to provide
an interesting constructive method for the characterization result given in theorem 7.16, as
explained in examples 7.19 and 7.20 below.

Proof of theorem 7.9: Our description of the proof is longer that it should be, this is to
put the similarity of the last two steps in perspective. We hope to convince the reader that
this proof is elementary and that it is strange that this result has not appeared before 1998
in the literature about circumscription.

The side “only if” of the proof has already been given as remark 7.4, so we suppose here
that we are given a transitive an irreflexive preference relation < on M.

The core of this proof is a double application of a result given in [Mac37]'°: any pre-order
(i.e. transitive and reflexive) relation < on a set E may be put in correspondence with the
relation C (or by duality D, which is the result that we will use) on a subset of the set of all
the sets of E. The subsets concerned are very natural, being (when as here we want to get
D) the sets of all the elements “following” a given element e € E for the relation <. In the
theory of pre-order, any union of such set is sometimes called a filter, the unions of the dual
sets, with “preceding elements”, being called ideals. To follow closely MacNeille’s exposition,
it is convenient to introduce a transitive and reflexive relation < such that we have p < v
iff 4 < v and v A p. This is done in “step 07, and this step is necessary if we want to obtain
latter one of the smallest possible sets of formulas to circumscribe. The exact formulation
of the result used here is as follows: < being a transitive and reflexive relation on a set F,
we define, for any ey € E, the set s(eg) = {e € E / eg < e}. Then we have, for any elements
€1,€e2 of E,

e1 = eq iff s(ea) C s(er) (MN)

10This is the oldest reference we know. As we need only the easy finite case, it is possible that older
references exist (|[Mac37] studies mainly the infinite case, and gives a great number of much deeper results).
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This result is given (among other results) in [Mac37, Lemma 11.8 and Theorems 11.6 and
11.9]11.

Step 0, preparation for applying (MN): In order to minimize the size of the set of formu-
las ® obtained directly from < as explained in step 1 below, we must choose a relation <
(associated to <) having a graph as great as possible. The worst possibility to that respect
is to choose the (order) relation <== defined by g <o v if g < v or p = v. The best
possibility (see remarks 7.12 below) is to choose <==; defined by: p <; v if g < v or

({p' eM/p<p}={p € M/v < p'} and {p' € M/p' < p} ={p' € M/p' <v}).

Step 1, first application of (MN): We associate to each u € M the set s(u) = {v €
M/p 2 v}. From (MN) we get, for any p,v in M: g <X v iff s(v) C s(u). We get then a set
M= = {s(p)} pem of subsets of M. Now, what we need is a set of formulas instead of a set
of subsets of M: For any u € M we define the formula ¢(u) by M(p(u)) = s(p).

Thus we get a set of formulas ®< = {p(u) }uem, with p < v iff p(v) = (). (S1)

Step 2, second application of (MN): We apply (MN) again, starting from the set ®<
with the transitive and reflexive relation |=. For any ¢ € ®<, we define the set of formulas
() = {¢' € ®< / ¢ = ¢¥'}. From (MN), and from the definition of ®<, we get, for any
W, v in M:

o) E 90(1/% iff p(p(v)) € 2(p(w)) (52)

We get ¢(v) € cp(go( ) iff o(p) |E ¢(v) from the definition of @(p(n)), (k) E ¢(v) iff
v X pfrom (S1), and v < piff p € s(v) iff p |= ¢(v) from the definitions of s(p) and of ().

) of
As we have p = o(v) iff o(v) € Th(p) from the definition of Th(u), we get p(v) € §(e(u))
iff o(v) € Th(p). From the definition of the set ®<, this means, for any p € M:
2(o(1)) = Thip) N D, (53)
From (S1), (S2) and (S3) we get then p < v iff Th(u) N ®< C Th(v) N $<.
A fortiori we get: p < v iff Th(p) N ®< C Th(v) N ®<. From remark 7.4, we know that
this proves that we have f = f, = CIRCF(®<,0,V(L)). O

This proof is close to the proofs given in [Fre98, MR98b], but these texts do not consider
step 0 and they ignore the similarity between the next two steps.

Step 0 reduces the size of the set ®< of formulas to circumscribe, obtained in step 1.
Step 1 explains how, starting from a reflexive and transitive preference relation <, we may
define a set of formulas ®< associated to it. Step 2 explains how, starting from any set ® of
formulas, we get a transitive and reflexive relation < naturally associated to ®. Let us call
=g this relation, defined by p <¢ v if Th(u) N ® C Th(v) N ®. Step 2 establishes <¢_==.

Remark 7.11 Remind that ® and ¥ have the same closure for A and V iff <¢==y [MR98b,
Proposition 5.33]. This allows to reduce again the size of the set of formulas to circumscribe.

' Notice that [Mac37] examines simultaneously equivalence (MN) and its “dual” form defined as follows:
introducing the set p(eg) = {e € E / e < eg}, we have also e1 < ez iff p(e1) C p(ez).
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We also know that we have <p==y iff, for any set of formulas &; C L, we have
CIRCF(® U ®,0,V(L)) = CIRCF(Y U &,,0,V (L)) [MR98b, Proposition 5.33]. O

Let us give here a few additional comments about the size of the set of formulas ®<
obtained after steps 0 and 1. This is an important matter, as it is a good thing to get a set
of formulas ® as small as possible. The two relations <g and =<; introduced in step 0 are
respectively the smallest one and the greatest one (see examples 7.13 and 7.14 below). The
next remark formalizes this affirmation. Notice also that if we choose <== in step 0, the
set < = {¢(p)} em that we get in step 1 is always made of card(M) different formulas.
Thus, any other choice for < in step 0 will give a set ®< with at most card(M) formulas.

Remarks 7.12 Let < be some transitive and irreflexive relation on a set F, and let us call
associated to < any reflexive and transitive relation < on E such that we have, for any e, ey
in E:

e;1 < ey iffe; <eyand ey Aeg (Assoc).

We denote by s,.(e) and p,(e) respectively the two sets s.(e) = {€/ € E/e < €'} and
pr(e) = {¢' € E/e’ < e}'2. Let us define the following two relations < and <; on E:

e1 o es if e; <esor e; =es, and

er 31 ey if e; < e or (sq(e1) = s,(e2) and p,(e1) = pr(e2)).

Then we have:

1. <o and =<; are associated to < and, if < is any relation associated to < we have, for
any ey, es in E: (1) if e; <o eo then e; < e and, (2) if e; < e then e < eo.
Thus, any relation < associated to < lies somewhere “between <9 and <1”.

2. = is the only order relation < satisfying (Assoc).

3. Beware that it does not suffice for a transitive and reflexive relation < to be “between
<o and =<1” in order to be be associated to <.

More precisely, a preference relation < is associated to < iff its graph is the reunion of
the graphs of < and of some universal relations restricted to subsets of M over which
< is the universal relation.

4. If ® is one of the smallest (in terms of cardinality) sets of formulas having the same
closure for A and Vv as ®<,, then, for any relation < associated to < and for any set ¥
of formulas having the same closure for A and V as ®<, we have card(®) < card(¥).

5. If < is (rk), we get e1 <1 ex iff ex £ €1.

In this case, <X is also the greatest relation < satisfying (Assoc). O

12The index r is here to mean “reduced” or “strict”, in order to make a clear difference with the sets s(e)
and p(e) introduced in the proof of theorem 7.9, and which are defined from < instead of <.
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Proof: Point 1: It is obvious that =< is associated to < and that any relation < associated
to < will verify implication (1): Indeed, any such relation < different from =<, will make
at least two distinct elements “equivalent” (meaning p < v and v < u), thus equalizing the
formulas ¢(u) and ¢(v), while no distinct “equivalent” elements exist for the relation <q.

It is also obvious that < is reflexive. We prove now that < is transitive: We suppose
e; <1 ez and ey =g e3. If we have e; < ez and ey < e3, we get e; < eg by the transitivity
of <. If we have e; < ey and s.(e2) = s.(e3) and p.(e2) = pr(e3), we get e; < e3 from
pr(e2) = pr(es). If we have s,.(e1) = s.(e2), pr(e1) = pr(e2) and es < e3, we get e; < e3
from s.(e1) = sr(e2). If we have s.(e1) = s.(e2), pr(e1) = pr(e2), sr(e2) = sr(e3) and
pr(e2) = pr(es), we get s.(e1) = s,(e3) and p,(e1) = pr(es). In any case we get e; =<1 e3.

We prove now that =< is associated to <. We have e; <1 es and es A1 e; iff we have
[e1 < ex or (sr(e1) = sr(ez2) and pr(e1) = pr(e2))] and [e2 £ e1 and not (s.(e1) = s,(e2) and
pr(e1) = pr(ea))]- As < is irreflexive and transitive, we have that if e; < ez then ez 4 eq,
thus we get: e; =<1 es and es A1 ey iff [ey < es] and [s,(e1) # sr(e2) or p.(e1) # pr(e2)].
Now, if e; < es we have e1 € p,(e2), ea € s.(e1) and, as e; ¢ p.(e1) and ey ¢ s,.(ez), we get
pr(e1) # pr(e2) and s,.(e1) # sr(e2). This gives ey =1 ey and ey A e iff e; < es, as wanted.

We prove now that implication (2) holds!®. Let us suppose that < is some relation
associated to < and that we have e; < e5. Then, we have e; < es or es < e; from the “if”
side of (Assoc). If e; < e2, we get e; <1 es from the definition of <, so, we suppose now
that we have e; £ es.

Thus we have e; < e1, and still e; < es.

e Let us suppose that we have e € p,.(e1), i.e. e < e;. Then we get e < e; from the “only
if” side of (Assoc), thus e <X ey by transitivity. Thus we get e < es or e; < e from the “if”
side of (Assoc). If we have ey < e, we get e; = e by transitivity, thus e £ e; from the “only
if” side of (Assoc), a contradiction. Thus we must have e < ey, i.e. e € p.(e2). Thus, we
get pr(e1) C pr(e2).

e Let us suppose that we have e € s,.(e3), i.e. ea < e. By similar arguments, we get
e1 <e, ie e€s.(er): sr(ea) C sr(er)-

e As our hypothesis is symmetrical, we get, exchanging the roles of e; and ey in above
proof: p.(e2) C pr(e1) and s.(e1) C sr(e2).

We get then p,.(e1) = pr(e2) and s,.(e1) = s,(e2), thus e; =3 es.

Point 2: If < is an order relation satisfying (Assoc), we get that p < v and v < p implies
1 =v. As moreover we know from point 1 that pu <o v implies g < v, we get <==,.

Point 3: Let M be {u1,u2} and < be the relation with an empty graph. Then =g
is equality and =<1 is the universal relation in M. We define < by o 2 v iff u <o v or
= p1 and v = po. Then, < is transitive and reflexive, and (as any reflexive relation in this
example) it lies “between <o and <;. However =< falsifies (Assoc): p1 = po and pe A
while g1 £ po.

13This part of the proof is due to Eric Badouel.
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Let now < be some transitive and reflexive relation satisfying (Assoc). Let us suppose
that we have p < v and p Ao v. Then, we must have v < pu from (Assoc). Also, we
must have g <1 v, thus (from (Assoc) again, for <) v =<1 u. Let us suppose that we have
p1 = o, o X ps, g1 Ao po and po Ao ps. Then we get py < ps by transitivity, and as
above: p1 =7 po and po =<1 ps, g 31 p1 and pg X1 po: <Xq restricted to {p, po, p3} is the
universal relation (again < is transitive and reflexive). The same reasoning applies for any
subset (even infinite) {y;}icr of M which is connected for < and such that p; Z¢ p; as soon
asi# j arein I.

Thus, we have established that the graph of < is equal to the union of the graph of <,
and of the graphs of the universal relation on some subsets of M over which the restriction
of <; is universal. Notice that the fact that we know that p < v implies p <; v is crucial
in this proof.

Conversely now, let us suppose that < is some irreflexive and transitive relation and that
= is some relation which has for graph the union of the graph of <y and of the graphs of
the universal relation on some subsets of M over which the restriction of <; is universal.

= is clearly reflexive.

Let us suppose now that we have p; < o and po < p3, and that these three interpreta-
tions are all distinct, thus pu; <o p; iff p; < p; for any distinet i, j in {1,2,3}. If gy <o p2
and po <o ps, then w1 <o ps thus puy < ps. If p <o po and po Ao ps then ps <1 ps
and pz =<1 po thus p.(p2) = pr(ps) and g1 < ps, thus gy < ps. Similarly, if g Ao pe and
fo 2o p3 then s.(u1) = s-(p2) and g1 < pg, thus g1 < ps. In any case pg < ps, which
establishes the transitivity of <.

Let us suppose now that we have 4 < v and v A y. Then we know that < is not universal
on the set {u, v}, thus we get p <o v, and also p # v, thus g < v. Let us suppose now that
we have 4 < v. Then we get clearly p <X v. Let us suppose that we have also v <X p, then <
is universal on the set {u, v}, thus, <; is also universal on the set {u,v}. As < is a strict
order, we have v £ p thus, from v <1 p we get s,.(u) = s,(v), a contradiction with v € s,.(u)
and v ¢ s.(v). Thus we get 4 < v and v £ p. We have established that < satisfies (Assoc).

Point 4: The proof of this part is postponed to a forthcoming paper. Indeed, it is rather
technical and it lies outside the scope of this text. Notice that this is the only exception to
the last sentence of the introduction (section 1). We give this result here because it has an
important consequence explained just after the end of the proof of the present remarks.

Point 5: We suppose here that < is (rk), i.e. that < is transitive and irreflexive, and
that £ is transitive. Then, the relation <5 defined on E by e; <3 eg if e9 £ e; is transitive
(notice that <, is always reflexive from the irreflexivity of <). We have also e; =<5 e2 and
es A ey iff e3 £ e and e; < ey, which is equivalent to e; < es because < is transitive and
irreflexive. This shows that <5 is a relation associated to <. Now, <, is clearly the greatest
relation associated to < possible. Indeed, let us say that a relation < is associated to < in
the weak meaning if we drop the condition that < must be transitive (and reflexive), keeping
only condition (Assoc) in the definition of “relation associated to <” given in remark 7.12. In
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our proof that <, satisfies condition (Assoc) given just above, we did not use the transitivity
of A. Moreover, if < is some relation associated to < in the weak meaning, we have that
ez = e; implies e; £ ey. Thus, <5 is always the greatest possible relation associated to <
in the weak meaning (thus it is reflexive). A fortiori, when, as here, <, is transitive, then
it is associated to < and it is the greatest possible relation associated to <. Thus we get
22==1.

We have established that, if < is (rk), then we have: e < ey iff e2 £ e;. Notice that the
converse is obviously true.

Remind that, when < is (rk), there exists a finite (we are in the finite case here) subset
G =1{1,---g} of N, and a surjective mapping r from M to G such that we have, for any
p,vin M, p < v iff r(p) < r(v) [LM92]. Thus, we get p =1 v iff r(p) < r(v). In step 1 of
the proof of theorem 7.9, we get then s(u) = {v € M / r(u) < r(v)}, thus we have exactly
g different sets, and the set ®<, contains exactly g distinct formulas (i) (i € G), defined
by M(p(i)) = {v € M,i < r(v)}, with M(p(1)) =M, i.e. p(1) = T. We have clearly, for
any i < jin G, M(p(j)) C M(g(i)), i.e. ¢(j) = ¢(i) and ¢(j) # ¢(i). Conversely, the
construction made in step 2 of the proof of theorem 7.9 (built on (MN)) shows that if we
start from a set ® of formulas having this property of being linearly ordered by |=, then the
relation <(s,0,1/(1)) is (k). Notice that [Fre98, Theorems 19 and 20] give a similar result. O

Steps 0 and 1 in the proof of theorem 7.9 provide a very natural mapping from the initial
preference relation < to a set ®< of formulas to circumscribe, with the equivalence p < v iff
¢(v) E2 ¢(p). The advantage of this method, inspired by old and easy results about pre-
ordered sets, over the previous proofs given in [Fre98, MR98b], is that, when =< is chosen
at step 0, it provides the smallest possible set than can be obtained by any method giving
as a result a set of formulas ¢(u). Moreover, remarks 7.11 and 7.12 prove that to get one
of the smallest possible sets ® (in terms of cardinality) such that f = CTRCF(®,0,V (L)),
it suffices to find one of the smallest sets ® having the same closure for A et V than the set
LI

Let us provide now three simple examples of application of theorem 7.9 and its construc-
tive proof. We use the notations introduced in this proof. These examples illustrate the fact
that, in any case where these sets are different, the set ®<, has less elements than ®<,.

Example 7.13 V(L) = {A,B}, M = {ui}ic{1,2,3,4} With p1 = 0, p2 = {A}, psz =
{B}7 Ha = {AaB}

We define < by: p1 < po, g1 < ps, o < fa, 43 < fa p1 < pa and nothing else.

< is transitive and irreflexive.

From step 0 of the proof, we get:

=0 is defined by: p; <o p; if p; < pj or p; = ;.

=1 is defined by: p; <1 pj if p; <o pj or {i,j} = {2,3}.

We examine step 1 now.
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1. Here is what we get if we have chosen <== in step 0:

s(p1) = {p1, po, sy pra}, s(pa) = {p2, pa}, s(pus) = {p3, pa}, s(pa) = {pa}-

This gives &9 = @<, = {@(1i)}icf1,2,3,43 With: o(u1) = T, p(u2) = A, ¢(us) = B,
¢(ns) = ANB.

We may reduce this set to Wo = {¢(:)}icq2,31 because the two sets have the same
“closure for A and V” (see remark 7.11), namely {T, AV B, A, B, AAB, 1}.

2. Here is what we get if we have chosen <== in step 0:

s(p1) = {p1, p2, 3, pa}, s(p2) = s(us) = {p2, p3, pa}, s(pa) = {pa}-

This gives &1 = &<, = {p(1:) bicqr,2,43 With: o(u1) = T, p(u2) = AV B, ¢(ps) =
ANAB.

Again, this set may be reduced, using the property of the closure for A and V, to
U1 = {e(pi) biegz,a)-

As this example is very small, we are in a particular case where the advantage of choosing
= instead of <o, thus getting a set ®; = ®<, smaller than the set &9 = ®<,, disappears
when we reduce the set ®; by using the property of the closure for A and V.

We have, in this example, fo = CIRCF(®,0,{A,B}) = CIRCF(®,,0,{A,B}) =
CIRCF(%,0,{A,B}) = CIRCF(¥,0,{A, B}). Also (see remark 7.11), we have, for any
set ¥ C L, CIRCF(®;U¥,0,{A,B}) = CIRCF(¥;U%¥,0,{A, B}) for i € {1,2}, but we
have CIRCF(®q U {A},0,{A,B}) # CIRCF(®, U {4},0,{A,B}). O

As this example was too small to be really interesting, let us provide another example, in
which even after reducing the sets thanks to the property of the closure for A and V, we still
get a smaller set when starting from =< instead of <.

Example 7.14 V(L) = {4,B,C}, M = {ui}icq1,....s} With g1 = 0, po = {A}, ps =
{B}, pa ={A,B}, us ={A,B,C}, pe = {C}, pr = {A,C}, ps ={B,C}.
We define < by: for any ¢ € {2,3,4}, 1 < p; and p; < ps, p1 < ps and nothing else.
< is transitive and irreflexive.
From step 0 of the proof, we get:
=0 is defined by: p; <o p; if g < pj or p; = pj.
=1 is defined by: p; <1 p; if p; <o py or {i,5} C {2,3,4}.

We examine step 1 now.

1. Here is what we get if we have chosen <== in step 0:

s(p1) = {1, p2, w35 fra, s ¥, s(p2) = {p2, s}, s(ps) = {ps, ps}, s(pa) = {pa, ps} and,
if i € {5,6,7,8}, s(us) = {pi}-
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This gives &g = &<, = {@(1i) }icf1,-.83 With: p(p1) = (AAB)V-C, ¢(us) = AN(B &
0), p(us) = BA(A & C), p(us) = ANB, p(us) = ANBAC, ¢(us) = ~AN-BAC,
o(pr) = AN=-BAC, p(us) ==AANBAC,

We may reduce this set to ¥o = {p(ui) }ie{1,.--,8},i%5 because the two sets have the
same closure for A and V (indeed ¢(us) = p(p2) A@(us)) and we cannot get a smaller
set in this way.

. Here is what we get if we have chosen <== in step 0:

s(u1) = {p1, po, 3y pra, ps t, s(p2) = s(ps) = s(pa) = {p2, p3, pa, ps}, s(ps) = {ps}
and, s(ug) = s(ur) = s(ps) = {ue, 7, s }-

This gives &1 = @<, = {p(1:) }icf1,2,5,6) With:

p(m) = (AANB)V =C, p(p2) = (AV B) A((AAB)V=0), p(ps) = ANBAC,
¢(ue) = (mAV-B)AC.

Here, this set cannot be reduced by using the property of the closure for A and V.
Thus, we get directly here a set smaller than the best reduced set obtained when
we started from =<o. From remarks 7.11 and 7.12-4, together with the proof of
theorem 7.9, we know that the set ®; has the smallest possible cardinal such that
f< = CIRCF(®4,0,V (L)), a fact that can also be checked directly here, as the ex-
ample is small enough. O

The next example shows what happens when < is (rk).

Example 7.15 V(L) and M = {p;}icq1,2,3,47 as in example 7.13.

We define < by: pg < g1, ps < pa, pa < f1, pa < po g < p3 and nothing else.

< is transitive and irreflexive. Moreover £ is also transitive, thus < is (rk).

From step 0 of the proof, we get:

=o is defined by: p; <o p; if p; < pj or p; = p;.

=1 is defined by: p; <1 p; if p; <1 pjor {i,5} = {1,2}, thus we get p; <1 p; iff p; A s,

for any 4,7 in {1,2,3,4}.

We examine step 1 now.

1. Here is what we get if we have chosen <== in step 0:

s(ua) = {m}, s(p2) = {p2}, s(us) = {n1, 2, s}, s(pa) = {1, p2, p3, pua}-
This gives @9 = @<, = {¢(1s) }icf1,2,3,4) With: (1) = “AA =B, p(ps) = AN B,
¢(ps) = 2AV =B, p(ps) = T.

We may reduce this set to Wo = {¢(u:) }ic{1,2,3) because the two sets have the same
closure for A and V, namely {T,-AV -B,-B,~-AA-B.AA-B,1}.
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2. Here is what we get if we have chosen <==; in step 0:

s(p1) = s(p2) = {pa, po}s s(ps) = {pa, p2, pats s(pa) = {p1, p2, pz, pra}-
This gives &1 = &<, = {p(pi)}bicr,3,4y With: @(u) = =B, ¢(uz) = —AV =B,
olpa) =T.

We may reduce this set to W1 = {¢(u;)}icq1,3) because the two sets have the same
closure for A and V, namely {T,-AV -B,-B, 1}.

Remind that in this case, we always get that the set ®<, is totally ordered by k,
thus the reduction by the property of the closure for A and V can never do better
than eliminating the formula T (from the definition of ®<,, it is obvious that we have
1 ¢ &<, in any case, while we have T € ®<, as soon as < is (rk)).

Notice that an immediate consequence of remarks 7.11 and 7.12, together with the
proof of theorem 7.9, is that each time the relation < is (rk), the set ¥; = &<, —
{T} is always one of the sets with the smallest possible cardinal such that f. =
CIRCF(¥,0,V(L)). This fact can also be checked directly here, as the example is
small enough.

We have, in this example fi. = CIRCF(®,0,{A,B}) = CIRCF(®,,0,{A,B}) =
CIRCF(%0,0,{A,B}) = CIRCF(¥1,0,{A, B}). Also, from remark 7.11, we have, for any
set ¥ C L, CIRCF(®;U¥,0,{A,B}) = CIRCF(¥,U%¥,0,{A, B}) for i € {1,2}, but we
have CIRCF (&, U {A A —BY},0, {A, BY) # CIRCF(®, U{AN-B}.0,{A,B}). O

We are now in position to give the announced characterization result.

7.3 A characterization of finite cumulative multi preferential en-
tailments

Theorem 7.16 If V(L) is finite, then a pre-circumscription f in L satisfies (CR) and (CU-
MU) iff it can be expressed in terms of (Defls ) from an ordinary circumscription:

There exist a finite language L’ containing L, two disjoint sets P’, Z’ such that
P UZ =V (L),
and a formula $’ in L' such that, for any theory 7 of L, we have,

f(T)=CIRC(P',0,Z')(T L f')NL. O

Remind the other characterization result of these pre-circumscriptions already given in prop-
erty 5.12-2: they correspond to X-mappings as defined in definition 4.7-2.

Proof: As we are in the finite case (V(L) finite), remind that (CR) is (CRO) or (RM)
and that (RM) implies (CT). Also we know from property 5.9 (points 4 and 5) that a pre-
circumscription f satisfies (CR) and (CUMU) iff it is a finite cumulative multi preferential
entailment, i.e. iff it is a finite multi preferential entailment defined by a relation satisfying
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(sf). From property 5.6-3 we know that this is equivalent to say that f is a finite multi
preferential entailment defined by a relation which is transitive and irreflexive.

“only if”, first part: This is the “hard part” in this proof, and it comes mainly from [Cos98,
Theorem 15]. This first part gives rise to a formula circumscription. We give the proof in
our terms.

Thus, we may suppose that f = f<  is a finite multi preferential entailment where
the multi preference relation <., is defined thanks to S and ! (see definition 4.5), and is
transitive and irreflexive on the finite set S. From theorem 4.8, we know that there exists
a sufficiently large (but finite) language L], with V(L}) = Z] 2 V(L) such that we may
express f thanks to a preferential entailment f.; using (Defl:<m~»=<)'". Now, we must
slightly refine the method used in the proof of theorem 4.8 because the preference relation
<’ obtained by (1Def:<,,~»<") does not corresponds directly to a formula circumscription.
Following Costello, we consider the set m(S) C V(L}). As V(L)) is finite, m(S) is the set
of all the models of some formula 3] in L]. Now, as <, is irreflexive and transitive, we
know that < as defined from <, by (Def]:<,,~<) is transitive and irreflexive inside m(S).
What we consider as our preference relation <} on M] is this relation only, i.e.:

For any py,v) in M}, ) <! v} iff there exists uy € m~1(y}) and v; € m~(v}) such

that g1 <m v1.

This is (Def}:<,,~»=<) as it appears in the proof of theorem 4.8. The mapping m is also
introduced in this proof, and concrete examples of m are given in examples 7.18, 7.19 and
7.20 below.

Now, we have f(7) = fx (T U{B1})NL, for any T C L. f.: is a preferential entailment
associated to a preference relation which is transitive and irreflexive. We know from theorem
7.9 that this means that f: is a formula circumscription: there exists a set of formulas ®' in
L] such that we have [z = CIRCF(®',0,Z7). Thus, from the proof of theorem 4.8 we get
that, for any 7 C L, we have f(T) = fo (TU{B1})NL = CIRCF(®',0,Z;)(T U{8;})NL.
Second part: Using definition 7.2, we know that there exists a finite language L’ containing
L}, with V(L') = P'UZ', and a finite theory 7' = {¢| & Pl }pyear in L’ such that
f<(T1) = CIRCF(®',0,Z})(T}) = CIRC(P',0,Z") (T, UT") N L] for any T} C L;. T’
is equivalent to the formula ¢’ = /\g0'1€‘1>’ () & P(;,l) in L'. Thus, we get, for any 7 C L:

F(T) = f<..(T) = CIRC(P",0,Z')(T U{Bi,¢'}) NLi NL = CIRC(P',0,Z')(T L' B') N L,
where 3 = B A ¢’ € L'. f can be expressed in terms of (Defls) from an ordinary

14 Notice that we get a smaller V(L}) than in the proof of [Cos98, Theorem 15] because when Costello
requires [logz(card(S))] new symbols, we need only [log2(Maz,em card(i=!(n)))] new symbols in the
proof of theorem 4.8 (see examples 7.19 and 7.20 below). It can be shown that, if n = card(M) = 2¥ where
v = card(V(L) € N, for any multi preferential entailment in L, we may choose a S and a [ such that
Maz,em card(l=1(p))) < n — 1. There exist multi preferential entailments for which we may need a S of
the maximal possible size, n(n — 1) (i.e. card(l=1(p) =n — 1 for each u € M). Thus, the difference of the
size of the extended vocabulary between the two methods may be significative.
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propositional circumscription f’.

“if” (the two parts at once): This is an immediate consequence of section 6. Indeed, we
know that if f can be expressed in terms of (Deflg) from a circumscription f’, then,
as any circumscription f' satisfies (CR) and (CUMU), f must satisfy (CR) and (CUMU)
(preservation results 6.6 and 6.14, as in the finite case (CR) implies (CT), preservation result
6.15 is not needed). O

Remark 7.17 This proof has also established the following characterization result (the
“only if” part of which, called the first part of “only if” in above proof, is [Cos98, Theorem
15]):

If V(L) is finite, then a pre-circumscription f in L satisfies (CR) and (CUMU) iff it can
be expressed in terms of (Def|s) from a formula circumscription:

There exist a finite language L] containing L, with V(L}) = Z] and a set ®} U {8]} of
formulas in L’ such that, for any theory 7 of L, we have:

f(T)=CIRCF(®,,0,Z))(T Uy 8))NL. O

As we have done with theorem 7.9, we give now an explicit way to get the set ®' of
formulas to circumscribe. We get here an irreflexive and transitive relation <} on the subset
m(S) = M'(3;) of M'. We take this relation in M’ without modifications, notice however
that we could take any relation <’ irreflexive and transitive on M’ and coinciding with </
on M'(3]). As in step 0 of the proof of theorem 7.9, we define the reflexive and transitive
relation <7 on M(B]) by: ¢/ i v if p' <] v or ({p" / " < '} = {p" / ' <} V'} and
W'/ <y u"={p /v <] p'"}). Notice that we need only to consider the subset of
<I>'j,1 consisting of the formulas ¢} (') for the p' in M'(3]).

In a few occasions (see example 7.18 below), it may be better to refine the definition of
the reflexive relation in M. Here is a method for doing this. We define a relation </, in M’ as
follows: Let 1, be some element in M'(3;). We set p’ <5 v/ if {y/,v'} C M'(3}) and p' <} v/
and also p/ < v if {p/,v'} C M’ — M'(8;) U {us}. Then we “close < by transitivity”:
we put p' <5 v/ for each y/ € M' — M'(B]) = M'(=f}), and each v’ € M'(3]) such that
po =1 ¢, and also for each p/ € M'(8]) such that u' <} uf, and each v’ € M'(—f3;). Notice
that now we may consider the whole set <I>’<,2 = {5 (1)} yremr, for each p’ € M, but this
set is equal to the set {5 (1)}, emr(ay), and it has exactly as many elements as the set
{1 () }premr(py) obtained when using the relation <.

In the case of theorem 7.16, and contrarily to the situation in theorem 7.9, it does not
exist a unique reflexive and transitive relation <’ on M’ such that &/ is the best possible
set in terms of number of elements: this is due to the fact that outside M’(/3]) we have many
possible choices. We have made this comment on the flexibility of the choice of a relation <
because it is an important feature of the use of (Defl: ) in such circumstances.

Now, in order to give some flesh to this text, we will provide three small examples of
application of theorem 7.16. In these examples, we use the constructive method described

RR n~°3787



56 Moinard and Rolland

just above. As we are in the finite case here, the pre-circumscriptions will be indifferently
considered as mappings from T or from L.

These examples are significative because each of the first two lacks exactly one of the two
important properties which are “lost” by (Def]s ) when we start from a circumscription f’,
namely (PC) and (DC): indeed in the finite case, a propositional circumscription satisfies
(CR), (CUMU), (DC) and (PC) [Sat90] (see also remark 7.10). The third example is a small
variant of the second example which lacks the two properties (PC) and (DC).

Each example is the simplest of its kind!®: vocabularies, sets of states, and graphs of
the relations are always as small as possible for the cases where f falsifies (PC) (in example
7.18), f falsifies (DC) and satisfies (PC) (in example 7.19), and f falsifies (PC) and (DC)
(in example 7.20).

Example 7.18 V(L) = {P}, thus M = {u, v} where p = @ and v = {P}.
We define S = {v;} with I(v1) = v: p has no copy in S, v has one copy.
< is the relation with an empty graph.

<m 18 transitive and irreflexive, thus f = f-_ is a cumulative multi preferential entail-
ment, i.e. a pre-circumscription satisfying (CR) and (CUMU). We get:

f(T) = f(P)=Th(P), f(L) = f(=P) =Th(L) = L. f satisfies also (DC) here, thus f
is a cumulative preferential entailment. However, f falsifies (PC), thus it is not a formula
circumscription. We need no additional symbol here and 8" will do all the job: we have
never more than one copy of the elements of M in S and log(1) = 0. Thus we get m =1
(see m in the proof of theorem 7.16).

m(S) = {v} and Th(P) = Th(v), thus ' = i = P. As our formula circumscription
(remark 7.17, i.e first part in the proof of theorem 7.16), we may take the identity (empty
set of formulas: ' = (), thus as our ordinary circumscription we take identity on T also:
no circumscribed proposition.

We get f(T) = CIRC(0,0,P)(T U{8'}) for any T C L.

Here is how we get the empty set, if we use the constructive method described just above:
We get here < defined as follows on M(8') = {v}: As < has the empty graph, we get “only”
v X} v (notice that this is also the “universal relation” on the singleton M(4’)). Thus, <]
is defined on M’ by v <} v and p < i, but we do not need to examine p.

From “step 1” in the proof of theorem 7.9 we get then s(v) = {v}, thus we are interested
in the set &<, = {¢(v)} = {P}: as mentioned above, we do not consider p which is outside
M(/3')'6. This give rises to f(7) = CIRC(P,0,0)(T U{P}), which is also optimal for what
concerns the size of the useful part of the set ®<,. This is clearly equivalent to the result given

15 An indirect consequence of this feature, for what concerns “step 0” in the proof of theorem 7.9, is that
in each of these three examples, we get <[ ==, on the set m(S) = M'(3}).

161f we considered this other element, we would get the complete set ®<, = {¢(v),p(v)} = {P,~P}.
This set cannot be optimal in size, but it is correct: indeed CIRCF((P,-P), 0,V (L)) = CIRCF(0, P, P) =
CIRCF(0,0,P). Notice however that we cannot get the empty set from {P,—P} by the property of the
closure for A and V.
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above: as TU{P} = P, we get CIRC(P,0,0)(TU{P}) =TUP = CIRC(0,0, P)(TU{A'})
(circumscribing P in a theory containing P cannot do anything). However, this result is not
optimal in the absolute, because we cannot get the empty set by using remark 7.11.

Thus, it is a case where we may consider </, as described just above. We get only one
possible choice here, the universal relation on M = M': indeed M'(’) has only one element
v, thus any element of M' = {u,v} is either in M'(=8') = {u} or in {v}. We get now
@< = {pp),p(v)} = {p(v)} where s(u) = s(v) = {u, v} = M, thus giving rise to the set
of formulas ®-; = {T}. Notice that, as always, this set has as many elements as the set
{P} obtained from =4 However, thls set may be reduced by using remark 7.11: () has the
same closure for A and V than {T}

This shows that the problem of getting a set P’ (in theorem 7.16) or ®{ (in remark
7.17) as small as possible is even more complicated here by this possibility of modifying the
relation <’ outside the set m(S) C M. O

Example 7.19 V(L) = {P,Q}, thus M = {0, {P}, {Q},{P, Q}}.

We define S = {@15{P}la{Q}la{PaQ}la{P;Q}2}7 with l(:ul) =M for any p € M and
I({P,Q}2) = {P,Q}: each interpretation in M has one copy in S, except {P, @} which has
two copies. <, is defined on S by {P}; <m {P,Q}1, {@}1 <m {P, Q}2, and nothing else.

<m is irreflexive and transitive, thus f = f~, is a cumulative preferential entailment,
i.e. it satisfies (CR) and (CM). f satisfies also (PC), but f falsifies (DC) (as shown at
the end of this example) thus it is not a preferential entailment (a fortiori not a formula
circumscription).

One new symbol is enough for the first part which gives a formula circumscription f; (cf
remark 7.17), because we have never more than two copies in S and log2(2) = 1. Costello’s
method would require three new symbols here, because S has 5 elements, and [log2(5)] = 3.

With V(L}) = V(L) U {P'}, we define the mapping m from S to M; = P(V(L})) as
follows:

m(p) = p for any p € M, m({P,Q}) = {PQ, P} mS) =
{0,{P},{Q}.{P,Q},{P,Q, P’} C M} and m(S) = M;(P' = (P A Q)), thus we get
B = P' = (P AQ). The relation <} is defined in M as follows (see (1Def:<~»=<")
in the proof of theorem 4.8): {P} <} {P,Q}, {Q} <} {P,Q, P'}, and nothing else. Notice
the similarity with example 6.11.

We must find a set &' of formulas to circumscribe in order to get f... Using the con-
struction described in “steps 0 and 1” of the proof of theorem 7.9, we need only to consider
the subset m(S) of M}, with the relation <} defined by p <} v if u <} v or u = v (cf note
15). Notice that here we do not have any advantage to modify <} on the whole set M’ as
indicated above. We get the set ®" = {¢}}ict0,1,2) U {9} }iegs 4}, With:
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s(0) = {0}, o = ¢(0) = 2P A-Q AP
s({ry) = {{Ph{prQ}}, o1 = o({P}) = PA-P';
8({@}) = {{Q},{P,Q,P'}}, 9012 = @({Q}) = QAN(P& P);

s({P,Q}) = {{P,Q}}, e = o({P,Q}) = PAQA-P]
s({P,Q,P'}) = {{P,Q,P'}}, i = o({P,Q,P'}) = PAQAP".

®" is not the smallest possible set. Indeed, we may take the union of s({P,Q}) U
s({P,Q,P'}), instead of the two sets individually, which corresponds to replace the two
formulas ¢§ and ¢} by the single formula ¢§ = ¢4 V ¢ = P A Q. This merging is an
immediate consequence of remark 7.11: the original set and the “merged” set have the same
closure for A and V, indeed, ¢§ = ¢} A ¢} and ¢ = @5 A ¢, It can be shown that four
elements are needed here.

As our set &' we get &' = {¢]}ic(o,...,3}, and, if we denote the restriction of a preference
relation <} in M to the subset m(S) = M (8;) of M} by < |m(S), we get <} |m(S) =
<(@30,{P,Q,p'}) | m(8). Thus, for any 7 C L, we have f(7) = CIRCF(¥',0,(P,Q,P"))(TU
(B NL:

For the second part (result of theorem 7.16), it suffices to apply definition 7.2. We need
then four new symbols. V(L") = {P,Q, P, P}, P|, Py, P;}, and with ¢’ = (o}, & P))A (¢} &
P A (¢ & P A (0 & PL), we get, for any T C L]:

CIRCF(2',0,(P,Q, P")(T}) = CIRC((Fg, P/, P3, P3),0, (P, Q, P"))(T1 U{¢'}) N Li.

Thus, with 8’ = ] A ¢’ we get, for any 7 C L:

f(T) = f<.(T) = CIRC((Fy, P{, P3, P3), 0, (P,Q, P)(T1 U{#'})) N L
= tr(CIRC((Fy, P, P3, P3),0,(P,Q, P"))(T; U{B'}).-

Finally, let us give an explicit case showing that f falsifies (DC). Remind that the non
preservation of (DC) by (Def|s ) is one of the facts allowing theorem 7.16 to hold.

[ = fmisdefined by: fr(PVQ) = Th(P < =Q), fm(T) = Th(~PV=Q) and fr(p) = ¢
for the fourteen other elements ¢ € L. It is easy to check directly that f,, satisfies (CRO)
and (CUMUO).

However, as in example 6.11, (DCO) is falsified: Th(P < —Q) = fm(PV Q) € fm(P) U
fm(@)=Th(PAQ). O

Example 7.20 V(L) = {P,Q}, thus M = {0, {P},{Q},{P,Q}}.

We define 8 = {{P}1,{Q}, {P,Q}, {P,Q}2}, with I(u1) = p for p € M — {0} and
I({P,Q}2) = {P,Q}: each interpretation has one copy, except {P, @} which has two copies
and () which has no copy. <, is defined on S as in example 7.19: {P}; <, {P,Q}1,

{Q}1 <m {P,Q}2, and nothing else.
Thus, f = f<,. is a cumulative preferential entailment, i.e. it satisfies (CR) and (CM).
Let us call f; the pre-circumscription called f in example 7.19 (this text uses many
subscripts and we try to avoid useless ones, so we have recycled the name f). f can be
described as follows: for any formula ¢ € L, we have f(p) = fi(pA(PVQ)), or equivalently,
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for any ¢ such that ¢ = PV @, we have f(oV (-PA—=Q)) = f(p) = fi(p). f falsifies (PC)
and (DC): for (PC) we have f(=PA-Q) = fi((-PA-Q)A(PVQ)) = fi(L) =Th(L), and
for (DC) we may keep the example given for f; because ¢ E PVQ if p € {P & -Q, P, Q}.
Thus f is not a formula circumscription.

One new symbol is enough for the first part, as in example 7.19, while Costello’s method
would require here two new symbols, because S has 4 elements, and [log2(4)] = 2.

With V(L}) = V(L) U {P'}, we define the mapping m from S to M; = P(V(L)))
as follows: m(u;) = p for any p € M — {0}, m({P,Q}2) = {P,Q,P'}. m(S) =
{P},{Q}.{P,Q},{P,Q,P'}} C M; and as m(S) = Mi(PV Q) A (P' = (P A Q)),
we get B = (PVQ)A(P' = (PAQ)).

The relation <] is defined by: {P} <} {P,Q}, {Q} <| {P,Q,P'}, and nothing else.
Applying the construction described in “steps 0 and 1” of the proof of theorem 7.9 exactly
as in example 7.19, we get the same values than in this example (as () is no longer in m(S),
we suppress ¢(0) = o). Choosing ®" = {¢}}ic(1,2} U {¢] }ie(s,a} With the same ¢}’s and
¢j as in example 7.19, we get <) [m(S) = <(a,0,(p,q,p'}) |m(S). Thus, for any 7 C L,
we have f(T) = CIRCF(®",0,(P,Q,P))(T U{B;}) NL. As in example 7.19, the last two
formulas may be merged into their disjunction, we get then the set ® = {©;};c{1,2,3}, and
it does not exist a set with fewer elements than in &'.

Thus we get, for any 7 CL: f(7) = CIRCF(®',0,(P,Q,P"))(T U{p}) NnL.

We need three new symbols to get an ordinary circumscription. If V(L') =
{P,Q,P',P{,P},Pi}, ¢ = (p] & P)) A(¢h & P)) A (p5 & Pj), and ' = ] A ¢ we
get, for any 7 C L:

f(T) = £<,.(T) = CIRC((P{, P3, P5),0,(P,Q,P"))(T, U{#'})) NL. O

7.4 Relating ordinary and cardinality-based circumscriptions

Let us give other examples of application of section 6, concerning the relations between
circumscription as defined above and another formalism, cardinality-based circumscription.
In the two classical circumscriptions of definitions 7.1 and 7.2 the minimization is made
through a C (subset) relation. In some applications, such as diagnostic (in the cases where
we want to minimize the number of faulty elements) or theory revision, it may be more
appropriate to minimize through a < (has less elements than) relation. This is why [LS97]
introduces the following definition:

Definition 7.21 ([LS97, Definitions 5,6])
P,Q,Z being as in definition 7.1, we define the preference relation <(p, q, z) by
p<p, q,z v if cardPNp) <card(PNv)and QNu=QNuw.

The cardinality-based circumscription NCIRC(P,Q,Z) is the preferential entailment

f<(P, Q, z) =

We will show now that in the finite case we have interdefinability between these two
circumscriptions, the two translations being in terms of (Def]g/) (remind definition 7.2).
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Theorem 7.22 1. Any cardinality-based circumscription in which P is finite is equal to
a formula circumscription: NCIRC(P, Q,Z) = CIRCF($,Q,ZUP),

where ;= \/ AP and  ®={pi}icqr, cara®)}-
SCP, card(S)=i P€eS

2. Any cardinality-based circumscription in which P is finite can be expressed in terms
of (Def]g/) from an ordinary propositional circumscription:

if we define a set of new (not in L and all distinct) propositional symbols P’ =
{Pp}pep, we have, for any 7 C L,

NCIRC(Pa Q7 Z)(T) = CIRC(PIJ Q7 PU Z)(T U {SO’L = Pi,}iE{l,Z,---,card(P)}) NL.O

Proof:

1. With CIRCF(®,Q,ZUP) = f., for any p,v in M we have p < v iff Th(p) N ® C
Th(v)N® and pNQ = vNQ from remark 7.4. From the definition of p; € ® we get p = ¢;
iff card(uNP) > i. Thus we get Th(p) N ® C Th(v) N @ iff card(p NP) < card(v N P).
Thus we have p < v iff uN Q = v N Q and card(p NP) < card(v N P). Thus we get p < v
iff u <p,q.z v from definition 7.21, i.e. CIRCF(®,Q,Z UP) = NCIRC(P, Q, Z).

As an example, if P = {P, P,, P3}, we get ® = {¢1,p2, 93} with ¢1 = P,V P, V Ps,
(pzZ(Pl /\Pz)V(Pl /\P3)V(P2/\P3),g03 =P1/\P2/\P3.

2. Use point 1 above together with definition 7.2. O

Remark 7.23 1. (Def]g/) used in theorem 7.22-2 has the singleton property. Indeed
(see remark 7.3) for any p € M, if we define u'(u) = pU{P/,---, P! )}, we get

> < card(pnP
M(Th(p) L' B') = {u' (1)}

2. Thanks to property 7.7 we could even express NCIRC(P,Q,Z) in terms of (Deflz)
from an ordinary propositional circumscription without fixed proposition. In this case
again, we use a (Def]g/) having the singleton property. O

Theorem 7.24 below shows how to extend theorem 7.22-2 to the case where P is enu-
merable. However, remark 7.25-3 below shows that theorem 7.22-1 does not extend to the
enumerable case: we no longer get a formula circumscription in the same language.

Theorem 7.24 P is enumerable here. Any cardinality-based circumscription
NCIRC(P,Q,Z) can be expressed in terms of (Def|7/) from an ordinary circumscription
CIRC(P',Q,P UZ) where card(P’') = card(P):

If we define the set of new (not in L and all distinct) propositional symbols P’ =
{P{}ic N—{0}, we have, for any 7 C L,

NCIRC(P,Q,Z)(T) = CIRC(P',Q,PUZ)(TU{( ]\ P) = Ply,q(s)}0csCP, 5 finite) NL. O
Pes
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Proof: Contrarily to what happens in theorem 7.22-2, we do not have the singleton property
here (all we have is the non empty property), thus the preservation of the notion of prefer-
ential entailment is not so immediate. Another complication comes from the fact that the
preference relation associated to CIRC(P’,Q,P U Z) falsifies (cl) here (see e.g. [MR98b,
Proposition 4.13]).

We consider the language L' such that V(L) = V(L) UP’, with P’ = {P/};c N_{0}-
For any non empty finite subset S of P, we define the formula 95 = (Apes P) = Prorq(s)
of L'. We define then the subset 7' = {ps / S is a non empty finite subset of P} of L'.
<'==<(p,q,puz) denotes the preference relation in L’ associated to CIRC(P',Q,P U Z)
and <=<(p,q,z) denotes the preference relation associated to NCIRC(P,Q,Z) in L. Thus
we have f, = NCIRC(P,Q,Z) and f, = CIRC(P',Q,P UZ). We define also the pre-
circumscription f in L by f(T) = f<(T W T')NL = tr(f< (T L' T')), for any T C L.

For any p € M, we define v'(p) € M’ as follows: v'(u) = pU{P} / 1 <i < card(unNP)}.

From the definition of 7’ we get v’ (1) € M'(T"), and more precisely v’ (1) € M'(Th'(p)L
T"). Also from the definition of 77, for any v’ € M'(Th (1) L' T'), we get v' =’ P! for any
i€ {1, --,card(pNP)}, thus we have v'(p) = v' or v'(p) <’ v' (R1).

Thus we get M~/ (Th'(p) L' T') = {v'(w)}, for any u € M.

For any p,v in M, from definition 7.21 we get: p < v iff card(p N P) < card(v N P)
and pNQ = v N Q. We have also card(p N P) < card(v NP) iff {1,---,card(pNP)} C
{1,---,card(v N P)}. For any p,v in M, we get from definition 7.1: o'(p) <’ o'(v) iff
v'(w) NP Ccv'(v) NP and v’ (1) NQ = v'(v) N Q. From the definition of v’ (i) we have, for
any pin M: v'(p)NQ=pNQand v'(u)NP' ={P /i€ {l,---,card(pNP)}}. Thus we
get p < v iff o'(p) <" v'(v) (R2).

Let us now suppose that, for some 7 C L and » € M, we have v € M_(T) and
v'(v) ¢ M, (T U' T'). As we know that we have v'(v) € M'(TH' (v) L' T') = M'(Th(v) L
T') € M'(T L' T'), this means that there exists p/ € M'(7T L' T') such that ' <" v'(v).
We know from (R1) that, for u = tr(u'), we have p € M(T) with v'(u) = p' or o'(p) <" '
and, as <’ is transitive we get v'(u) <’ v'(v). From (R2) we get u < v, a contradiction with
v € M<(T) and p € M(T).

Let us suppose now that, for some 7 C L and v € M, we have v'(v) € M, (T L' T") and
v ¢ M<(T). Then we have v'(v) € M'(TW' T') C M'(T), thus v = tr(v'(v)) € tr(M'(T)) =
M(T). Thus, there exists u € M(T) such that u < v. From (R2) we get v'(u) <" v'(v).
From p € M(T) we get v'(u) € M'(T L' T'), a contradiction with v'(v) € ML, (T L' T7).

These two contradictions prove that we have, for any v € M:

veMy(T)iffv'(v) e ML (T L' T') (R3).

We prove now that we have M (T) = tr(ML, (T ' T")) (R4):

Let us suppose that we have v € M (7)), for some 7 C L. Then we have v = tr(v'(v)),
and, from (R3), v'(v) € M, (T U’ T'), which gives the side C of equality (R4).

Let us suppose that we have v € tr(M., (T L T')), i.e. there exists v’ € M_, (T L' T")
such that v = tr(v'). Then we have v/ € M'(Th (v) L' T'), thus, from (R1), v'(v) = ' or
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v'(v) <" V. As v € M, (T ' T7), the only possibility is v'(v) = v and, from (R3) we get
[ ZKS M_< (T)

We get then M(f<(7)) = TCML(T)) from remark 4.3, TCM<(T)) =
TC(tr(ML, (T W T")) from (R4), TC(tr(ML (T L' T"))) = tr(TC' (ML, (T L' T"))) from
remark 3.4-3, tr(TC'(ML(T L' T")))) = tr(M'(f<(T U T"))) from remark 4.3 again,
tr(M' (f<(TU'T")) = M(tr(f< (T U T"))) from property 3.5 and tr(M'(f< (T L' T"))) =
M(f(T)) from the definition of f and property 3.5 again. Thus we have f4, = f. O

Remarks 7.25 1. As already noticed, we have here an example of (Def]7/) having the
non empty property, but not the singleton property.

2. We may go further, getting a circumscription f’ without fixed propositions:

If P is enumerable, and if V(L) = P U Q U Z, there exist a language L' O L, two
disjoint sets P’, Z' with V(L') = P’ UZ’, and a set of formulas 7’ in L’ such that we
have, for any 7 C L:

NCIRC(P,Q,Z)(T) =CIRC(P',0,Z')(T U T")NL.

Here again, we have an example of (Def|7) having the non empty property, but not
the singleton property.

3. If P is infinite, it cannot exist a formula circumscription in L such that we have
NCIRC(P,Q,Z)=CIRCF(%,Q,,Z,). O

Proof:

Point 1: Immediate.

Notice that, even if we do not have the singleton property here, we are “close to”. Indeed,
we have the non empty property (for any p € M, M'(u) N M/(T") # 0), and also, for any
p € M, the set M, (Th'(u) L' T') is a singleton, namely {v'(1)}. We leave for another work
the specific study of the properties which are preserved in such a case.

Point 2: Immediate consequence of point 1 and of property 7.7. Notice that we are still
in the particular case “close to the singleton property” described in point 1.

Point 3: This is not a direct consequence of the preservation results of section 6, but it
can be proved by similar (and easier) methods. We prove the (apparently) more powerful
following restriction:

Once the sets P, Q,Z are given, such that P UQU Z = V(L) with P infinite, it cannot
exist a set ® of formulas, two sets Q', Z’' such that Q' UZ' = V(L) and a theory 77, all in
L, such that we have, for any 7 C L: NCIRC(P,Q,Z)(T) = CIRCF(®,Q",Z") (T U T').

Let us suppose such a translation is possible, then we are in a special (and easy) case
of property 4.12, in which L = L'. Let us call <'=<(a,q/,z/) and <=<(p q,z) the relations
associated to CTRCF(®,Q’,Z') and NCIRC(P,Q,Z) respectively. We know that these
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two relations are irreflexive, thus we may use property 5.6-1. From (Def] 7 :<'~»<) (see
property 4.12) we know that we have p < v iff, either p = v and M_,(TH (v) L' T') = 0, or
M., (Th'(v)U'T') # 0 and for any v’ € M, (Th' (v)L'' T"), there exists ' € M'(u)nM'(T”)
such that g/ <’ v'. As < is irreflexive, we must then have , for any v € M, M’,, (Th'(v) L/
T') #0. A fortiori M'(TH (v) L' T') # 0, where M'(Th (v) ' T') = M'(v) N M'(T"). As
here V(L) = V(L'), we get M'(v) = {v} for any v € M. Thus, we get v € M'(T") for any
v € M. As T' € T' = T, this means 7’ = Th(T). Thus, we get NCIRC(P,Q,Z)(T) =
CIRCF(®,Q',Z")(T), for any T C L, and <'=<. This is impossible because (sf) is satisfied
by <’ and also by its converse relation =’ defined by p >’ v iff v <’ p [MR98b, Corollary
5.7-4], while the relation > (converse of <) falsifies (sf) if P is infinite as shown by the
following example:

P = {P;},. N—{o}s Q =7Z = (. We define p; = {P;}i<j<2i (notice that po = @) and
T =Th({p; /i€ N}). We get M(T) = {p; /i € N} and M, (T) = 0, thus > falsifies
(sf).

The argument extends easily to greater (non enumerable) sets P and to any sets Q and
Z. 0O

Here is the opposite of the translation given in theorem 7.22, in the finite case.

Theorem 7.26 Any ordinary circumscription CIRC(P,Q,Z) in which P is finite can be
expressed in terms of (Deflg ) from a cardinality-based circumscription NCIRC(P,Q',Z):

IfP ={P, -, P,} is finite, and if V(L) = P U QU Z (disjoint sets), there exist a set
P' = {P|, .-, P.} of propositional symbols not in V(L) and a formula 8’ = Niegt,ony (P =
—P/) such that we have, for any 7 C L:

CIRC(P,Q,Z)(T) = NCIRC(P,QUP',Z)(TU{f})NL. O

Proof: The idea of the proof is as follows: Thanks to 3', we have reversed for P’ in
M’ = P(V(L')) the relation C with respect to P in M. Notice that in V(L') we have
the two sets P and P’. The problem is that the relation “has a smaller cardinal than”,
with respect to P, is much greater (for its graph) than the relation “is strictly included in”,
still with respect to P. Thanks to the elements of P’, we are able to “cut the relations in
excess”: each time we have a cardinality relation which does not correspond to an inclusion,
we suppress it thanks to the “fixed” elements of P’: if card(u N P) < card(v N P) and
puNP Z vNP, then there exists in M'(3’) an element representing v which is preceded by
no element representing p (i.e. there exists an element in M'(Th(v) L' ') which is preceded
by no element in M'(Th(u) LI’ 3')).

Here is the formal proof: We have V(L) = PUQUZ and V(L') = V(L) UP’. Let us call
<=<(p,q,z) the prefence relation in L associated to CIRC(P,Q,Z) and <'=<(p,qup’,z)
the preference relation in L’ associated to NCIRC(P,Q U P’,Z). We define the pre-
circumscription f in L by f(7) = tr(f< (T U ') = fx(T W B)NL, for any 7 C L.
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For any p € M, we define ¢'(u) = {P; / P; ¢ p} and v'(u) = p U €' (u), thus we have
o'(1) € MU (1)) \MI(8') = M (Th(p) L B).
We have, for any p,vin M: p<vif uynPCrvnNnPand pnQ=rvnNQ.

As we have uNP Cv NP iff e'(v) Ce'(u) (NO),

we get that, if 4 < v, then €'(v) C e'(u) (N1).

From the definition of @', for any yu € M,

we have M/(Th() U’ 8') = {4’ € M'() / 4/ (P’ C e'()} (N2).

Let us suppose v € M<(T) for some 7 C L. We define v/ = v'(v). Then v € M(T),
thus v’ € M'(T) and more precisely v’ € M'(T L' 3'). Let us suppose that there exists ' €
M/ (T L' 8') such that g’ <’ v'. We define o = tr(p') = p' NV (L). Then, as p/ € M'(T), we
have p1 € tr(M'(T)) = M(T). Then card(uNP) = card(u'NP) < card(v'NP) = card(vNP),
pNQ=pNQ=vnNQ=vnQand ' NP' ="' NP =€ (v). As u' € M'(B’), we get
w' NP Ce'(u) from (N2). Thus we get e'(v) C €'(u), and, from (NO), uNP C v NP. As
we have card(p N P) < card(v NP), we get uNP C vNP. Thus we get uNP CvNP
and puNQ =vNQ,ie p < v, which contradicts v € M4(T) and p € M(T). Thus no
such g’ can exist and we have v’ € ML, (T L' #'). As we have clearly v = tr(v), we get
vetrML (TL 3)).

Let us suppose v € tr(M_,, (TU'f3')) for some 7 C L. Then there exists v’ € M, (TL'3’)
such that v = tr(v') = v/ NV (L). As we have v’ € M'(T), we get v € tr(M'(T)) = M(T).
Let us suppose that there exists 4 € M(T) such that p < v. Let us define y/ = pU (' NP").
Asp<v,wehave f NP=pNPCvNP=vNP,and /' NQ=pnQ=vNnQ=2vnNAQ.
As we have ' NP’ = v/ N P’ from the definition of x4/, and as u' NP C v’ NP implies
card(p' NP) < card(v' N P) from the finiteness of P, we get p' <’ v'. For any P; € P,
if P; € p, we have P; € v, thus P; € v' thus, as v/ € M'(8'), P} ¢ v/, thus P/ ¢ u': this
shows that we have ' € M'(8'). As we have u' € M'(T), we get p' € M'(T L' #') which
contradicts v/ € M, (T L' #'). No such p can exist, and we get v € M4(T).

We have established: M (7)) = tr(M~, (T L' 3")).

Thus we get, as in the end of the proof of theorem 7.24, M(f<(T)) = TC(M<(T)) =
TC(tr(ML, (T U B))) = tr(TC" (ML, (T U’ 8))) = tr(M'(fL,(T L' §"))) = M(tr(f, (T L
8))) = M(£(T)).-

Thus, f = fx =CIRC(P,Q,Z). O

This translation is even easier than the opposite translation given in theorem 7.22-2: the
size card(P) of the extended vocabulary is the same in the two results, but the size of 3’ is
linear in card(P) here while the size of 3’ = /\fi;d(P)((ngp, card(s)=i NpesP) & F)is
exponential in theorem 7.22-2. Notice however that the translation given in theorem 7.22-2
has the singleton property, which is not the case here. Moreover, theorem 7.22-2 extends to
any enumerable P, as seen in theorem 7.24 (even if the singleton property is lost), while we
will see now why theorem 7.26-1 cannot be extended to an infinite P. The reason is that
the relation <(p q,z) associated to cardinality-based circumscription satisfies clearly (wf)
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while the relation <(p q,z) associated to ordinary circumscription is known to falsify (wf)
as soon as P is infinite (see e.g [MR98b, example 4.6]). If we could express any CIRC in
terms of NCIRC' as we have done in theorem 7.26, i.e. thanks to (Def] ), this would force
the relation <(p,q,z) to satisfy (wf) from preservation result 6.25. Indeed, we know that
<(p,q,z) is irreflexive, thus g-(wf) is equivalent to (wf). Thus our preservation result about
g-(wf) shows that no translation such as the one given in theorem 7.26 can exist as soon as
P is infinite.

Let us add a few words about the translation given in theorem 7.26. It is easy to show
that cardinality-based circumscriptions are preferential entailments with a preference re-
lation satisfying (rkb) [Moi99], while the relation associated to ordinary circumscription
generally falsifies (rkb): as soon as P has at least three elements, the relation <(p q,z) fal-
sifies (rkb), because the set inclusion C among the subsets of a set of at least three elements
falsifies (rkb). Thus, the non preservation of (rkb) by (Def] ) is the crucial point which
makes this translation possible. Notice that this provides a second counter-example (after
example 6.28) of the non preservation of (rkb) by (Deflz).

Let us give a last example of the use of the results of section 6 for getting interesting
results about preferential entailments.

7.5 Varying and fixed propositions in cardinality-based circum-
scription

It is easy to verify that the preference relation <(p g z) associated to NCIRC(P,0,Z)
satisfies (rk) (thus NCIRC(P,0,Z) satisfies (RatM1)). However, as soon as P and Q
are not empty, the relation <(p q,z) associated to NCIRC(P,Q,Z) falsifies (rk) (and
NCIRC(P,Q,Z) falsifies (RatMO0)). One way to see this is to use the corresponding result
for CIRC(P,Q,Z) given in [Sat90]: as soon as P and Q are not empty, CIRC(P,Q,Z)
falsifies (RatMO), thus <(p q,z) falsifies (rk). Now, if P as no more than two elements, we
get <(p,q,2)=<(p,q,z): indeed, if card(B) < 2, we have A C B iff card(A) < card(B). This
provides examples (easily extended to greater sets P, Q, Z) of cardinality-based circumscrip-
tions falsifying (RatMO0), thus of relations <(p q,z) falsifying (rk).

From preservation result 6.26, or from the result 6.18, we get then the following result:

Property 7.27 A non trivial cardinality-based circumscription with fixed proposition(s)
cannot be expressed in terms of (Def|7/) from a cardinality-based circumscription without
any fixed proposition:

If V(L) = PUQUZ, if P and Q are not empty, it cannot exist any language L' DO L
with a theory 7’ C L’ such that we have, for any 7 C L:
NCIRC(P,Q,Z)(T) = NCIRC(P',0,Z')(TUT')NnL. O

This amounts to say that property 7.7 cannot be applied to non trivial cardinality-based
circumscriptions (even in the finite case). An immediate consequence is that [LS97, corollary
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9] is false. Notice that [Moi99] shows that a result similar to property 7.7 indeed exists
for finite cardinality-based circumscriptions, but when the roles of the fixed and varying
propositions are exchanged. As this provides another example of using (Defl]s/), and even
with the singleton property, let us remind this result here.

Property 7.28 [Moi99] Any cardinality-based circumscription with finitely many varying
propositions can be expressed in terms of (Defl g ) from a cardinality-based circumscription
without any varying proposition:

PUQUZ = V(L) (disjoint union as usual) with Z = {Z}req1,...n} for some finite n.
We define a set of new (not in L and all distinct) symbols Z' = {Z] }req1,...n}- We get, for
any T C L:

n
NCIRC(P,Q,Z)(T) = NCIRC(PUZUZ ,Q,0)(Tu \ (Zx & ~Z;))NL. O

k=1

Proof: V(L") = V(L)UZ' = PUQUZUZ' As usual, we define M = P(V (L)) and
M' = P(V(L')). Let us denote by T the following subset of L': T( = {Zr < —Z }ref1,n}-
To any p € M, we associate €' () = pU{Z, / k€ {1,---n}, Z ¢ p} (0).

For any T C L, the restriction of e’ to M(7) C M defines a one-to-one mapping from M(T)
to M'(T U Ty) (1).

As P,Z and Z’ are disjoint, for any ' € M’ we get card(p/ N(PUZUZ')) = card(' NP) +
card(p' N (ZUZ")) (2).

If ' € M'(Ty), we get card(u' N (ZUZ")) = card(Z) = card(Z') (3).

As Z is finite, from (0), (2) and (3) we get, for any p,v in M:

card(e'(p) N (PUZUZ)) < card(e'(v) N (PUZUZ)) iff card(p N P) < card(v N P).
From (1) we get then, for any 7 C L: p € M, , ,,(T) iff ¢'() € MQ(PUZUZ,’QM) (TUTy).
As for any ¢ € L we have p = ¢ iff /(1) = ¢, we get the result. Moreover, we have the
singleton property with e’ taking the role of 4’ as described in remarks 6.2. O

Another corollary of property 7.27 and of the satisfaction of (rk) by <(p,g,z) — thus of
the satisfaction of (RatM) by NCIRC(P,0,Z) when P is finite —, is that in theorem 7.26 we
cannot require that we get a cardinality-based circumscription without fixed propositions.
Indeed, this is a consequence of the preservation result 6.26, or 6.18. However, as in property
7.28, if Z is finite, we may require that we get a cardinality-based circumscription without
varying propositions:

Remark 7.29 Any ordinary circumscription in which finitely many propositions are cir-
cumscribed or varying can be expressed in terms of (Def]g/) from a cardinality-based cir-
cumscription without any varying proposition:

If P and Z are finite, and if V(L) = P U Q U Z, there exist a language L', two sets P’
and Q' such that P’ UQ' = V(L') D V(L), and a formula 8 € L’ such that we have, for
any 7 C L:

CIRC(P,Q,Z)(T) = NCIRC(P',Q,0)(Tu{f'}H)nL. O
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8 Extending the vocabulary

8.1 Definitions: introducing (Deft)

We examine now another modification of the vocabulary which is useful in non monotonic
reasoning.

Beware that here, contrarily to the preceding sections, we make the following supposi-
tion!7:

We suppose V(L') CV(L) (i.e. L' CL).

We will now denote the traces in the smaller language L’ by tr/. Thus, for any 7 € T,
tr'(T)=TnNL'.

We suppose also that f’ is a pre-circumscription defined in the language L'8.
Then, we may define a pre-circumscription f in L by:

For any 7 € T, f(T) = f(T ALY UT = /(' (T) U T (Deft)

This method is used in [Lif85] in order to express any circumscription in terms of a
circumscription without varying predicates (see theorem 8.18 below for the propositional
calculus case).

We could introduce more general forms of this method, as we have done with (Defls)
and (Def]7) from (Def]), but we do not know of any general use of such extensions, so we
will not study them here. Moreover, we may design a method encompassing both (Defl])
and (Deft), and also their respective extensions: this is done in [MR99].

We will examine now which properties are preserved or not by this “extension of the
vocabulary”, again following the order in which they appear in definition 5.2.

8.2 Preservation results with (Def?)

Preservation result 8.1 (Idem) is preserved by (Deft): if f’ satisfies (Idem), then f de-
fined from f' by (Deft) satisfies (Idem). O

Proof: We suppose here that f’ is a pre-circumscription in L', which satisfies (Idem), and
we define f as follows: for any T C L, f(T) = f'(¢tr'(T)) U T.

Then, f(£(T)) = £'(t'(f' (' (T)) UT)) U F(&(T)) UT. As f/(t'(T)) C I, we get
tr' (f' e (T))UT) = f'(tr'(T))W'tr'(T). As f' is a pre-circumscription, we get f'(tr' (7))L’

17This is to keep, all along the text (at least in sections 6, 7 and 8), the fact that we start from a
pre-circumscription f' from which we define a pre-circumscription f.

18This is to keep things reasonably simple. Notice that we could start from any mapping f’ from T/
to P(L’) (i.e. any inference operation satisfying LLE in terms of [KLM90]), we would get that f is a pre-
circumscription in L.
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tr'(T) = f'(tr'(T)). Thus f(F(T)) = f/(f'E'(M))u f'E'(THUT = f(f' @' (T)uT.
As f' satisfies (Idem), we get f(f(T)) = f'(&'(T))UT = f(T): f satisfies (Idem). O

Preservation result 8.2 (RM) is preserved by (Deft). O

Proof We suppose here that f’ is a pre-circumscription in L’ which satisfies (RM), and
that we have f(7) = f'(¢v'(T))U T for any T C L. T; and T2 are two subsets of L.
F(TauTe) = flltr'(TruT2) U T UTe = fiir'(Ty) W ir'(Ti UT2)UT1UT2 C
f,(t’l‘,(Tl))U/tT"(TlUTz)UTl |_|T2 (by (RM) fOI‘ fl) AS tr’(Tll_ng)l_ITl |_|7-2 = Tl |_|T2, and
f’(t’l"(T1))|.|T1L|T2 = (f/(tT"(T1))|_|T1)|_|T2 = f(Tl)L]Tz we get f(T1L]T2) - f(T1)UT2:
f satisfies (RM). O

Non preservation result 8.3 (CR) is not preserved by (Deft).
More precisely, if f is non trivially (meaning V(L') C V(L)) defined from f’ by (Def?),
then f satisfies (CR) iff f’ satisfies (RM). O

Proof We will prove the stronger result of the second sentence. We already know that if f’
satisfies (RM), then f satisfies (RM) thus (property 5.4-2) (CR).

Let us suppose now that f’ falsifies (RM). Thus, there exist some theories 77 and 775 of
L' such that f'(T7 U T5) € f'(T1) W' T5. This means that there exists some model u' of
f'(T7) and of T4 which is not a model of f'(77 L' T5). We consider some Z € V(L) -V (L)
and we define the following theories in L: 71 =T U~Z and T, =T UT5U Z.

Then tr'(T1) = Ty, tr'(T2) = T1 W Ty, and tr' (T1 N T2) = tr'(Th) Ntr'(Th) = T

Let p be the interpretation of L defined by p = g/ U {Z}. Then, p is a model of
FI(THUTyU Z, thus of T3 (f' is a pre-circumscription). Thus, g is a model of 7, and a
fortiori of 71 N Ta. As p is a model of f'(tr'(T1 N T2)) = f'(T}) and of T1 N T2, we get
that g is a model of f'(¢r'(T1NT2)UT1NTa=f(T1NT2). As p = —-Z, we get p = T1
and a fortiori y is not a model of f(771). As f/(T7 U T4) CL', we have p = f/(T1 U T4)
iff o' =" f(T1 W T5). As g/ is not a model of f/(T; L' T5), we get that u is not a mod-
el of /(T U T5) and a fortiori g is not a model of f'(7, L' T5) U T2 = f(T2). This
shows that we have M(f(7T1 N T2)) € M(f(T1)) UM(f(T2)) = M(f(T1) N f(T2)), ie.
F(TU)Nf(T2) € f(T1NTo): f falsifies (CR). O

Notice that we will provide below (example 8.21) an explicit example in which f’ satisfies
(CR) and falsifies (RM), and that this example will show that this negative result has some
impact on one of the best known non monotonic formalism, circumscription. Moreover, in
this example, f’ satisfies (CUMU) and (CRoo), which shows that even in this case, (CR) is
not necessarily preserved by (Deft).

Notice also that we know from preservation result 8.2 and property 5.4-1 that if V(L)
is finite, (CR) is preserved. We will come back to this importance of the preservation of
(RM) and of this non preservation of (CR) when studying the problem of the preservation
of multi preferential entailment.
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Let us give a last comment about results 8.2 and 8.3. Together with property 5.4-2, these
two results show that (RM) may be considered as a rather desirable extension of (CR). This
provides in our opinion another argument in favor of the importance of (RM).

Non preservation result 8.4 (CC) is not preserved by (Deft), even if V(L) is finite. O

Example 8.5 V(L) = {4, B},V(L') = {A}.
We define f’ and f as follows:
(T =TH(L) for T' € {Th'(L),Th(A),Th'(=A)} and f'(Th'(T)) =Th'(T).
f(T) = F(TAL)UT.
It is obvious that f’ satisfies (CC).

We define 71 = Th(AV =B), To = Th(B). We get T1 UTo =Th((AV-B)AB) =
Th(AAB) and Ty N L' = To AL/ = TH(T) while (T1 UT») N L' = Th(A). Thus,
F(T) = F(TinLYUTy=Tu, f(Ta) = f/(T2NL)UTs =Ts, f(T1UT2) = f((T1 U
T2)NL)YUT U T2 =Th(L): f falsifies (CC). O

Remind (property 5.7-1 and preservation result 8.2) that in such an example, neither f nor
f' can be a multi preferential entailment.

Preservation result 8.6 (RI) is preserved by (Deft). O

Proof: 77 and T» are two theories of L (elements of T). We suppose f(T1) C T, i.e.
f'(tr'(T1))UT 1 C To. Then (f'(tr'(T1))UT1)NL' C ToNL', thus f/'(¢r'(T1)) C ToNL' =
tr'(T2). From (RI) we get then f'(tr'(T2)) = tr'(T2). Thus, f(T2) = f'(tr'(T2))U T2 =
tr/(T2) U To = Ta: f satisfies (RI). O

Preservation result 8.7 (DC) is preserved by (Deft). O

Proof: T, € T, T2 € T, f satisfies (DC). f(T1NT2) = f(T1NTNLYU(T1NT>) =
FUTiNL)YN(TanL)) U (T1NT2). As f' satisfies (DC) we get f(T1NT2) C (f(T1N
LYW f/(T2nL)U(T1NT2) C f(TNLYUf(T2NL)UT1UT 2= (f(T1NL)YuT)U
(F'(T2NL))UT2) = f(T1)U f(T2): f satisfies (DC). O

Preservation result 8.8 (CT) is preserved by (Deft). O

Proof: 71 € T, T2 € T. We suppose that we have: T2 C f(71) and f’ satisfies (CT). As
we already know that f is a pre-circumscription, we get then 7; U7 C f(71). Thus, taking
the intersections with L', we get (71 U72)NL' C (f(T1NL")uT1)NL'. As f'(T1NL') CL/,
we get (f'(T1NLYUT1)NL' = f(T1NL)L (T1NL') and, as f’ is a pre-circumscription,
F(TinL)U (T1nL') = f/(T1 NL'). Thus we have (71 UT2)NL" C (71 NL'). From
(CT) for f’ we get then f'((T1 U T2)NL') C f(T1NL'). Thus we get f(T1U7T2) =
FTWUT)NLYUT 1 UT2 C f(TiNLYUT UT2 C F(TiNLYU f(T1) = f(T1): f
satisfies (CT). O
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Preservation result 8.9 (CM) is preserved by (Deft). O

Proof: 71 € T,T, € T. We suppose that we have: To C f(71) and f' satisfies
(CM). As in the proof of preservation result 8.8, we get (71 U T) NL" C f(T1 NnL').
As f' satisfies (CM), we get then f'(T: NL') C f((T1 U T2) NL'). Thus we get
f(T1) = f{(TAnL)UT: C f/((ThUT2)NL)UT1 C f/((TAUT)NL)UT1UT 2 = f(T1UT2):
f satisfies (CM). O

Thus, (CUMU) is also preserved by (Deft).
Preservation result 8.10 (PC) is preserved by (Deft). O

Proof: Let us suppose that we have: f’ satisfies (PC) and f(7) = f'(¢'(T))U T = Th(L).
We have f'(¢r'(T)) U T = Th(L) iff t'(f'(tr'(T)) UT) = Th(L) from property 3.6-3.
As f'(tr'(T)) C L', we get tr'(f'(tr'(T)) U T) = f'(tr'(T)) U tr'(T). As f'is a pre-
circumscription we get f'(tr' (7)) U ¢'(T) = f'(¢r'(T)) and as f' satisfies (PC) we get
1 etr'(T),ie. L €Th(T) from property 3.6-3 again. O

Preservation result 8.11 (DR) is preserved by (Deft). O

Proof: We suppose that f' satisfies (DR). Let 71 and 75 be in T. f(T1NTs) =
fI(TiNToNL)YU(T1NT2). As f’ satisfies (DR), we know that we have f'(T;NT2,NL’) =
F(T1nL)YN(T2NL")) C f(T1NLYUF (T2NL'). As we know that a theory is included in a
union of two theories iff it is included in at least one of these two theories (this is “equivalence
(E)” in note 6), we get that, for some i € {1,2}, we have f/(T1 N T2 NL") C f/(T; NL").
Thus we get, for some i € {1,2}, f(T1NT2) = f'(T1iNTNLYU(T1NT2) C f(T:NL")U
(TiNT2) CfF(T:in L’) UT; = f(T:). A fortiori we get f(T1NT2) C f(T1)U f(T2): f
satisfies (DR). O

Preservation result 8.12 (CNM) is preserved by (Deft). O

Proof: We suppose: f satisfies (CNM), 71 CL, T2 CLand L ¢ f(7T1)UT2. Thus, L ¢
(' (T1))UT1UT 2, and, as f'(tr'(T1)) C L', this is equivalent to L ¢ f/(tr'(T1))Utr' (T, U
T2) (cf properties 3.6-4 and 3.8-2c). From (CNM) for f’, we get then L ¢ f'(tr'(T1)) L'
f'(tr'(T1 U T2)). From properties 3.6-4 and 3.8-2c again, we know that we have L €
I (TO))W f e (TauT2))UT U To i L€ f'(tr' (To)) W' f/ (' (Ta U To)) W' ar'(Th) L
tr'(T1 U Ta2), iff (as f is a pre-circumscription) L € f'(t'(7T1)) W f'(tr'(T1 U T2)). Thus
weget L ¢ f'(tr'(T1))U f/(er'(T1UT2))UT1UT 2, ie. L ¢ f(T1)UF(T1UT2): f satisfies
(CNM). O

Preservation result 8.13 (RatM) is preserved by (Deft). O
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Proof: We suppose: f satisfies (RatM), 71 C L, 72 C L and L ¢ f(71)U 7T2. Thus,
L ¢ f'(tr'(T1)) UT1UTa, and, as f'(tr'(T1)) C L'. As in the proof of preservation result
8.12, we get that this is equivalent to L ¢ f'(¢r'(71))Utr’' (T1UT2). From (RatM) for f', we
get then f'(tr'(T1)) C f'(¢r'(T1UT2)). Thus f'(tr'(T1))UT1 C f/(tr'(T1UT2))UT1UT>,
ie. f(T1) C f(T1UT2): f satisfies (RatM). O

Now, we examine the situation with multi preferential entailments and X-mappings.

Preservation result 8.14 1. We suppose here that V (L') is strictly included in V(L).

(a) The notions of multi preferential entailment, and of preferential entailment, are
preserved by (Deft) iff (RM) is satisfied.

(b) The notions of multi preferential entailment, and of preferential entailment are
preserved by (Deft) iff an associated (multi) preference relation satisfies (cl).

2. Thus, if V(L) is finite, the notions of multi preferential entailment, and of preferential
entailment, are always preserved by (Deff). O

Proof: We know that (a) and (b) are equivalent from properties 5.9 (points 5 and 6), and
5.7-2.

Also, point 2 is an immediate consequence of point 1: in the finite case, any (multi)
preference relation satisfies trivially (cl), thus any (multi) preference relation satisfies (RM).

Thus, we prove point 1 (a) here:

From non preservation result 8.3, we already know that if f’ falsifies (RM), then f
cannot be a multi preferential entailment, because it falsifies (CR). Thus we get that (multi)
preferential entailments are not preserved if they falsify (RM).

We suppose now that f’ is a pre-circumscription in L’ satisfying (RM). We know from
property 5.9-5 that f' = f., where <!, is a multi preference relation in L’ satisfying (cl)"?.
<! is defined (definition 4.5) by a set of states S’, a mapping I’ from S’ to M, and the
relation </, on S itself.

We define f in L by (Deft): f(7) = f(t'(T))U T for any 7 C L. We consider the
multi preferential entailment f.  in L defined as follows, with Z = V(L) — V(L) # 0.
S =8’ x P(Z), | is the mapping from S to M defined by: if w = (w', Z,,) where w’ € S’ and
Z. C Z, we define l(w) = l'(w') UZ,: we map any state w to the interpretation of L which
corresponds to the interpretation I'(w’) for the symbols of V (L’), and which corresponds to
Z,, for the symbols of V(L) — V(L).

19Notice that the hypothesis that f’ is a multi preferential entailment is redundant here. Moreover, the
part of the following proof dealing with multi preference relations <,, and <}, could have been avoided, the
preservation of multi preferential entailments satisfying (RM) being a consequence of preservation result 8.2
and of property 5.9-5. However, an interest of this part of the proof is that it provides an explicit definition
of <m from <!, in all the cases where this has a meaning (see also note 20 below).
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We define <., on S by (w', Zy) <m (W), Zy,) iff W' <m w). (Deff: <) ~<mn)

We prove now f = f, .

p € M(f(T)) iff p € M(T) and p' = pn V(L) € M'(f'(tr'(T))). M'(f'(tr'(T))) =
M, (tr'(T)) from (cl) for <},. p € ML, (T) iff there exists w = (w',X) € S<, (T)
such that I'(w') = pNV(L') and X = pNZ (from definition 4.5 and (Deft: </ ~=<p)).
w e S, (T) iff l(w) = p € M(T) and for any w; = (wj,X1) € S such that I(w;) =
I(wy) UXy € M(T), we have wy A, w.

wy <, w iff '(w}) <], U'(w') from (Deft: <! ~<p).

Thus we get g € Mx, (T) iff 1) p € M(T), 2) there exists w’ € S’ such that I'(w’) €
M/ (t'(T)) and 3) for any w} € S’ such that I'(w}) € M’ (tr'(T)) we have I'(w}) AL, I'(w").
This means g € My, (T) iff p € M(f(T)). Thus f = f<,,.

Notice that, as M(f(T)) is a closed set, we get also the result that <, satisfies (cl).

This establishes the result of the preservation of the notion of closed multi preferential
entailment (i.e. of multi preferential entailments satisfying (RM)), and this provides an
explicit definition of the multi preference relation <,,.

Let us suppose now that our multi preference relation <!, is in fact a preference relation
<"in L': </ ,=<'. Above proof still works, and <,, defined from <’ by (Deff: <! ~+<,,)
is a preference relation in L. We get the following definition of < from <', which is (Def?:
<! ~=m) simplified to the case where <! =<':

We define f in L by (Deft): f(7) = f(t'(T))U T for any 7 C L. We consider the
following preferential entailment f- in L defined as follows, with Z = V(L) — V(L):

p=<vif un V(L) < vNnV(L). (Deff: </~+<)

The proof given above still works, and shows that f = f is a closed preferential entail-
ment, i.e. a preferential entailment satisfying (RM). Remind that any preferential entailment
satisfying (RM) satisfies also (DC)?° a result to be compared with the preservation of (DC)
by (Deft). O

Non preservation result 8.15 The notion of X-mapping (which are pre-circumscriptions)
is not preserved by (Deft). O

Proof: It is known (see [MR98a|) that there exist X-mappings which falsify (RM) (see ex-
ample 8.21 below), while any X-mapping satisfies (CR). Then, use non preservation result

20There exist pre-circumscriptions satisfying (RM) and (DC) which falsify (DCC), thus which are not
preferential entailments [MRO00]. Thus, we cannot simply use preservation result 8.7 for dealing with the
case of preferential entailments, and we need a specific proof in this case. Doing so, it was easy to give also
the similar proof for multi preferential entailments (cf note 19).
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8.3. 0

As for multi preferential entailments, in the finite case the notion of X-mapping is pre-
served by (Def?):

Preservation result 8.16 If V(L) is finite, the notion of X-mapping (which are pre-
circumscriptions) is preserved by (Def?t). O

Proof: In a finite language, a pre-circumscription is an X-mapping iff it is a cumulative multi
preferential entailment [MR98al, and we have seen in preservation results 8.8, 8.9 and 8.14
that in the finite case the notion of cumulative multi preferential entailment is preserved by

(Def?).

We have achieved the proof, but we have not yet given an explicit way of defining a set
X such that f = fx from the set X', contrarily to what we have done with preservation
result 6.19. At first sight, it does not seem that such a definition is so obvious. However,
using results of [MR98a|, we provide now a way of defining a set X from X'.

This method has also the advantage of giving a constructive definition of any finite
X-mapping in terms of a multi preferential entailment, and the multi preference relation
obtained is the smallest possible, in terms of size of the set S’ and of the graph of the
transitive and irreflexive relation (step 4 below, in the language L').

The method provides also the opposite construction: starting from a given transitive
and irreflexive multi preference relation <,,, we show how to construct a set X such that
f<.. = fx (step 6, in the language L, in the case occurring there, as we start from a relation
<m which has the smallest possible graph, we get a set of formulas X which is the smallest
possible).

This is why we detail the method here, even if, for our final goal, which is defining the
set X from the set X', a shorter method could certainly be given.

1. Define the set X} which is the smallest which has the same A-closure than the set
X': from property 5.11-2, we know that X} is the smallest set such that we have

fx = fx;-

2. For any formula 2’ € X, compute the formula p(z') = -z’ A (/\y’eX’A, Yt 2ty y')
(cf [MR98a, Definition 5.9]).

3. As we suppose that fx is a pre-circumscription, we know that each p(z') is equivalent
to a complete theory in L' [MR98a, Property 5.14]. Let us call ’(z') the interpretation
of L' such that M'(p(z")) = {I'(z")}, i.e. I'(2') is the model of the complete theory
Th (o(z") in L.

4. We define then the multi preference relation </, as follows: S' = X, I is as defined
above, and we define <! as follows: for any z’,y’ in S', we define 2’ <! ' if y' ' 2’
and y' # 2’. From [MR98a, Property 5.14], we get f. = fx'.
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5. Define <,, from </ as done in (Deff:</! ~»<,,;) (proof of preservation result 8.14).
Thus we get: S = S’ x P(Z) where Z = V(L) — V(L'), I(z',w") = I'(2") U w" for
any 2’ € X, = S',w" C Z, and for any z',4' in ' = X} and any w”,w" in P(Z),
(@, w") <m (Y, w") iff &' <,y

6. Then, in order to get the set X from <,,, we do the reverse operation of what we
have done above in order to get </, from the set X)2!. Thus, for any element w =
(z',w") € S, where 2’ € S' = X!, and w" C Z, we define the formula £(w) as follows
[MR98a, Definitions 5.5]: M(—={(w)) = {l'(z") Uw"} U {l'(y") Uw" }(yr wimr)<om (@’ ,w)-
We take the set {{(w)}wes as our set X and we get f = fx from [MR98a, Property 5.6]
applied to the multi preferential entailment defined by the multi preference relation
<m-

If X}, has n elements and Z has z elements, we get a set X = X, with n x 2* elements, and
this is the smallest possible set (from [MR98a, Property 5.14] and property 5.11-2).

We define now directly X = X, in terms of X} as follows:
Firstly, we have the following two equalities, for any =’ € X (see ¢'(z') in point 2

above):
AN = AN v =42 U
x’ ':Iyl’ y/ EX;\ x’ ':IyI’ y/ EX;\
A - (y) = A v (2
zl':Iyl1 y’eX}\—{m’} ml':Iyl’ y’eX}\—{m’}

The proofs have no difficulty (use a recurrence on the length of the greatest chain of strict
entailments in the set X}, starting the recurrence with the elements which are at the end
of these chains).

Secondly, from the definition of £(z',y’) (point 6 above), we get:

M(=€(a",w")) = {1'(a') Uw"} U1 (5') U 0"y ary <, oy

thus, from the definitions of I'(z’) (point 3), of <,, (point 5) and of </, (point 4), we
get:

&', 0") = (@) A A gewr ZA Ngegar ~2)V Vo, yexiiony € @) i

(2", w") = (=¢" (") VV zewr 7ZV N zezwr Z) N Narory, yexi—ory 7' ()

Aarery, yexy, 2" WDV ((Vzew 72V zezwn Z) N (Narzry, yexi—ary 79 (4))-

Thirdly, using equalities (1) and (2) given above, we get a direct definition (Deff: X' ~»
X):

21Notice that, as </, obtained by the method given is in a “reduced form” (the set S’ and the graph for
<, have the smallest possible number of elements), so is <. This implies that we will get a set X which
is the smallest possible: X = Xa.
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sy =av(\ ~zv \ A N ) 3)

Zew" ZeZ—w!" 2’ ':Iyl, yIGX}\_{zl}

Using the definition of ¢'(z') again, we get:

(@) =2 v\ ~Zv [ DAP@E)). (3)

Zew' ZeZ—w"

Now, starting from (3) and applying distributivity, we get a third possible writing:

(e w)=@'v(\ -Zv \/ 2)A( A y)- (4)

Zew" ZeZ—w'" ml':IyI’ y’EXj\—{m'}

We get then directly (and in three forms) the smallest possible set X =
{f(l’l,ﬂ)”)}mlexj\,wugz. O

Let us give a small example:

Example 8.17 V(L')={A,B},Z={Z}, V(L) = V(L) UZ.
X'={AVB, AV-B, -AV-B, “AAB, ~AA-B)}.

f' = fx: is the X-mapping defined on L’ by the set X’ (we have chosen a set X’ such
that f’ is a pre-circumscription, see point 3 below) and f is the pre-circumscription defined
in L by f(T) = f(TKHT)NLUT.

From above result, we know that there exists in L a set X such that f is the X-mapping
defined by X: f = fx.

Firstly, let us use the indirect method of computation of the set X given in points 1-6
above, which has the advantage of describing f’ and f also in terms of multi preferential
entailments. Another advantage of the method used here (described in the proof of preser-
vation result 8.16) is that we get the most economical way, in terms of the size of the set of
states and of the graph of the multi preference relation, to describe such multi preferential
entailments.

1. X' = X} here.

2. Calculating all the ¢'(2') (2’ € X}), we get: ¢'(AVB)=-AA-B, ¢'(AV-B)=-AAB,
¢ (wAV-B)=AAB, ¢'(w=AANB)=AA-B, ¢'(-AN-B)=AA-B.

3. Each ¢/(z') corresponds to a theory complete in L', thus fx: is a pre-circumscription
in L'22,

22Notice that the ¢’(z')’s are not all distinct, which means that f’ = fx/ is not a preferential entailment
in L' [MR98a]. And in fact it is easy to show that f’ falsifies (DC): f/(=B) = Th(=B), f'(-(A & B)) =
Th(_|(A < B)), Th(_|B) N Th(—\(A < B)) = Th(—|A \ —|B), f’(—|A \ —|B) = Th(—u‘l) Z Th((—\B)/\ —\(A <
B)) = Th(AA-B). For these computations, it may be easier (at least manually) to use the multi preferential
entailment definition of f/, i.e. f<;n, described in points 3 and 4.
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We get: I'(AVB) = 0, I'(Av-B) = {B}, I'(~Av-B) = {4, B}, I'(=ANB) = I'(=AN-B) =
{A}.

. <!, is defined as the reverse relation of “=" and #” on X}, =S, i.e.: AVB </, =AAB,

AV-B <), “AA-B, ~AV-B <! ~AAB, “AV-B <), ~AA-B and nothing else.

.S = {wz‘}ie{l,...’lo} with u = (AVB,@), Wy = (AVB, {Z}), w3 = (AVﬁB,@),

Wwq = (AV_'Ba{Z})a Ws = (_'AV_'Ba(Z)); Wwe = (_'AV_'Ba{Z})a wr = ("A/\B,@),

wg = (FAAB,{Z}), wg = (AA-B,0), wig = (FAA-B,{Z}). <, is defined on S
by (2',2") <m (¢',y") iff 2’ <., v', where 2',y' are in S’ = X} and 2”,y" are any
subsets of Z.

C&w) =AVBV Z, £(ws) = AVBVZ, £(ws) = AV =BV Z, £&(ws) = AV =BV ~Z,

&(ws) = "AV-BV Z, £(wg) = AV BV ~Z, &(wr) = (FAAB)V (AAN-BA Z),
{(ws) = (FAAB)V (AAN-BA-Z), {(wo) = (FAA-B)V (AAN=B A Z), &(wio) =
(wAAN-B)V(AAN-BA-Z).

Thus, we get our set X = X5 = {{(w;)}ieq1,..,10}- It may be checked that we have
indeed f(T) = fx(T) = f<,.(T) = f'(tr'(T))U T, for any T C L, where tr'(T) =
TMT)NL and f/(T') = fx(T') = f< (T") for any 7' C L.

We use now the direct method for computing the set X from X/ given above (Deff:

X'~ X), computing directly all the &(w;) for i € {1,---,10}.

We get, applying the direct computation given by formulas (3), (3’) and (4) respectively:
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7

w; (z',w") §(w;) form (3) §(w;) form (3') §(w;) form (4)
wy (AvV B,0) AVBVZ (ﬁAé\\ig\//\Z) AVBVZ

ws | (AVB,{Z}) AV BV ~Z (ﬁA‘/‘\‘XBBXﬁZ) AV BV ~Z

ws | (AV-B,0) AV-BVZ (ﬁi\//\;ﬁ\vZ) AV-BVZ

wi | (AV=B,{2}) | Av-Bv-Zz (ﬁﬁ/:/gf\ﬁ/m AV =BV -7
ws | (-AV B,0) -AVBVZ (Aﬁ/é\g/}\vz) -AVBVZ

we | (FAVB{ZY) | -AvBvV-Z (A;f;f\:z) ~AVBV -2
wr | (2AAB,0) (ﬁ((ZiAég))/\\/ 7) (.Sl_‘/(l ﬁ/}ﬁ\)\é) ((ﬁf(/)x@ \é)Z "
ws | (FAAB,{Z}) (ﬂ(ﬁxﬁi /EJ)E?)\V—'Z) (A(Réjll\? 1/3)—YZ) ((ﬁ{?ABéVBﬁ)Z)A
wy | (7AA=B,0) (?éé\ A §§V ((Zf\l "5 l/?)%/) (CAr-B) VA
wo | An-Bzy | GV Ay | A

We find again the set X, this time with (at most) three writings for each formula in X.
O

We give now a few applications of these results to propositional circumscriptions.

8.3 A few applications of the results about (Def?)

We suppose V(L) = PUQ and V(L) = V(L') U Z (disjoint unions). We consider f’' = f_/
with <'=<(p, q, ¢) (definition 7.1). Thus f’ = CIRC(P,Q,0) is the circumscription of P
with Q fixed, and without varying propositions. Then, if we define < in L from <’ by (Def?:
<~<),weget p<viff uNP CrvNPand pNQ=vNQ,ie <=<=<(p, q,z): f=f<
is the circumscription of P with Q fixed and Z varying.

We get then the following result:

Theorem 8.18 A propositional circumscription CIRC(P, Q,Z) can be expressed in terms
of (Def?t) from the circumscription without varying proposition CTRC(P,Q,0) iff P U Q is
finite (or P = ) or Z = (). In this case we get, with V(L) = PUQUZ and V(L) = PUQ,
for any 7 C L:

CIRC(P,Q,Z)(T) = f(T) where f(T) = CIRC(P,Q,0)(tr'(T))UT.
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In the other cases (P U Q infinite, P and Z non empty), the pre-circumscription f defined
above is not a multi preferential entailment (thus it is not a circumscription). O

Proof: We have already given the main parts. It suffices to add the known result (cf remark
7.5-2) that a propositional circumscription CIRC(P, Q,Z) satisfies (RM) iff P U Q is finite
(or P =0, as CIRC(0,Q,Z) is the identity). Thus, if PUQ is finite, we get the result from
the proof given for proposition 8.14 applied, as shown just above, to this particular case. If
P U Q is infinite, P # () and Z # (), we know that f as defined here falsifies (CR), thus it is
not a multi preferential entailment, and a fortiori not a circumscription. O

Notice that this result is the translation to the propositional case of the result given in
[Lif85, Proposition 2], also as [Lif94, proposition 3.2.1] in the case of the “second order” pred-
icate circumscription (in a first order framework), for finitely axiomatizable theories. The
simplification provoked by the propositional case instead of the predicate case has allowed
us to give the precise range of application of the result, while, to our knowledge, the exact
limits of liability of Lifschitz’s results are still unknown. The present study (transposed
to the predicate calculus case) shows that in Lifschitz result, some restrictions are indeed
mandatory. The restriction to finitely axiomatizable theories is probably too restrictive, but
we do not know to which extend. In the propositional case, we are not restricted to finitely
axiomatizable theories, which is a good thing because this restriction is very severe in the
propositional case. However, it is an obvious corollary of our result that for any proposition-
al circumscription we get CIRC(P,Q,Z)(T) = f(T) if T is finitely axiomatizable: indeed,
in this case we may work in a finite vocabulary (the vocabulary V(T) of some writing of 7)
and add afterwards (meaning once the finite circumscription is made) all the formulas - P
for any P e P — V(7).

Now, we get a result similar to theorem 8.18 for cardinality-based circumscription. Before
stating the result, we need a lemma.

Lemma 8.19 If P is enumerable and if Q is finite, then NCIRC (P, Q,Z) satisfies (RM).
If P is not enumerable, or if Q is infinite (and P # (), then NCIRC(P, Q, Z) falsifies
(RM). O

Proof: We write < for the preference relation <(p q, z) associated to NCIRC(P,Q,Z).

1) P is enumerable and Q is finite. We prove that < satisfies (cl), then property 5.9-5
will give that NCIRC(P,Q,Z) satisfies (RM). If P is finite, we get the conclusion from
theorem 7.22, preservation result 6.5 and remark 7.5-2. So we suppose P denumerable
(meaning enumerable and infinite) here (the proof also works with a finite P, even if it
becomes rather trivial).

Let us suppose that, for some 7 C L, there exists g € M(f<(7T)) = TC(M<(T)) such
that p ¢ M<(T). We define the formula ¢ = (Ageunq @) A (Ageq—, ~@)- We have
pw € TC(M<(T)), M(p) is open and p € M(yp), thus there exists v € M(p) N M<(T). We
have ¥ N Q = p N Q from the definition of ¢. If card(p N P) < card(v NP), as we have
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also v € ML (T) and g € M(f(T)) C M(T), we get card(u NP) = card(v N P), but then
we get also p € ML(T), a contradiction. Thus we have card(v N P) < card(p N P) and
v < @, in particular, n = card(v N P) is finite. Thus, there exists a subset P; of u NP with
n + 1 elements. We define the formula ¢ = ¢ A (Apep, P)- For any p' € M(y)) N M(T)
we get card(y' NP) > n, thus v < ¢’ and g/ ¢ ML (T). Thus M(y) N M(T) = 0.
Now, from the definition of 9, we get p € M(¢), thus M(¢)) is an open set containing
p. As p € TCM<(T)), we get M(yp) N M<(T) # @, a contradiction. This establishes
TC(M<(T)) = M(T): < satisfies (cl).

2) Let us suppose now that P = {P;}icw,, Q = Z = 0 (w1 denotes here the smallest
cardinal greater than w = card(N)). We define 7 = Th({P;}icw) and p = P. Then
ML (T) ={v/card(v) = w} and p € TC(M<(T)) — M<(T): < falsifies (cl). From proper-
ties 5.9-5 and 5.6-1 we get then that f falsifies (RM). This counter-example may be easily
generalized to any sets P, Q, Z containing the respective sets given here (just choose theories
with a vocabulary included in the set P given here).

3) For the case P # ) and Q infinite, see example 8.21 below: it gives an example of an
ordinary circumscription CIRC({P}, Q, §) falsifying (RM). As P = { P} is a singleton there,
we get NCIRC({P},Q,0) = CIRC({P},Q,0), thus this is an example of a cardinality-
based circumscription falsifying (RM). As Q is enumerable there, any infinite set has some
set equipotent to this Q as a subset. As in point 2, we may easily generalize this counter-
example to any sets P, Q,Z containing the respective sets given here. O

Theorem 8.20 Any cardinality-based circumscription with countably many circumscribed
propositions and finitely many fixed ones can be expressed in terms of (Deff) from a
cardinality-based circumscription without varying proposition:

V(L) =PuQ and V(L) = V(L')UZ (disjoint unions). If P is enumerable and Q finite,
we have, for any 7 € T:

NCIRC(P,Q,Z)(T) = NCIRC(P,Q,0)(T nL/)UT. O

Proof: From lemma 8.19 we know that we are in a case where NCIRC(P,Q, ) satisfies
(RM). We get then the result by applying preservation result 8.14 to this particular case.
Indeed, it is obvious from the definition of <(p q,z) in definition 7.21 that if <'=<(p q,9),
and if we define < by (Deff:<'~»<), then we get <=<(p q,z)-

Notice that from non preservation result 8.3 and from lemma 8.19 we get also that this
equality is false if Z is not empty and if either P is not enumerable, or Q is infinite (and

P #0). O

Thus, we get an (exceptional? at least interesting...) case where we have the choice of
applying a transformation of the kind (Def] ) (remind property 7.28) or of the kind (Deft)
as done here, when we want to suppress the varying propositions in a cardinality-based cir-
cumscriptions. Indeed, if P is enumerable and Q and Z finite (in particular if V(L) is finite),
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we may apply the two results, and it remains to examine which one is the most useful, for
instance for what concerns the simplification of the effective computation.

Let us give now an example, dealing with circumscription, as an illustration of (non)
preservation results 8.3, 8.14, 8.15.

Example 8.21 P ={P}, Z={Z}, Q = {Qi};c N-
We consider V(L') =PuUQ and V(L) = V(L") UZ.

We define f' = fo = CIRC(P,Q,0) in L' and f; = f-, = CIRC(P,Q,Z) in L. Thus
</:<(P’ Q, 0) and <1:<(P, Q, Z) (deﬁnition 71)

We define the following interpretations in L': pl, = {P}U{Q;}izn, pl, = {P}, v' = 0.

We define also the following theory of L': 7' =, y Th (1) N ThH'(V').

We get M'(T") = {p}nenw U {p,v)} and ML(T') = M/(T’) — {u,} (indeed,
v < ).

Thus M’,,(T") is not a closed set, and f’ = f falsifies (RM).

We will also use the following interpretations for L: p, = p, U {Z}, po = p, U {Z}
and v = V' U {Z}. Also, we will sometimes need to consider the sets p/,u., and v’ as
interpretations for L (then, this will be made explicit).

We give here an explicit counter-example to (RM): 7] =T, Ty = Th'(ul,) N TH (V') ,
thus T, C Th, ie. THU Th=Th f(T}) =T, and f/(T} U/ Th) = f/(Th) = TH(W') ¢
F(T)UT, = T,. Notice that we cannot choose a theory 77, which is finitely axiomatizable
(even “with respect to 71”) as we know that (RM1) is satisfied by any multi preferential
entailment, thus by any circumscription.

Now, we define the following theories in L: 71 =T] U—Z, To =T, U Z.
We define f(7) = f(tr'(T)) U T for any T € T, where tr'(T) =T NnL'.

We get f(T1) = f(TOUT1=T1UT1 =T, f(T2) = f(T)UT=TH({@)UT, =
T]’L(I/) le n Tz) == f/(tT‘/(Tl n Tz)) L (Tl n Tz) = f/(tT/(Tl) n t’l"/(T2)) [N (Tl n T2) ==
FTINTYUT1NT)=f(TOU(T1iNT)=TiU(T1NT2)=T1NTo.

F(TO)Nf(T2) € f(T1iNT2): we get p, € M(f(T1NT2)) =M(T1) UM(T2) (indeed,
fo € M(T2)). However, p, ¢ M(f(T1)) = M(T1) and p, ¢ M(f(T2)) = {v}, thus
e € M(f(T1) N f(T2)): f falsifies (CR), thus f # fi.

Precisely, we get here M, (T1N732)) = {tn}ne NU{V'}U{r} (here, all the elements are
considered as interpretations for L): indeed, the only models of 71 N T2 which are removed
are p/, and p,: v <1 g, and v < p, (similarly for v’ instead of v by the way). Now, the
topological closure of this set does not contain f,,, it contains only the additional element p/,
which is the limit of the sequence (u),),,c N- Thus, M(f1(7)) = {1, }ne nU{p, U{v'}U{r}.
As we have seen that we have M(f(7T1N7T2)) = M(T1) UM(T2) = M(f1(T)) U {pw}, this
shows that we have f(7T1 N7T2) # f1(T1 N T2): we have given an explicit example in which
CIRC(P,Q,Z) and f differ. Also, we see why this result is closely linked to the falsification
of (CR) by f, which itself comes from the falsification of (RM) by the circumscription f’.
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Now, we can get more from this example. Indeed, it is known (see [MR98b, Theorem
6.40]) that a formula circumscription CIRC(P,Q,Z) is an X-mapping iff P is finite or Z
is empty. Thus, in above example, f' is an X-mapping. We may choose the set of its
inaccessible formulas as our set X’ such that f = fx: (see [MR98a, MR98b] for a syntactic
description of this set, and also of the smallest set X’ possible here). Now, as f falsifies
(CR), it cannot be an X-mapping. This provides an explicit example of an X-mapping f’
such that f as defined by (Deft) is not an X-mapping (see non preservation result 8.15).

Remind also that f’ satisfies (CUMU) (as any propositional circumscription) and (CRoo)
(as any X-mapping). O

9 Conclusion and future work

We have given a few results about the most widely used methods of extension or reduc-
tion of the vocabulary in non monotonic reasoning. We have particularly examined which
properties are preserved by these modifications of the vocabulary. The simplification of the
effective computation of preferential entailments is one possible application of this kind of
result.

In our first study (called here reduction of the vocabulary, but which may be applied
in both ways), we have shown how the study of multi preferential entailments originating
in the work of Kraus, Lehmann and Magidor [KLM90] may be done from the study of the
much simpler notion of ordinary preferential entailment originating in Shoham [Sho88]. The
method proposed here is a significative generalization of a recent result given by Costello
[Cos98] about propositional circumscription. This study has separated the classical prop-
erties in two classes, and surprisingly it appears that the properties preserved are those
which have received the more attention in the literature. We think that this stability is
one possible hidden reason for this fact. Notice that from a pure knowledge representation
perspective, nothing justifies e.g. to study the rather contestable disjunctive rationality (p-
reserved, and studied in many texts) and to ignore the more desirable disjunctive coherence
(not preserved, and ignored in many texts).

In our second study (called extension of the vocabulary), we have exhibited a case when
the property that we call (RM) is very desirable. This (already well known) property is an
extension of the property that we call (CR) (called “OR” in [KLM90]) and the desirability
of (RM) has sometimes been contested in the literature. For instance, we read a comment
in [Mak94] stating, without further justification: “The intuitive status [of this property] is
rather debatable”. We have exhibited one situation in which this property has important
consequences: when satisfied, the notions of preferential entailments and of multi preferen-
tial entailments are preserved by a very simple kind of extension of the vocabulary already
evoked in “old” texts in the literature, while no preservation occur when this property is
falsified. This example exhibits an important case in which (RM) has the behavior of a
(CR) much more stable than the basic (CR) alone.
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The two cases (“reduction” and “extension”) considered here, with their associated preser-
vation results, have many useful consequences. We have given a few examples, concentrating
our attention to circumscriptions. We have shown what has made possible the interdefin-
ability between ordinary circumscription and cardinality-based circumscription in the finite
case, discovered recently [Moi99]. Also we have shown why only one of these two translations
can be extended to any enumerable case. We have also made precise the range of viability of
a known theorem of suppression of varying propositions in circumscriptions. To our knowl-
edge, such limitations, which are obvious consequences of our preservation results, had never
been studied before. Applying again these results to cardinality-based circumscription, we
have exhibited a particular case in which the two transformations examined in the present
text (reduction, and extension of the vocabulary) may be applied. We have shown that these
two methods allow to suppress the varying propositions in this kind of circumscription, in
the finite case. Such results should greatly improve the efficiency of automatic computation
methods. It remains to examine which method is the best one, or to determine the cases in
which one method is more efficient.

Despite the fact that we have already given various applications of our study, a lot of
work still remains.

Firstly, there are still a few “holes” in our study.

One hole is that, in our reduction process called (Def]), we were unable to state about
the preservation or not of safe foundedness (sf), in the case where the small language L is
not enumerable. This is of some importance because (sf) is a very widely used and desirable
property of (multi) preference relations.

A second hole concerns our extension process, and deals with circumscription with vary-
ing predicates: we need a property, not present in the list given in definitions 5.2, which
explains why it is apparently so difficult to express an ordinary circumscription in terms of
a circumscription without varying objects (i.e. with an empty Z). Indeed, the restriction
made in theorem 8.18 is rather severe, and we do not know of any property which explains
precisely why. It is known that (CRoo) is a good property which separates the circum-
scriptions with Z and those without Z, when the set P of the circumscribed propositions is
infinite. But this does not explain the limits in theorem 8.18: the restriction P U Q finite
is more severe than P finite, and anyway (CR) itself is not preserved there. The property
(RM), shown to block any immediate extension of applicability of theorem 8.18, applies
equally to the case when Z is empty or not in this case. So, the question we ask is the
following one: is there a possibility of expressing precisely such impossibility in terms of
a property of knowledge representation such as the ones given in definitions 5.2, or have
we missed something else here? Various questions of this kind remain unanswered, and we
consider that this is however a good point of the present study, as it shows how it may help
us in improving our basic understanding of the leading (multi) preferential entailments used
in the literature.
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A third hole concerns an eventual extension of the characterization of finite cumulative
multi preferential entailments given in theorem 7.16 to the infinite case. A characterization
of infinite propositional formula circumscription is given in [MR98b]. Could this result,
or a similar result, be used in order to help extending this theorem to the case of infinite
cumulative multi preferential entailments?

Another hole, or more precisely unachieved study, concerns also theorem 7.16, more
precisely now the finite case, compared with the results of remark 7.29. In these two cases,
we got a very constrained f’ allowing to express any finite cumulative multi preferential
entailment f in terms of f(7) = f'(TU{#'})NL. A natural question to ask is: how far can
we go in our requirements for f’. Can we go further yet? Or do we have here two different
examples of f’ which are, so to say, “maximally constrained”. And if so, can we describe all
theses maximally constrained f’, what do they have as particular properties? Precisely in
this example, which are the precise properties which make ordinary circumscriptions (even
without fixed proposition) and cardinality-based circumscriptions (even without varying
proposition) exactly equally powerful to that respect? What important properties do they
have, which apparently is missing in our study? Clearly, this last question could demand
a lot of work, and is at the frontier between a simple suppression of small holes, and a
really new perspective. This is an important matter because it is very likely that automatic
computation becomes easier when f’ is more constrained.

We will evoke below three other possible future works of this kind, or at least questions,
originating from the present study. Before that, let us add here that we have given only
a few applications of our study to circumscription. This was in order to explain on a few
concrete examples how this study can be used. But there are many other possible uses of
this study, for example about the most general notion of preferential entailment.

A significative part of the present text provides constructive definitions in most of the
applications of our study to “concrete” cases. We have shown how to compute a set of formu-
las in the new vocabulary, when starting from a set of formulas in the original vocabulary.
The aim of these constructive definitions is to give a first step towards a real simplification
of the automatic computation. But it remains to really apply our results to automatic com-
putation. We think that this is possible, and that we have given serious indications in favor
of this opinion, but a lot of work remains to be done.

We have only studied the propositional case, for the sake of clarity, but extensions to the
predicate calculus case should be done. As we have studied the infinite propositional case,
we have given a few clues towards this much complicated study, but a lot of work remains,
because the conditions of viability of the properties studied here are generally rather com-
plex in the predicate calculus case.

We think also that it would be very interesting to extend the present study to the case

of “credulous reasoning”, where conclusions are not necessarily deductively closed theories.
Bochman has made precise some theoretical foundations of such a way of reasoning in terms
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of (multi) preference relations [Boc99b|, and we think that combining a study of this kind
with the work presented here could bring interesting results.

Acknowledgment: The first author thanks Eric Badouel for his assistance in one proof.
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