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Abstract: This paper regroups various studies achieved around polynomial dynamical sys-
tem theory. It presents the basic algebraic tools for the study of this particular class of discrete
event systems. The polynomial dynamical systems are defined by polynomial equations over
Z/37, . Their study relies on concept borrowed from elementary algebraic geometry: vari-
eties, ideals and morphisms. They are the basic tools that allow us to translate properties
or specifications from a geometric description to suitable polynomial computations. In this
paper, we more precisely describe the controller synthesis methodology. We specify the main
requirements as simple properties, named control objectives, that the controlled plant has to
satisfy. The plant is specified as a polynomial dynamical system over Z/37 . The control of the
plant is performed by restricting the controllable input values to values suitable with respect
to the control objectives. This restriction is obtained by incorporating new algebraic equations
into the initial polynomial dynamical system, which specifies the plant. Various kind of control
objectives are considered, such as ensuring the invariance or the reachability of a given set of
states, as well as partial order relation to be checked by the controlled plant.

Key-words: Discrete Event Systems, Polynomial Dynamical Systems,
Supervisory Control Problem, Optimal Control, Polynomial Methods.
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Le probléme de la synthése de contréleurs sur des systémes a
événements discrets par des méthodes polynomiales

Résumé : Ce papier regroupe diverses études réalisées autour des systémes dynamiques
polynomiaux. Il présente les différents outils utilisés pour I’étude de cette classe particuliére
de systémes & événements discrets. Ceux-ci sont définis par une famille d’équations polynomi-
ales dans Z/37, . Les concepts utilisés sont empruntés a la géométrie algébrique élémentaire:
variétés, idéaux, morphismes. Dans ce papier, nous regardons plus précisément le probléme
de la synthése de contrdleur. Dans un premier temps, le systéme est spécifié par un systéme
dynamique polynomial. Le controéle de ce systéme s’effectue alors en imposant des contraintes
supplémentaires sur les entrées de celui-ci. Différents types d’objectifs de contrdle peuvent
étre considérés : assurer 'invariance, l'atteignabilité ou ’attractivité d’un ensemble d’états.
Nous présentons également une théorie de la commande optimale, permettant de synthétiser
des controéleurs traduisant un critére qualitatif et non plus logique. Les objectifs de commande
s’expriment alors comme des relations d’ordre ou comme un critére de minimisation sur une
trajectoire bornée du systéme.

Mots-clé :  Systémes & événements discrets, systémes dynamiques polynomiaux, probléme
de la synthése de controleurs, controle optimal, méthodes polynomiales



The Supervisory Control Problem 3

Introduction & Motivations

Polynomial dynamical systems over Z /37 ' were first introduced for studying the logical and
synchronization of SIGNAL programs. The SIGNAL language is dedicated to reliable specifica-
tions of real-time reactive systems [9, 43]. SIGNAL describes systems (called processes) that
communicate with their environment through a finite set of input and output ports. These
processes are characterized by the sequences of communication events one can observe on the
ports. For each event, some ports may receive or emit a value while some others do not par-
ticipate in communication (i.e., no value is present on these ports, for this particular event).
The logical and synchronization part of a SIGNAL program is translated into a polynomial
dynamical system over Z/37 on which various studies can be performed [42]. Polynomial
functions over Z/3y provides us with efficient algorithms to represent these functions and
polynomial equations. Hence, instead of enumerating the elements of sets and manipulating
them explicitly, this approach manipulates the polynomial functions characterizing their set.
This way, various properties can be efficiently proved on polynomial dynamical systems. It
rapidly appeared that these aspects of SIGNAL programs were closely related to a certain class
of Discrete Event Systems (DES).

In the Ramadge and Wonham theory of DESs [63, 64, 65|, the behavior of a DES is modeled
by the set of all its possible executions, i.e. by infinite sequences of events a1, a9, ..., where
each a; is an element of the finite alphabet that represents the possible actions of the system.
At this point, the system is represented by some automaton, a finite state automaton for
example. Given a plant (P) and a specification of the waited behavior (S), the control of the
plant is performed by inhibiting some events belonging to a set of controlled events while the
other events cannot be prevented from occurring (they are said to be uncontrollable) in such a
way that the behavior of the controlled plant is included (in the sense of language) in the one of
(S). It appears that this point of view although general is not always the most convenient from
a practical point of view. Indeed in some situations, the problem is rather different and the
relations between the plant and the controller are better described by considering the plant as
emitting signals to the controller which in turn emits some other signals to control the plant.
These signals are controllable and given as inputs for the plant [6, 40, 26].

As SIGNAL is a data-flow language, it is natural for us to use the input/output approach
(however systems defined as finite state automata, like in [63], can also be considered within
this framework). Even if it is possible to mix the two approaches in a single model, we feel
that the two approaches are complementary in applications. So, polynomial dynamical systems
offer an alternative (although closely related) approach to the classical automata theory. The
plant is then represented by a polynomial dynamical system while the control of the plant

'Z /37, denotes the Galois field with 3 elements {—1,0,+1} with the usual multiplication and addition
modulo 3 (1+1 = -1, and 3 =0).
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4 Hervé Marchand, Michel Le Borgne

is performed by restricting the controllable input values to values suitable for the control
objective. This restriction is obtained by incorporating new algebraic equations to the plant
modeled by a PDS in order to obtain the controlled plant. Various kind of control objectives
can be solved within this framework.

e Historically, for a practical point of view, control objectives were expressed in terms of
inwvariance, reachability and attractivity of a given set of states.

e However some control objectives cannot be expressed as traditional objectives, because
they consider the way to reach a given logical goal. One way to solve these problems is
to express them as partial order relations over the states of the plant.

Moreover, the traditional theory provides algorithms allowing the automatic synthesis of con-
trollers according to the plant and their specification. However, the implementation of these
algorithms is most of the time explicit. It renders the computation of the supervisory con-
trollers not practical because of the size of the generated state spaces which is often too
important when dealing with realistic applications (even if the proposed algorithms are often
polynomial in the number of states). A contrario, the present approach proposes “symbolic”
computations, based on a representation of the plant,by means of polynomials and at a lower
level by Ternary decision diagrams (TDD) a slight extension of the Binary decision diagram-
s [15]. Hence, what we proposed here is an environment dedicated to 1) the specification of
real-time plant 2) the automatic synthesis of supervisory controllers 3) the simulation of the
result and 4) the automatic generation of executable code. Some others similar works can be
found in [31, 6, 59, 3].

The present paper is organized as follows. In Section 1, we introduce the framework of
polynomial dynamical systems, 7.e., the model, the mathematical framework and an overview
of verification techniques. Section 2 is devoted to the Supervisory Control Problem presenta-
tion. In Section 3, solutions to various control problems are also given. We present traditional
control objectives (e.g. ensuring the invariance of a set of states) and control objectives ex-
pressed as a partial order relation over states. In Section 4, the case of dynamical controller
synthesis problem is explained. in Section 5, we present the integration of these techniques in
the SIGNAL environment. Finally in Section 6, these methods are applied to the incremental
design of a power transformer station controller. We conclude this paper by an appendix, in
which we give a sketch of the actual implementation of the basic algebraic operations.

1 Polynomial dynamical systems

The first point concerns the choice of the model used to specify the plant. We have chosen
to represent it by a polynomial dynamical system (PDS), which can be seen as an intentional
representation of an automaton. Such a PDS originates from the logical abstraction of a

INRIA



The Supervisory Control Problem )

SIGNAL program (See Section 5.2.1). This abstraction is automatically performed by the
SIGNAL compiler [42]. The resulting PDS can then be used as a formal basis for verification
and optimal controller synthesis purposes. Using a high level language such as SIGNAL allows
us to easily specify the real time system on which control has to be performed.

1.1 General form of PDS

A Polynomial Dynamical System (PDS) over Galois fields [39, 40, 41] (in our case Z/3y7 2)
may be specified as a set of polynomial equations of the form:

n(X,Y,X") = 0
r(X,Y,X") = 0

where X,Y, X’ are vectors of variables in Z /37 and dim(X) = dim(X') = n.
Such a system will be denoted as:

R(X,Y,X') = 0 2)

where X, X' are vectors of variables in Z /g7 and dim(X) = dim(X') = n. The vectors X and
X' respectively encode the current and next states of the system and are called state variables
(the states of the system contain the memory necessary for describing the system behavior),
whereas Y is a vector of m variables in Z /37 , called event variables. Such a dynamical system
is generally implicit, or equivalently, behavioral in the sense of J.C. Willems [71], and no
distinction between inputs and outputs is made. A case of particular interest is when it is
possible to express the previous polynomial dynamical system (2) as follows:

X! — P(X,Y)
S =4 QX)Y) = 0 (3)
Q(X) = 0

Such a polynomial dynamical system is called explicit®. In the sequel, we focus our atten-
tion on explicit polynomial dynamical system.

e The first equation of (3), X' = P(X,Y), is called the state transition equation; it can
be considered as a vector-valued function [Pi,...,P,] from (Z/37)"t™ to (Z/37)".
Each polynomial component P; represents the evolution of the state variable X;. It
characterizes the dynamic of the system.

2The theory is the same for each finite field Z / pZ > with p prime

3Note that we can reformulate the explicit form (3) into two equations which are then combined by an
A operator (@ in our framework, see relation (7)): R(X,Y,X') = (X' — P(X,Y)) ® Q(X,Y). The initial
conditions are not taken into account in this case.
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6 Hervé Marchand, Michel Le Borgne

e The second equation of (3), Q(X,Y) = 0, is called the constraint equations: it is a system
of equations [Q1, ... , @], characterizing the static part of the system. It comprises all
the equations characterizing the properties of the system involving the current instant
only and codes the static part of the system (invariant for all instants ¢).

e The third equation, Q¢(X) = 0, is called the initialization equation; it is also a system
of equations [Qo,,- .- ,Qo,] which defines the set of initial states. If the initialization
equation is not given, then all the states of the system are initial.

In the sequel, z,z: € (Z/37,)", y,yt € (Z/37 )™ will denote particular instantiations of the
vectors X and Y. Each (z,y) € (Z/37)"™™ s.t. Q(z,y) = 0 is said to be admissible and an
event y is admissible in the state z if (z,y) is admissible. The sequence generated by a PDS,
that is, all the sequences (z;,v;)ien over (Z/37 )" ™™ such that Qo(zo) = 0 and for all ¢ € N,
(z4,y;) is admissible and z;11 = P(z;,y;), are called trajectories of the system.

That way, a PDS can be seen as a finite state transition system*. The initial states of this
transition system are the solutions of the equation Q¢(X) = 0. When the system is in a state
z € (Z/37 )", any event y € (Z/37 )™ such that Q(z,y) = 0 can trigger a transition leading
to state ' = P(z,y) (noted 2 z').

Example 1 We give here an example of polynomial dynamical system over Z /sy, . This system
is composed by 2 state variables, namely X1 and Xo and an event variable Y. The constraint
equation is given by 4 polynomials

Qi1(X1,X2,Y) = (-X?+X)Y+X?-X,

Q2(X1,X2,Y) = (X5-Xy)Y — X3+ X, (a)
Q3(X1,X2,Y) = 1-Y2,

Qu(X1,X2,Y) = (X1 —-1)XZ+(—XZ2+1)Xy + X? - X;.

The state transition system is the following:

X! =P (X1,X2,Y) = X1XoV + XoV —Y — X2 - X2X5 — 1 (5)
Xy =Py(X1,X2,Y) = - XiXoV + X0V + X1V +Y + X2 -1

This dynamical system may be pictured as a finite automaton as in the figure (1). All
points of (Z/37,)% but (0,—1) and (—1,0) are admissible states.

The labeled arrows picture the transitions and the corresponding events. For erxample, in
state (0,1) the events 1 and —1 are admissible since (0,1,—1) and (0,1,1) are solutions of

4A finite state transition system is a quadruple (E, A, I, —) where E and A are finite sets, I is a subset of
E, and — is a ternary relation on E X A X E. FE is the set of states, A the set of events, I the set of initial states
and — is the transition relation. Starting from a state in I, such a system evolves by executing transitions:
when the system is in a state z, it can move to a state z’ if there exists an event y such that (z,y,z’) are in

relation by — (noted z % ') [2].
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The Supervisory Control Problem 7

Figure 1: The dynamical system S.

equations (4); the arrow with origin (0,1) and label 1 indicates that P((0,1),1) = (1,-1).
Similarly P((0,1),—1) = (1,1). M

Finally, like automata, PDSs can be composed in the following way: let us consider two
PDSs S; and Sy, then the composition S1||S2 (assuming that the two systems have no common
state variable) is simply obtained by combining the equations together. The event variables
with the same label in the two PDSs are considered as identical as is usual in mathematics.

1.2 The Algebraic Framework

The theory of PDSs uses concepts of algebraic geometry such as ideals, varieties and mor-
phisms®. In this theory, we can link properties of algebraic sets with properties of the ideals,
i.e. sets of polynomials [40, 38]. Similar works may be found in [25, 26, 19]. Finally, an
overview of ideals and varieties is described in [21].

1.2.1 Preliminary notions

We wish to work with polynomials in several variables, with coefficients in Z /37 . The notation
Z will denote a collection of formal variables Z1, ... Z;, and similarly for X, Y, etc (note that in
the sequel X (resp. Y') will generally denote the set of state variables (resp. event variables)).
The ring® of the polynomials in the variables Z = (Z1,... Z;) with coefficients in Z /37 will be
denoted by Z /37, [Z].

However we need that for each variable Z; the condition Z} = Z; be satisfied, expressing
that we indeed consider Z; as a variable living in Z/37 . Indeed, due to Fermat’s Theorem,
the polynomial function Z? — Z; is identically null over Z /37, . Then, we naturally introduce

5Good textbooks on these subjects are [4, 70, 58, 60, 66]

5A commutative ring R is a set of elements and two operations, + and *, both are commutative, associative,
distributive and closed in R. + and * have identity elements, 0 and 1 respectively. For every element a € R
there exists an element b € R such that a +b =0, 4.e. + has an inverse.

RR n°3790



8 Hervé Marchand, Michel Le Borgne

the quotient ring of polynomial functions A[Z] = Z/37, [Z]/<z3_7~, where all polynomials
73 — Z; are identified to zero, written Z3 — Z = 0. Equivalently, A[Z] can be regarded as the
set of polynomial functions with coefficients in Z/37 for which the degree in each variable is
lower than 2. For example, let P(X1,Y7) = X1 +4Y; +2X; *Y; + X{Y; —4Y? be a polynomial
function in the ring Z /37, [ X1, Y1]. Then the corresponding polynomial function in the quotient
ring A[X1,Y1] 18 given by P(Xl,Y1) = X1 — X1 * Y1 +X12Yi

1.2.2 Ideals and Varieties

Let E be a set of elements in (Z/37)!. The set Z(E) of polynomials defined by:

(E) Y {pe A7) | vz € B, p(z) = 0} (6)

is called the ideal of the set E in A[Z]. This set represents all the polynomials, for which the
set E is a solution. More generally, an ideal Z =< ¢1,... ,9; >C A[Z] is a set of polynomials,
where each f € Z can be written as

l

£(2) = hi(Z) * gi(2),

=1

where h; are polynomials of A[Z]. The polynomials g1, ... ,g; are called the generators of the
ideal Z7. In fact, it is possible to represent an ideal a by a single polynomial, called principal
generator:

Proposition 1 let a =< g1,... ,g9x > be an ideal of A[Z]. Then, the polynomial function
=109 ®... 09k is a principal generator of a meaning that a =< f >, where the operator
@ s defined by

! dif

fe = () (7)
o

A sketch of ideal implementation is given in Appendix A.
Remark 1 The sum of a; =< g1 > and ay =< g2 > is an ideal a19 = a1 +ay =< g1,92 >. ©

Conversely, to any set of polynomials G € A[Z], we can associate a set in (Z /37, )!, called the
variety of G, defined by:

V@)Y {ze@/32) | Ve a, p(z) =0} (8)

"an ideal Z can also be considered as a subset of A[Z] satisfying (1) Z is as ring in itself, i.e. closed under
arbitrary addition and multiplication (2) if p € Z then gp € 7 for all ¢ € A[Z].

INRIA



The Supervisory Control Problem 9

This set represents all the common zeros for a given set of polynomials.

The advantage of using ideals is that there is a direct correspondence between an ideal and
the associated variety. In fact, due to the finiteness of the field Z /37, , these relations are very
simple. Hence the following fundamental theorem:

Theorem 1 In A[Z] where Z is a collection of “1” variables, for every ideal a of A[Z], and
every variety V € (Z/37,)!, we have:

VEIZ(V)) =V and I(V(a)) = a 9)

The proof of this theorem can be found in [38]. The first relation of (9) means that any
subset of (Z/37)! is a variety and that Z(V) is characteristic of V (i.e., if Vi # V5 then
Z(V1) # Z(Vz)). The second one allows a set of generators to be obtained from equations
defining E = V(a). The study of PDS strongly relies on Theorem 1. Indeed, properties of
states or of events are translated to equivalent properties of their characteristic ideals. The
next proposition shows how relations and operations over varieties can be translated into
relations /operations between associated ideals.

Proposition 2 [66] Let Vi and Vo be two varieties of (Z/37,)!, then:
1. Vi TV I(Wh) 2 I(Va)
2. I(ViNVe) =Z(V1) + Z(V2)
3. Z(ViUWe) =Z(V1) NZ(V2) o

Hence, instead of enumerating sets and manipulating them explicitly, this approach manipu-
lates the polynomial functions characterizing their set. Finally, we can remark that for any
subset F of (Z/37,)", Z(E) is an ideal of A[X] and the characteristic ideal of E X (Z/37, )™ is
the ideal generated by Z(F) in A[X,Y] written Z(E)A[X,Y] in the sequel.

1.2.3 Elimination of variables

The projection is another useful operation on varieties. Consider a subset E of state/event
pairs (z,y) in (Z/3z7 )"*™. We write Jelimy (E) for the projection of E onto the components
corresponding to the variables X. This is defined by:

Jelimy (B) < {z/3y € (Z/3z,)™, (,y) € E} (10)

Proposition 3 ~ Z(Jelimy (E)) = Z(E) N A[X] .

RR n°3790



10 Hervé Marchand, Michel Le Borgne

Proof: The inclusion Z(E) N A[X] C Z(Jelimy (E)) is obvious. Conversely, consider a poly-
nomial p(X) € A[X] such that Vz € Jelimy (E),p(z) = 0 and (z,y) € E. So z belongs to the
projection of E and then p(z) = 0. But p(z) can also be considered as a polynomial in X and
Y that is then null on E. o

Now, given a set of state E and gg, its principal generator, we will note Jelimy (< gg >) (or
simply Jelimy (gg)), the operation which performs the projection on the ideal associated with
the variety E.

Notice that A[X,Y] = (A[X])[Y], hence a polynomial p € A[X,Y] may be rewritten as a
polynomial in the variables Y with polynomials in X as coefficients.

Definition 1 Let p € A[X,Y], then Velimy (p) is the ideal of A[X] spanned by the coefficients
of p when rewritten as a polynomial in the variables Y. Velimy (a) is defined accordingly for
a C AX,Y]. °

Given a principal generator g(X,Y) of a, it is easy to prove that the ideal Velimy (a) is
generated by Velimy (g). Its geometric meaning is captured by the relation:

Proposition 4  V(Velimy (a)) = {z : Yy, (z,y) € V(a)}.

Proof: The inclusion C is obvious. Reciprocally, if z is such that (z,y) € V(a) for all y, let
P(X,Y)=> a(X)B(Y) a polynomial function of a. Then, the polynomial function P(z,Y)
is identically null over (Z /g7, )™ and all the coefficients a(z) are then null. o

1.2.4 Operations on dynamical behaviors.

To capture the dynamical aspect of a PDS, we introduce the notion of comorphism. The
equation X' = P(X,Y) of (3) is of the form {X] = P;(X,Y)}ic1..n), where n is the number of
state variables and P, ... , P, are polynomials in A[X,Y]. P can be considered as a polynomial
function from (Z /g7, )"*™ to (Z /37 )™. With P, there is an associated comorphism P* from
Z/37,[X] to Z /37, [X,Y], defined by: for a polynomial g € Z /37, [X]:
P*(¢(X)) = P*(g(X1;... , Xn)) (1)
d
L oP(X,Y), o PaX,Y))

In other words, P*(g(X)) is obtained by substituting every X; in ¢ with the corresponding
P;i(X,Y). There are relations between varieties and ideals using morphisms and comorphisms
that are used to perform computations on PDSs.

Proposition 5 If E is a subset of (Z/37, )" % (Z/37,)™ and b an ideal of A[X], then

I(P(E)) = PHI(E)) (12)
V(< P'(b)>) = PHV(D). (13)

INRIA



The Supervisory Control Problem 11

Proof:

e Let ¢ € P*"Y(Z(E)) then P*(q) € Z(E). This is equivalent to saying that V(z,y) €
E, q(P(z,y)) = 0, which in turns implies ¢ € Z(P(E)), and finally P*~1(Z(E)) C
I(P(E)).

Reciprocally, let ¢ € Z(P(E)). This means that Y(z,y) € E, ¢(P(z,y)) = 0 =
P*(q(z,y)). Then, P*(q) € Z(E). It implies ¢ € P*~1(P*(q)) C P*}(Z(E)), and
finally Z(P(E)) C P*~1(Z(E)).

~—

o Let (z,y) € P~1(V(b)), then P(z,y) € V(b). So, 3¢ € b, ¢(P(z,y)) = P*(q(z,y)) = 0.
In particular, this says that (z,y) € V(P*(b)) and that P~1(V(b)) C V(< P*(b) >).
Reciprocally, assume that the couple (z, y) belongs to V(P*(b)), then Vg € b, P*(q(z,y)) =
0. Consider now z = P(z,y), then Vg € b, ¢(z) = 0. This means that z € V(b) and
then (z,y) € P~(z) € P~1(V(b)). Finally, V(< P*(b) >) C P~L(V(b)). o

Moreover, in the quotient ring A[X,Y], using relations (13) and (9) we can easily prove that
Proposition 6  Z(P~Y(E)) = < P*(g) >, where I(E) =< g >. o

This section gave an overview of the basic operators (see also [38, 40]) that will be used to
perform verification of PDS properties as well as the automatic synthesis of controllers.

1.3 Basic Properties of PDS

Using the operations defined in the previous section, various kind of properties can be proved
on PDSs. Most of them will be used in the sequel as control objectives for controller synthesis
purposes. However, the validity of the controller synthesis approach heavily depends on the
model of the plant. Therefore, we feel that verification techniques are still necessary to prove
the correctness of the plant to be controlled.

1.3.1 Liveness

We say that a system is live if it cannot be in a state from which no transition can be taken.
Roughly speaking, a system is live if “something can always happen”. This property states that
every trajectory of the system is infinite. In the PDS framework, the definition is formalized
as follows.

Definition 2 A state x islive if there exists an event y such that Q(x,y) = 0 (i.e., a transition
can be taken). A set of states V is live if every element in V is live. Finally, a PDS is live if
for all (z,y) such that Q(z,y) =0, P(z,y) is a live state. o

The translation of Definition 2 in terms of ideals and varieties leads to the following theorem:

Theorem 2 A PDS is live if and only if P*(< Q >N A[X]) C <@ >.

RR n°3790



12 Hervé Marchand, Michel Le Borgne

Proof: Let E be the set
E={ze(Z/3z)" /3y € (Z/3z)", Qz,y) =0} = Telimy(V(< Q(X,Y) >)).

Following Definition 2, a system is live iff for all pairs (z,y) s.t. Q(z,y) = 0, the state P(z,y)
is in E. In other words,

PV(<Q>)) € E=3Jelimy(V(<Q>))
& I(3elimy(V(< @ >))) C IZ(PV(<Q>)))
& <Q>nNAX] € P (<Q>)
& P(<@Q>NAX]) C <@>

The first equivalence translates set relations into ideal relations and reverses inclusion (Propo-
sition 2, item 1). The second equivalence is derived from Proposition 3 and Relation (12) of
Proposition 5. The fact that P* is an increasing function justifies the last equivalence. o

1.3.2 The invariance of a set of states F

Informally, whereas liveness properties stipulate that some “good things” do happen, safety
properties stipulate that “ bad things” do not happen during any execution of the program [5].
In our framework, it is formalized using the notion of invariance:

Definition 3 A set of states E € (Z /37, )" is invariant w.r.t. a PDS if and only if for every
z in E and every y admissible in the state x, the state ' = P(x,y) remains in E. °

Definition 3 can be reformulated as follows:
Theorem 3 A set E is invariant if and only if P*(Z(E)) C <@ > +Z(E)A[X,Y].

Proof: By Definition 3, E is invariant iff Vo € E,Vy € (Z/37)™,Q(z,y) = 0= P(z,y) € E,
that can be rewritten

E x (Z/3z)" NV(<Q>) C P~Y(E)
& PV(<@Q>)N(Ex(Z/37)™) CE
& I(E) CZ(PV(<Q@>N(E x (Z/37)™)))) (Proposition 2, item 1)
& I(E)CPYHZIWEQ>)N(E X (Z/37)™))) (Proposition 5, relation (12))
& I(E)C P (<@ >+I(BE)AX,Y)) (Proposition 2, item 2, Theorem 1)
& PYI(E)) €< Q> +I(E)A[X,Y]

<

This theorem states that the live states in E are included in the states that can reach FE.
Another characterization of the invariance can be obtained by introducing the operator pre,

defined by:
For any set of states F,
pre (F) = {z € (Z/3z)" /¥y € (Z/3z)™,Q(z,y) = 0= P(z,y) € F} (14)

Then, from Definition 3, it is clear that

INRIA



The Supervisory Control Problem 13

Corollary 1 A set of states E is invariant if and only if E C pre (E). S

Remark 2 Liveness, as defined earlier, is a particular case of invariance of the property of
admissibility. The set E =V(< Q > NA[X]) of live states of a PDS is invariant iff

P*(Z(E)) = P*(Z(V(< Q@ > N A[X])) €< Q@ > +(< @ > NA[X]) A[X,Y] =< Q> (15)
In other words, a PDS is live if and only if the set of live states is invariant. )

The largest invariant subset of F: consider now some set of states E. As there exist
some subsets of E that are invariant (at least one: the empty set) and as the union of two
invariant subsets of states is again an invariant, there exists a largest subset of E that is
invariant. The largest invariant subset included in £ is the limit of the following decreasing
sequence (FE;);cn of finite sets:

{ B = F (16)

By = Eiﬂpr;e (E)

Theorem 4 Let Eip, be the result of the preceding fix-point computation, then E;,, is the
largest invariant subset of E

Proof: By construction Ejn, C E and Ejn, = Ejn,N pre (BEiny), entailing Fiy,, Cpre (Biny)
and then FE;,, is invariant. Now, we have to show that Fj;,, is the largest invariant of E. If
FEiny = E then E;,, is clearly the largest one. Otherwise, consider an invariant set G C E
with G € Ejny. Then, there exists a ¢ with G C E; and G € E;jy1. As pre is a monotonic
function, we have pre (G) Cpre (E;). Because G is invariant, we have G Cpre (G) and so
G C E; 41, which contradicts the hypothesis. o

In practice, we implement this computation over the ideals (a;)ien = Z(E;)ien- First, we have
I(pre (E)) = Velimy (P*(Z(E))N < Q >©)) (17)

where < () >€ is the ideal associated with (Z/37 )" — V(< @ >). Finally, The computed
sequence of ideals (g;)ien is:

{QO = I(E) (18)

ay = a1 + Velimy(P*(gk_l)ﬂ < Q >C)

Remark 3 Note that the emptiness of the largest invariant subsets of a set of states E means
that every trajectory entering EE may eventually leave E. Thus, some fairness properties can
be viewed as particular instances of invariance properties.

RR n~°3790



14 Hervé Marchand, Michel Le Borgne

1.3.3 Invariance under control

Another useful property is the one of invariance under control of a set of states E. Intuitively,
FE is invariant under control if we can modify the system, by adding new constraints, in such
a way that E becomes invariant.

Definition 4 FE is invariant under control if for any state x in E, there exists an admissible
event y s.t. Q(z,y) =0 and P(z,y) € E. o

Whereas the invariance property of a set E states that every trajectory initialized in E never
leaves F, the above definition means that it is possible starting from E to always stay in FE.

Theorem 5 E is invariant under control iff (< Q > +P*(Z(E))) N A[X] C I(E).
o

The proof is similar to the one of Theorem 3. Roughly speaking, this theorem states that a
set F is invariant under control if and only if F is included in the set of admissible states from
which E can be reached.

Similarly to the largest invariant subset of a given set E, it is possible to compute the largest
invariant under control subset of E. To do so, we replace pre by the pre operation,defined by

pre(F) ={z € (2/32)"/3y € (2/32.)"; Q(z,y) =0 P(z,y) € F} (19)
Non existing invariant under control in £ means that any trajectory entering E must leave £
after a finite delay. This can be used to check absence of starvation.
1.3.4 Derived properties

Many properties may be derived from these three basic properties.

Definition 5 A set F' is reachable for a PDS, if there exists a trajectory starting in the initial
set of states Eqg that reaches F. .

From Definition 5, we can derive the following proposition.

Proposition 7 F is reachable for a PDS if the set of initial states is not included in the
largest invariant subset of the complement of F'. o

Proof: Let E be the largest invariant subset of Z/37™ — F, i.e. the complement of F' in
the state space, and let zp be an initial state. If g € E, then every trajectory starting from
xo stays within £, so F' cannot be reached from zy. Conversely, if g &€ E, then there is a
trajectory starting from z( that eventually leaves F, i.e. reaches F'. o

INRIA



The Supervisory Control Problem 15

Definition 6 Let E and F be two set of states. We say that F is attractive for E if every
trajectory initialized in E reaches F'. °

Attractivity of a set of states F' for a set of states £ can be proved using following proposition:

Proposition 8 F' is attractive for E iff the set E is not contained in the largest invariant
under control of the complement of F. o

The proof is similar to the proof of Proposition 7.

This section presented an overview of the method for the verification of properties, with
its basic operators. Moreover, using the algebraic methods, it is also possible to symbolically
express CTL formulae [22], propositional pcalculus formulae [36, 62] as well as bisimulation
equivalences [35]. For a more complete review of the theoretical foundation of this approach,
the reader may refer to [38, 40]. Examples of verification can be found in [1, 42, 55].

2 Control of PDSs

There exist different theories for control of discrete event systems since the 80’s [34, 65, 32, 33,
44, 45]8. The starting point of these theories is based on the following: given a model for the
system and the control objectives, a controller must be derived by various means such that the
resulting behavior of the closed loop system meets the control objectives. In our framework,
the system emits uncontrollable outputs, called signals, to the controller which in turn emits
other signals to control the system (these signals are controllable and are considered as inputs
for the system) [6, 40]. The specification of the system is represented by a PDS while the
control of the system is described by incorporating new algebraic equations into the PDS.
Similar works can be found in [26].

2.1 Controllable polynomial dynamical system

The control of a PDS relies on a distinction between events. we distinguish between the
uncontrollable events which are sent by the system to the controller, and the controllable
event which are sent by the controller to the system. Considering this distinction between
controllable and uncontrollable events, a PDS is now written as follows:

RIX,Y,U) = 0
s:d x — P(X,Y,U) (20)
Qo(X) = 0

where X represents the state variables; Y and U are respectively the sets of uncontrollable
and controllable event variables, respectively. Such a PDS is called a controllable polynomial
dynamic system (CPDS). Let n, m, and p be the respective dimensions of X, Y, and U.

8

some other works dealing with controller synthesis for Timed Systems can be found in [49, 48, 3]
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16 Hervé Marchand, Michel Le Borgne

The trajectories of a CPDS are sequences {(zt, yt, ut) } in (Z /37, )" TP such that Qo(zo) =
0 and, for all ¢, Q(z¢,y,us) = 0 and x411 = P(z4,y,us). Each event (y;,us) contains an
uncontrollable component y; and a controllable one u;°. We have no direct influence on the
y; part which depends only on the state z;, but we observe it. On the other hand, we have
full control over u; and we can choose any value of w; which is admissible, i.e., such that

Q(',Eta U, ’U,t) =0.

To distinguish the two components, a vector y € (Z/37 )™ is called an event and a vector
u € (Z/37, )P a control. From now on, an event y is admissible in a state z if there exists a
control u such that Q(z,y,u) = 0; such a control is said compatible with y in z.

An important property of CPDS is the U-invariance under control. Its definition is adapted
from Definition 4 to take into account the controllable and uncontrollable events.

Definition 7 A set of states E is U-invariant under control for a CPDS S if, for every state
x € E and every y admissible in x, there exists a compatible control u s.t. P(z,y,u) € E. e

This definition leads to the following proposition:

Proposition 9 A set of states E is U-invariant under control if and only if

(<@>+ <P*(Z(E))>)NA[X,Y] CZ(E)A[X,Y] + (<Q>N A[X,Y]). (21)

Proof: First consider the set Jelimy(V(<@Q>)). Its characteristic ideal is <Q>NZ/37 [X,Y].
Let E be a U-invariant under control set of states, by definition, we have

Ve e E,y € (Z/37)™, (z,y) € Jelimyp(V(<Q>)) =
u€e(Z/3z)°, Qz,y,u )—Oand P(z,y,u) € E
& (B x (2/37)™) N Jelimy(V(<Q>)) C elimy (V (<Q>) NP (E))
& I(3elimy(V(<@Q>) NP YE))) CI((E x (Z/37)™) N Jelimy (V(<Q>)))
& (<@Q>+ <P*(Z(E)>)NAX, Y] CI(E)A[X,Y] + <Q>N A[X,Y] o

Similarly to the invariance, another characterization of the U-invariance under control can be
obtained by introducing the operator pre, defined for any set of states F by:

p?e (F) ={z /Yy, Jelimy(Q(z,y,u)) =0 = Ju,Q(z,y,u) =0 and P(z,y,u) € F}. (22)
Corollary 2 A set E is U-invariant under control iff E C p?e (E) S

It is easy to see that the union of two U-invariant under control sets is also U-invariant under
control. As a consequence, there exists a largest U-invariant under control subset of . The
computation of the largest U-invariant under control F is similar as the one presented in

Section 1.3.2. To do so, it suffices to replace the pre operator by p?e. The actual computation
of pre (F) in terms of ideals is given in Appendix A.

9In our framework, the events are then partially controllable, whereas in [65], the events are either control-
lable or uncontrollable.
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The Supervisory Control Problem 17

2.2 The controllers

The behavior of a CPDS is the following: at each instant ¢, given a state x; and an admissible
event y¢, we can choose some control ug, such that Q(z¢,yt,ut) = 0. A CPDS S can then be
controlled by first selecting a particular initial state zo and then by choosing suitable values
for wi, ug, ... ,Un,--- -

Different strategies can be chosen to determine the value of the controls. We will here
consider control policies where the value of the control u; is statically computed from the
value of z; and 7;. Such a controller is called a static controller'®. Formally, a static controller
of a CPDS is of the form:

{C(X,Y,U) =0 (23)

Co(X) = 0

where the equation Cy(X) = 0 determines initial states satisfying the control objectives and
the other equation describes how to choose the static controls; when the controlled system is
in state z, and when an event y occurs, any value u such that Q(z,y,u) = 0 and C(z,y,u) =0
can be chosen; i.e. given a state z; and an event y;, choosing a uy such that C(z¢,ys, 2:) = 0
implies an evolution of the state in accordance with the control objective.

The behavior of the system S supervised by the controller is then modeled by the following
system:

X' = P(X,Y,U)

QRIX,Y,U)=0

Se:S®(C,Co) = { C(X,Y,U)=0 (24)
Qo(X) =0
Co(X) = 0

However, not every controller (C,Cy) is acceptable. First, the controlled system S¢ has to
be initialized ; thus, the equations Q(X) = 0 and Cp(X) = 0 must have common solutions.
Furthermore, admissibility in S must imply admissibility in S¢, because of uncontrollability
of events Y. Hence the following definition of an acceptable controller:

Definition 8 An acceptable controller for a CPDS S is a controller as (23) which satisfies
1. The initial constraints Co(X) =0 and Qo(X) = 0 have common solutions;

2. For each reachable z in Sc, any uncontrollable event y admissible in x for S is also
admissible for the controlled system Sc. °

10We present in Appendix 4 the case of dynamic controllers.
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18 Hervé Marchand, Michel Le Borgne

3 Control Objective Examples

We now illustrate the use of our techniques to solve particular classical control synthesis
problems. In the historical development of control theory, control objectives are expressed in
terms of invariance, reachability and attractivity. Then, control equations can be synthesized
using the algebraic operations presented in Section 1.2 [23]. However, we also consider a
new kind of control objectives based on partial orders over states that allows us to introduce
optimality criterion for the control.

3.1 Traditional Control Objectives
3.1.1 Safety: Insuring the invariance of a set of states O

Let Og, be the orbit!! of the controlled system. The problem is to compute (C,Cp) such
that Og, € O. Assume that there exists an acceptable controller (C,Cy) which satisfies this
property. In this case, we know that:

1. 05, CO
2. Og, invariant for S., which means that

Vz € Os,,Vy € (Z/37,)",Vu € (Z/37,)", {Q(z,y,u) =0 and C(z,y,u) = 0} = P(z,y,u) € Os,.

Now let z be a state of Og, and y an event admissible in z by the system S. Since (C, Cp) is an
acceptable controller, y is also admissible in z for the controlled system S.. Then, there exists
a control u such that Q(z,y,u) = 0 and C(z,y,u) = 0, and, for this control, P(x,y,u) € Og,.
According to Definition 7, Og, is U-invariant under control for the system S.

If there exists an acceptable controller which ensures the invariance of O, then the orbit
Og, of S; is included in O and is U-invariant under control for S. It is also necessary to have
some initial states of S included in O. In fact, these three properties are sufficient:

Theorem 6 Given a controllable system S and a set of states O of S, there exists an acceptable
controller which ensures the invariance of O if and only if there exists a set of states E such
that:

(al) EC O,
(@2) ENV(<Qo>) # 0, where V(<Qo>) = {z/Qo(z) = 0}

(a8) E is U-invariant under control for S.

Proof: We have already shown that the conditions are necessary. Conversely, assume there
exists a set E which satisfies the three properties (al), (a2) and (a3). Let (C,Cp) be such
that < Cy >=Z(F) and C = P*(Cy). By construction,

"We recall that the orbit of a PDS S is the set of states that are reachable from one of the initial states.
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e Ch(z) =0 & zE€E,
e C(z,y,u) =0 < P(z,y,u) € E.

It follows that the orbit of S, is included in E and hence in O; the controller (C,Cy) ensures
the invariance of @. Now, let = be a state in the orbit of S, and let y be an event admissible
in z for S. z is also an element of F and since E is U-invariant under control, there exists
a control u such that Q(z,y,u) = 0 and P(z,y,u) € E. This is equivalent to Q(z,y,u) =
0 and C(z,y,u) = 0. y is then also admissible in z for S.. Since the condition ENV(<Q¢>) # 0
means that Cp(X) = 0 and Qo(X) = 0 have common solutions, the controller (C,Cy) is
acceptable. o

The proof gives an algorithm to compute a controller ensuring the invariance of a set of states
O. It suffices to find the largest U-invariant under control subset of ) which satisfies the
initialization condition (@2). Let E be this subset; if E satisfies the condition (a2) then
control equations can be obtained from the principal generator of E, otherwise no subset of
O can satisfy condition («2) and the problem has no solution.

From 2, F' is U-invariant under control if and only if F C pre (F). The largest U-invariant
under control subset of O is obtained by constructing the sequence (E;);en defined by:

EO = O
Bl = Eﬂ?p?e (Ez)

The sequence is decreasing. Since all sets F; are finite, there exists an index j such that
Eji1 = E;. The set E; is the largest U-invariant under control subset of 0. In practice,
we transform this computation into an equivalent one over the ideals (a;)ien = Z(E;)ien

associated with the set Fj.

{ g = I(E)

Qi1 = G + Velimy(< QI >€ ﬂElelimU(< Q > +P*(Qi+1)))

where < @' >¢ denotes the ideal associated with the complementary set of V(< Q' >) =
Jelimy (V(< Q >)).

3.1.2 Safety + Reachability

We can also consider control objectives that are conjunction of basic properties of state tra-
jectories. However, basic properties cannot, in general, be combined in a modular way. For
example, a safety property puts restrictions on the set of state trajectories which may be not
compatible with an reachability property. The synthesis of a controller insuring both proper-
ties must be effected by considering both properties simultaneously and not by combining a
controller insuring safety with a controller insuring reachability independently.
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20 Hervé Marchand, Michel Le Borgne

Let us denote by (J; the set of states representing the safety property and Os, the set of
states representing the reachability property. The “safe” reachability we have in mind is the
following: the controller we are looking for, ensures that all the trajectories of the controlled
system are included in (7 while for each point of the orbit there exists a safe trajectory starting
in this point that reaches O,.

Suppose there exists such a controller and let O'SC be the orbit of S.. O'SC satisfies the

same three conditions as previously and a supplementary one: any state z € Ofgc is the origin

of a trajectory in S, which reaches Js. But any trajectory 02z ... l”c;;xk of S, is also

a trajectory of S where all the visited states belongs to Ofgc.
The sequence (D;);en defined by

Lot
D4

converges whatever the set E is. The fixed point is the set of states which are origins of a
trajectory of S leading to Oy and containing only states of E. This set is noted Reach(E, Os).
The supplementary property of the orbit Og can now be rewritten Og_C Reach(O%_, Os).

ENQOy
D; U (E Npre(D;)),

(25)

Theorem 7 Given a controllable system S, and two set of states O1 and Og, there exists an
acceptable controller which guarantees the invariance of O1 and the reachability of Os if and
only if there exists a set of states Ofgc such that:

(B1) Og, C Oy,

(B2) Og, NV(<Qo>) # 0,

(Bs) Ol is U-invariant under control for S,
(B4)

Ba) O, C Reach(Oy_,O).

Proof: The proof is similar to the one of Theorem 6. If such an Ofgc exists, let Cy be such
that < Cp >= Z(0,) and C = P*(Cp). From Theorem 6, the pair (C,Cy) is an acceptable
controller ensuring the invariance of O; (properties (1), (62) and (f3)). Then we just need to
prove that the controller (C, Cy) ensures the reachability of Q. To do so, let z be an element
of Og_, since z belongs to Reach(Oy_, O2) (thanks to (a4), there exists a trajectory of S of the

,U U Ye—1,Uk— . . .
form: ztp Y. Y 'y, with zg =z, 2, € Oy and V4,0 < i < k,z; € (’)gc. For all

the indices i € [0...k—1], we have Q(z;,yi,u;) =0 and P(z;,y;,u;) € O, . This is equivalent
to say that Q(z;,vi,u;) =0 and C(=z;, vy, u;) = 0, which shows that the trajectory is also
a trajectory of S, starting from z and reaching 0. Hence (C, Cp) ensures the reachability
condition. o

The controller computation follows the same principle as in the invariance case. It consists
in finding the greatest U-invariant under control subset Ofgc of O1 which also satisfies Ogc C
Reach(Oy_, 02).
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This is obtained by constructing the sequence of set of states (E;);en as follows:

Ey = O
Ei+1 = Reach(Eiﬂ p?e (EZ), 02)

By construction of Reach, for any set E, Reach(E,(O3) is included in FE; it implies that
E;11 C E;. The sequence is decreasing and because the sets FE;’s are finite, there exists j such
that E; = Ejy1. It follows three inclusions: E; C Oy, E; gpﬁe (E;) and E; C Reach(Ej, O3).
Then, E; is U-invariant under control (by Corollary 2), E; is included in O; and satisfies
condition (84). It can also be shown that E; is the greatest such set. Like previously, all these
computations can be rephrased in terms of ideals.

3.2 Partial Order Control Problem

This section deals with control objectives that consider the way to reach a given logical goal.
Sometimes, these control objectives can be expressed as partial order relations between the
states of the system.

3.2.1 General method

Let S be a CPDS as in (20). Let us suppose that the system evolves into a state x, and that
an event ¥y is admissible in x. Because in general, the system is nondeterministic, there may
be have several controls u such that Q(z,y,u) = 0. Let u; and uy be two controls compatible
with y in z. Then the system can evolve into either P(z,y,u1) or P(z,y,u2). Our goal is
to synthesize a controller that will choose between u; and ug, in such a way that the system
evolves into the “best” state according to a choice criterion.

Order Relations: To capture this criterion, we introduce a (partial) quasi-order relation
(called order relation in the sequel) over the states of the system, noted >. We will note
z ¥ ', to express that two states z and z’ are not comparable (i.e., if neither z = z' nor
' = z).

Remark 4 For some order relations we will consider that one of the two following situations
(or both) can hold for two given states of the state space:

1. =1 and 2’ = z & © = 1’ for some z,z' (i.e., the order relation is not antisymmetric).
2. z % 2’ and '} © for some z,1'. (i.e., the order relation can be partial). o

Since the set of states is finite, each (partial) order relation > can be translated into a poly-
nomial equation of A[X,X’'] such as: Ry (z,2') =0 < = > 2’. As we deal with a (non strict)
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order relation, from > (and then Ry ) we construct a strict (partial) order relation > defined
as:

z =1 & {z =2 AN(z =)} (26)

Or equivalently, z > ' & R, (z,2') = 0, where R, (X, X') = R- (X, X") @ (1 - RL(X', X))

Controller synthesis: We now introduce the control policy we want to be applied on the
system.

Definition 9 With the preceding notations, given an order relation =, a CPDS S is said to
satisfy the partial order relation =, if for each admissible pair (z,y), S evolves into a state
that is mazimal for the order relation ». .

Without control, the system can start from one of the initial states of V(< Q¢ >) =
{z / Qo(z) = 0}. The new possible initial states are the maximal states (for R, ) among all
the solutions of the equation Qo(X) = 0. Their set, say I, is obtained by removing from
V(< Qo >) all the states for which there exist at least one smaller state for the strict order
relation >, i.e.

In=V(< Qo >)—{z /' e V(< Qo >),2 = z}. (27)

Proposition 10 The principal generator of Iy is
Qo(X) @ {1 — Jelimx: (Qo(X") ® R (X, X'))}. (28)
This polynomial will constitute the Cy component of the controller. o

Following this transformation, we only keep in Iy the maximal elements of the relation >,
but also those that are not comparable with any other state. Note that if we had considered
> instead of > to compute Iy, we would have also lost the states satisfying the item 1. of
Remark 4.

We are now interested in the control policy, ¢.e., how to choose the right control when the
system S is into current state x and when an event y occurs.

Definition 10 Let us consider ui and ug two controls compatible with the event y in the state
x, then the control uy is said to be better than the control uy, if P(z,y,u1) = P(z,y,us). Or
equivalently, Ry (P(z,y,u1), P(z,y,uz2)) = 0. .

To do so, let us introduce a new (partial) order relation J derived from .

:[L‘I
!/

A
(.TL‘, Y, u) . (zla y,a u,) Al y=y (29)
P(z,y,u) = P(z,y,u)
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In other words a triple (z,y,u) is “better” than a triple (z,y,u’) whenever the state P(z,y,u)
reached by choosing the control u is better than the state P(z,y,u’) reached by choosing the
control u'.

As for the initial set of states, we compute the maximal triples of this new order relation a-
mong all of the triples. To this effect, we first define J = {(z,y,u) € (Z/37 )" ™ / Q(z,y,u) =
0}, the set of admissible triples (z,y,u). The maximal set of triples, say Jmqz, is then

Imaz = J —{(z,y,u) / Iz,y,) € J,(z,y,4') I (z,9,9)}. (30)
Using algebraic relations of Section 1.2, we obtain

Proposition 11 The principal generator of Jmaz 1S
Q(X7 Ya U) N2 (1 - E|eli’"n’U’(Q()(a Ya UI) D RSUCC(P(X7 Ya UI)7 P(Xa Y’ U)))) (31)
This polynomial will constitute the C' component of the controller. o

Using this controller, the choice of a control u, compatible with ¥y in z, is constrained is such
a way that the possible successor state is maximal for .

Theorem 8 With the preceding notations, the controller (C,Cy) is an acceptable controller
for the CPDS S defined in (20). Moreover, the controlled system Sc = S @ (C, Cy) fulfills the
control policy of Definition 9.

Proof: We first prove that the controller (C, Cy) is an acceptable controller with respect to
the CPDS S. By construction, Iy = V(< Cy >) C V(< Qo >). Moreover, assume that the
system S is in a state z and that y is an admissible event for this system. Among all the
controls compatible with y in z (there exists at least one since y is admissible), there exists a
triple (z,y,u) that is maximal for the (partial) order relation JJ; it then satisfies C'(z, u,u) = 0.
Then C(z,u,u) = 0 and Q(z,y,u) = 0, which entails that y is also admissible for S¢. Assume
now that the system S¢ is in a state x and that the event y occurs. Let u be an admissible
control for (z,y). This means that Q(z,y,u) = 0 and C(z,u,u) = 0. In other words, the
triple (z,y,u) is maximal for 1, and then, among all the controls compatible with y in z, u is
such that P(z,y,u) is maximal for >. o

3.2.2 Examples of order relations

Different kinds of order relations (or partial order relations) can be used to express properties
over states.
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Minimally restrictive constraints on uncontrollable events: Let us assume that the
system S is in a state z and that it receives the event y; then the system can choose any
control such that Q(z,y,u) = 0. Let u; and us be two controls compatible with y in z. Let
us write 1 = P(z,y,u1) and z9 = P(z,y,us). Consider Ad; and Ads, the sets of admissible
y events in, respectively, 1 and z5. Using Q'(X,Y) = Jelimy (Q(X,Y,U)), we have

{ Ady = {ye(Z/3z)" ] Q(z1,y) =0}
Ady = {ye€(Z/3z)™ | Q'(z2,y) =0}

Definition 11 With the preceding notations, x1 is said to be less restrictive than xo (noted
x1 = x2) if and only if Ady C Ady, which in turn can be easily proved to
vy € (Z/3Z )m, QI('TQay) =0= QI(-Tlay) =0.

Ads C Ad; means that there is more spontaneous evolution in xz; than in z35. We then
want the controller to choose the control u; rather than the control us. Now, a polynomial
expression for = of Definition 11 can be derived:

Proposition 12 z > 2’ & Ry (z,2') = 0, where Ry (X, X') = Velimy (1-Q*(X",Y))Q'(X,Y)) .
<o

Applying the methods described in Section 3.2.1, leads to synthesize a controller such that
the controlled system respects the control strategy of minimally restrictive constraints on
uncontrollable events.

Maximization of the number of state variables equal to 1 Let (Xi,...,X,) be the
set of state variables X, where the integer n represents the number of state variables.

/

Definition 12 let z = (z1,... ,2,) and ' = (z],... ,z) be two states, then we say z1 J x2

if and only if Vi€ [1.n], z;=1= 1z, = 1. .

To express this partial order relation, we need to introduce the polynomial function § from
(Z/37,) x (Z/37,) to Z/37, such that

6(a,b) = (a(a+1)(1 —b))?. (32)

It is straightforward to show that d(a,b) =0 < {(a = 1) = (b = 1)}. The previous partial
order relation expressed by the Definition 12, can then be translated in polynomial terms:

Proposition 13 = J 2/, iff R5(z,2') =0 with R5(X,X') = @, (X, X])

Proof: Assume that z J 2/, then Vi € [1..n], z; = 1 = = = 1. This is equivalent to say that

Vi € [1..n],d(zi, ;) = 0 and so @], (zi, z;) = 0. The converse is similar. o

By applying the construction described in Section 3.2.1, it is possible to synthesize a controller
which chooses, in a state x, one of the best controls for the relation R5. In other words, such a
control leads the system in a state where the number of state variables equal to 1 is maximal.
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Though it is always possible to express priorities over the states using algebraic order
relations (since the set of states is finite), it is sometimes more natural to express directly the
priorities using numerical cost functions.

Numerical order relations: We here use cost functions over states to express order rela-
tions. Let X = (X,...,X,) be the state variables of the system. Then, a cost function is a
mapping from (Z/37 )™ to N, which associates to each state z of (Z/37 )™ its cost.

Definition 13 Given a CPDS S and a cost function c over the states of the system. A state
x1 18 said to be c-better than a state xo (denoted by x1 =, z2), if and only if, c(z2) > c(x1). ®

In order to express the quasi-order relation >=. as a polynomial relation, let us consider
kmaz = Susz(Z/gZ ) (C(.’L‘))
Now, for all 7 € [0, ..kmaz], the following sets of states are computed
Ai={z € (Z/37)" | c(z) = i}. (33)

These sets (A;)i=0..k,,,, form a partition of the state space. Note that some A; can be reduced
to the empty set. The proof of the following property is easy

Proposition 14 z1 =, z3 if and only if i € [0, .., kmaz), 21 € A; Azg € Ukmaz A; o
Let go, ... , gk,,., be the principal generators of the ideals associated to the sets Ay, ... , Ag,... 12,
Then,

Proposition 15 z >, 2’ iff Ry (z,2') = 0, where

kmaz Kkmaz
Ry (X, X') H {g7(X) e (] @&} (34)
j=i o

Again, as this order relation >, is now expressed as a polynomial relation, we are able to use
the method described in Section 3.2.1 to synthesize the corresponding controller.

Some other order relations can be considered. Among them, we can mention the mazimiza-
tion of the number of state variables equal to 1 [54], or the stabilization of a system. Finally
note that the notion of numerical order relation has been generalized over a bounded states
trajectory of the system, retrieving the notion of Optimal Control |53]'3

12To compute efficiently such principal generators, it is important to use on the Arithmetic Decision Diagrams
(ADD) developed, for example, by [16].
'3Some other similar works can be found in in [37, 61, 68, 69, 50].
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4 Dynamical controller synthesis

Many properties of discrete event system cannot be tackled with static relations. For example,
we cannot express that an event y never to have the same values consecutively, i.e. to satisfy
the relation V¢, yir1 — 9y # 0. Such relations are called relations of order k when they involve
time indexes from ¢ to ¢t + k, or k-locally testable properties. These kinds of properties lead to
dynamical controllers. The main idea is to proceed to the k extension of the initial system so
that the initial control objective reduces to a static control objective for the extended system
(defined below).
So, let us consider a k-locally testable property, that is of the form:

K(Xt—}-ka"' 7Xt;Y;f+k:a"' ’Y;faUt—}-ka"' 7Ut) =0 (35)

The k-extension Sy, of the CPDS S w.r.t. the k-locally testable property K is built as
follows:

e the states of Spey are of the form Xt = (Xpigy--- » Xoy Yigkso-- » Yeo Upks - - » Up).
e The uncontrollable events are of the form Y* = (X; 11, Yiths1);

e The controls are simply given by the controls of the initial system at the instant ¢+ &+ 1:
U' = Upps

The obtained CPDS is then the following:

Xt—|—1 — Pnew (Xt, Yt, Ut)

Snew . Qnew(XtaYta Ut) =0 (36)
Q%ew(XO) =0
where Prew, Qnew and Q0. are defined by:
( Pnew(Xta Yta Ut) = (Xt-l-k-l-la ey Xt+1a Y't—|—k—|—1a 3] Y't+1a Ut—l—k—l—la 3] Ut+1)
Qnew (X", YUY = Q(Xpgkt1, Yerkt1 + Urprt1) @
S [@F_ o {(Xtit1 — P(Xpti, Yeris Xiti)) © Q(Xeti Yeri Unti) }]
QRhew(X?) = Qo(X0) ® Q(X0,Y0,Up) & (X1 — P(X0,Y0,Up)) @ ... &
\ Q(Xk, Yi, Ur) @ (X — P(Xg—1,Yi—1,U—1))

It can be shown that for any trajectory (z¢, 3%, ut);en of Spew, is a trajectory of S. Now, to use
the techniques of Section 2 in order to obtain a controller,we show that a solution for Sy, is
indeed a solution for S. In order to make the discussion more concrete, we consider the case
of a safety control objective expressed as a k-locally testable property.
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Assume that there exists a controller (Chew, Cgew) that can solve this control objective for
the extended system Spe,. We must show that this controller is acceptable for S: according
to Definition 8, such a controller must not add new constraints on the uncontrollable events
of S. Assume the system is in a state x;, with ¢ > k. If y; is an admissible event in z; for S,
there exists a control u; such that Q(z¢, v, ur) = 0. Taking into account the predecessors of
(x4, s, us), we consider the state z¥~1 of Sye. Then y*~F~1 = (4, 1;) certainly constitutes
an admissible event in zt %=1 for S, and therefore (z,1;) for the controller of S, since
this controller is acceptable. This shows the first condition for (Chew, Cgew) to be acceptable
for S.

The second condition concerns the initial states. A simple method to implement the
initialization phase is to successively add constraints on S.

< Czonzt(XO) >=< Cgew > ﬁZ/pZ [XO]

< Ck (X(),Yo,Uo) >=< CY

init new

> ﬁZ/pZ [XO, Yo, UO]

< CF (X0, Y0, Uo, -, X, Yi, Up) >=< oy, > NZ/ 7, [Xo, Yo, U, -, Xi, Yi, U]

init

A trajectory (x,yt, ut)i<k that satisfies these constraints will certainly satisfy the initial con-
straints of Spey- Moreover, if the initial conditions of the controller for Sy, are compatible
with the initial conditions of S, such a trajectory necessarily exists. However, it is not suf-
ficient to obtain an acceptable controller since it is forbidden to add new constraints on the
uncontrollable events, even during the initialization phase. In fact, every successive events
Y0, Y1, - - - , Yk admissible in S have to be admissible for the initial constraints of the controller.
Translated into ideals leads to:
Cgew(XO) N Z/pZ [Y07 b 7Yk] g Qnew N Z/pZ [YO, b aYk]

This methodology solve the k-locally testable control problem. In the same time, we obtain a
method that solves the controller synthesis problem for properties that are concerned by both
states and events.

5 Integration in the Signal environment

We present a tool developed in the SIGNAL environment allowing the visualization of the
synthesized controller by interactive simulation of the controlled system [51].
5.1 The SIGNAL environment

The technique involved for the integration is the synchronous approach to reactive real time
systems [12]. One way of interpreting the synchronous hypothesis consists in considering that
computations produces values that are relevant whitin a single logical instant of time. A
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family of languages is based on this hypothesis [29] among them ESTEREL [14], LUSTRE[30]
and SIGNAL. Here, to specify our model, we will use the synchronous data flow language
SIGNAL [9, 43, 24].

The aim of SIGNAL is to support the design of safety critical applications, especially those
involving signal processing and process control. The synchronous approach [29] guarantees the
determinism of the specified systems, and supports techniques for the detection of causality
cycles and logical incoherences. The design environment features a block-diagram graphical
interface, a formal verification tool SIGALI, and a compiler that computes a hierarchy of inclu-
sion of logical clocks (representing the temporal characteristics of discrete events), checks for
the consistency of the inter-dependencies, and automatically generates optimized executable
code ready to be embedded in environments for simulation, test, prototyping or the system
itself.

5.1.1 The SIGNAL language.

The SIGNAL language [43] manipulates signals X, which denote unbounded series of typed
values (flows), indexed by time. An associated clock determines the set of instants at which
values are present. The constructs of the language can be used in an equational style to specify
the relations between signals, i.e., between their values and between their clocks. Data flow
applications are activities executed over a set of instants in time. At each instant, input data is
acquired from the execution environment; output values are produced according to the system
of equations considered as a network of operations.

The SIGNAL language is defined by a small kernel of operators. Each operator has formally
defined semantics and is used to obtain a clock equation and the data dependencies of the
participating signals.

Functions are instantaneous transformations on the data. The definition of a signal Y; by
the function f: V¢, Y; = f(Xy,, Xo,,--. , Xp,) is written in SIGNAL: Y := f{ X1, X2, ..., Xn}.
The signals Y, X1, ... , Xn are required to have the same clock.

Selection of a signal X according to a boolean condition Cis: Y := X when C. If C is present
and true, then Y has the presence and value of X. The operands and the result do not have
identical clock. The clock of Y is the intersection of that of X and that of C at the value true.

Deterministic merge noted: Z := X default Y has the value of X when it is present, or
otherwise that of Y if it is present and X is not. Its clock is the union of that of X and that of
Y.

Delay gives access to past values of a signal. E.g., the equation ZX; = X;_1, with ini-
tial value Vy defines a dynamic process. It is encoded by: ZX := X$1 with initialization
ZX init VO. X and ZX have equal clocks.

Parallel Composition of processes is made by the associative and commutative operator
"| ", denoting the union of the underlying systems of equations. Systems communicate and
interact through signals defined in one system and featured in others. For these signals,
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composition preserves constraints from all systems, especially temporal ones. This means that
they are present if the equations systems allow it. In Signal , for processes P1 and P2 ,
composition is written: (| P1 | P2 |)

The following table illustrates each of the primitives with a trace:

n 3 2 1 0 3 2
zn := n$ 1 init 0 0 3 1 0 3
p := zn-1 -1 2 1 0 -1 2
x := true when (zn=0) t t
y := true when (n=0) default (not x) f t

The rest of the language is built upon this kernel. A structuring mechanism is proposed in
the form of process schemes, defined by a name, typed parameters, input and output signals, a
body, and local declarations. Occurrences of process schemes in a program are expanded (like
macro-expansion) by a pre-processor of the compiler. Derived processes have been defined on
the base of the primitive operators, providing programming comfort. E.g., the instruction X
N = Y specifies that signals X and Y are synchronous (i.e., have equal clocks); when B gives the
clock of true-valued occurrences of B. Arrays of signals and of processes have been introduced
as well. Hierarchy, modularity and re-use of the definition of processes are supported by the
possibility of defining process models that can be invoked by instantiation. See [43] for a more
detailed description.

5.2 The graphical interface

The complete programming environment of SIGNAL also contains a graphical, block-diagram
oriented user interface [13], as illustrated in Figure (2). This environment allows the user to

]

e... edit... | draw.

1e. - insual...|
undo | refresh | text window i O help

5 ]

i

Figure 2: An example of SIGNAL process using the graphical interface
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have graphical and textual representations of the language structures. These representations
may be used together during the building or the "reading" of the program.

A SIGNAL expression may be considered as a set of components (represented as boxes)
with connection points (ports represented with triangles) joined by links. The same SIGNAL
expression is also a system of equations on series of values; this system is represented by a
phrase built with the language operators (definitions of variables, composition, renaming, etc.)

This graphical interface will be used further in order to perform the specification of the
system to be controlled as well as the automatic simulation of the controlled system.

5.2.1 SiGALI: The formal proof system

The SIGNAL environment contains a verification and controller synthesis tool-box, SIGALI.
This tool allows us to prove the correctness of the dynamical behavior of the system. The
equational nature of the SIGNAL language leads to the use of polynomial dynamical equation
systems (PDS) over Z/37, as a formal model of program behavior.

Logical abstraction of a SIGNAL program: To model its behavior, a SIGNAL process is
translated into a system of polynomial equations over Z/37, [42]. Note that this translation is
automatically performed by the SIGNAL compiler.

Signals. The three possible states of a boolean signal X (i.e., present and true, present and
false, or absent) are coded in a signal variable z by:

present A true — +1
present A false — —1
absent - 0

For the non-boolean signals, , as we are only interested in the logical part of the SIGNAL
program, we only code the fact that the signal is present or absent'*:

present — +1
absent — 0

Note that the square of present is 1, whatever its value, when it is present. Hence, for a signal
X, its clock can be coded by z?. It follows that two synchronous signals X and Y satisfy the
constraint equation: z2 = y2. This fact is used extensively in the following.

Primitive processes. FEach of the primitive processes of SIGNAL are then encoded as poly-
nomial equations. Let us just consider the example of the selection operator. C := A when

1411 other words, we just translate the synchronization between the signals.
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B means "if b = 1 then ¢ = a else ¢ = 0". It can be rewritten as a polynomial equa-
tion: ¢ = a(—b — b?). Indeed, the solutions of this equation are the set of possible be-
haviors of the primitive process when. For example, if the signal B is true (i.e., b=1),then
(=b—b%) = (=1 —1) = 1in Z/3y , which leads to ¢ = a.

The delay $, which is dynamical, is different because it requires memorizing the past
value of the signal into a state wariable z. In order to encode B := A$1 init BO, we have to
introduce the three following equations:

r = a+(1—-a®)z (1)
b = za? (2)
rog = b() (3)

where z' is the value of the memory at the next instant. Equation (1) describes what will be
the next value 2’ of the state variable. If a is present, ' is equal to a (because (1 — a?) = 0),
otherwise z' is equal to the last value of a, memorized by z. Equation (2) gives to b the last
value of a (i.e. the value of z) and constrains the clocks b and a to be equal.Equation (3)
corresponds to the initial value of z, which is the initial value of b.

Table 1 shows how all the primitive operators are translated into polynomial equations:

Boolean expressions

B := not A b = —a
c = ablab—a-b-1
C = A and B a2 _ bz(_ 02 )
c = ab(l—a—b—ab
C = A or B o2 = bz(_ o2 )
C := A default B c = a+(1-a*)P
C := A when B c = a(-b-10b?
¥ = a+(1-a)z
B := A $1 (init bp) b = a’z
Zo = bo
non-boolean expressions
B = f(41,...,4,) ¥ = aif =---= a,
C := A default B & = a>+b —ad%’
C := A whenB S = a’(-b-bv?)
B := A $1 (dinit b)) | *° = o’

Table 1: Translation of the primitive operators.

Processes. Using this method, any SIGNAL specification can then be translated into a set
of equations called polynomial dynamical system (PDS) as the one presented in Section 1.1.

X! — P(X,Y,U)
s ={ ox.vu) = 0 (37)
Qo(X) =0
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For example the following small process in SIGNAL,

process alternate = {? event A,B !}
(I C := not ZC
| ZC := X$1
| synchro{A,when C}
| synchro{B,when ZC}
D)

where
logical C, ZC init false
end

is translated in the polynomial dynamical system with variables a, b, x and zz correspond-
ing to the events A, B and the logical signals X and ZX and a state variable ¢ introduced by
the delay. The system consists of

e an initialization equation : x = —1,
e an evolution equation : 2’ =z + (1 —c?) x z
e and a system of constraint equations

2 2

c = —zc,z¢c = zxc?,a’ = whenc = —c— 20> = when zc = —zc— z2c?

we use the symbol when in order to simplify the presentation: it can be encoded as shown in
Table 1.

Once obtained this polynomial dynamical system, and using algebraic methods described
in the previous section, we are able to compute controllers (C,Cy) which ensure the various
control objectives detailed in the previous sections.

e “Traditional” control objectives such that:

— the reachability of a set of states from the initial states of the system |,
— the attractivity of a set of states E from a set of states F.

— persistence of a set of states F.

— reccurence of a set of states E.

— safety + { reachability, attractivity, persistence} [23].

e Control objectives expressed as partial order relations over the states of the polynomial
dynamical system [52] such that:
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— the minimally restrictive control (choice of a command such that the system evolves,
at the next instant, into a state where the maximum number of uncontrollable events
is admissible) [54],

— the stabilization of a system (choice of a command such that the system evolves, at
the next instant, into a state with minimal change for the state variable values) [54].

— the optimal control (minimization of the cost of the trajectories between a set of
initial states and a set of final states) [53].

5.3 Integration in the SIGNAL environment

In this section we present how the controller synthesis methodology has been integrated in
the SIGNAL environment. There are two fundamental aspects: the first one deals with the
unification of the formalism and the second one deals with the visualization of the result.

1. First, to simplify the use of the tool, the same language is now used to specify the physical
model of the system and the control objectives (as well as the verification objectives).
Both can now be written in a new extension of the SIGNAL language, named SIGNAL+.
With SIGNAL+, it is not necessary for the user to know (and/or to understand) the
mathematical framework utilized in the computation of controllers.

2. Moreover, some obstacles prevent the diffusion of formal methods for logical controller
synthesis. The most important deals with the abstraction of the obtained controllers,
coded, in our framework, by Ternary Decision Diagrams (TDDs) (see Appendix B). The
result is in general too complex to be satisfactorily understood.

| Second phase: Controller synthesis

5ol = erification
ynomi results
dynamical

§em o~

| s

| X
Sigali
file
(I Control f
| and \
I

verification

| objectives R L L L L LT TR L E s
) , Third phase: Simulation |
I
1 (I System = !
| | Resolver =
| | simulator |
, ) == . |
| Simulation ,

Figure 3: Description of the tool

We developed a tool allowing the controller synthesis as well as the visualization of the
result by interactive simulation of the controlled system. Figure (3) sums up the different
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stages necessary to perform such simulations. In the first stage, the user specifies the physical
model and the control objectives in SIGNAL. The second stage is performed by the SIGNAL
compiler which translates the initial SIGNAL program into a PDS and the control objectives
in terms of polynomial relations and operations. The controller is then synthesized, using
SiGALI. Finally, in the third stage, the obtained controller is included in the initial SIGNAL
program in order to perform simulation.

5.3.1 First phase: Specification of the model

The physical model is first specified in the language SIGNAL. It describes the global behavior
of the system. In the same stage we specify a process, that describes all the properties that
must be enforced on the system. This process can also contain some property verification
objectives. Using an extension of the SIGNAL language, SIGNAL-, it is possible to express the
properties to be checked as well as the control objectives to be synthesized, directly, in the
SIGNAL program. The syntax is:

(] sigali(Verif_0bjective(Prop))
| Sigali(Control_0bjective(Prop))
1

The keyword Sigali means that the subexpression has to be evaluated by SiGALI. The
function Verif_Objective (it could be invariance, reachability, attractivity, among
others) means that SIGALI has to check the corresponding property according to the boolean
PROP. The function Control_Objective means that SIGALI has to compute a controller that
ensures the control objective for the controlled system. We also precise in the SIGNAL program
the status of the inputs (controllable or not)). It is done by the function Controllable().
The complete SIGNAL program is obtained by composing the two processes in parallel.

(| System() %Physical model in Signalj
| Objectives() %verif. and control Objectives’,

1

5.3.2 Second phase: Controller Synthesis

In order to perform the computation of the controller with regard to the different control
objectives, the SIGNAL compiler produces a file which contains the PDS resulting from the
abstraction of the complete SIGNAL program and the algebraic control (as well as verification)
objectives. We thus obtain a file that can be read by SIGALI.

Suppose that we must enforce, in a SIGNAL program named “system.SIG” the invariance
of the set of states where the boolean PROP is true. The corresponding SIGNAL program is
then given by:
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(I (| system{} %the physical specified in Signal}
1

| PROP : definition of the boolean PROP in Signal

| Sigali(S_Invariance(True(PROP))

1

The corresponding SIGALI file, obtained after the compilation of the global SIGNAL program,
is

read(‘‘system.z3z’’); => loading of the PDS

Set_States : True(PROP)

=> Compute the states where PROP is true

S_c: S_Invariance(S,Set_States) => Synthesize the controller that ensures
the invariance of Set_States

The file “system.z3z” contains in a coded form the PDS that represents the system. The PROP
signal becomes a polynomial Set_States expressed by state variables and events, which is
equal to 0 when PROP is true. The last line of the file consists in synthesizing a controller
which ensure the invariance of the set of states where the polynomial Set_States takes the
value 0. This file is then interpreted by SIGALI that computes the controller. The result is a
polynomial, encoded by a TDD which is saved in a file that can be used to perform simulation.

5.3.3 Third phase: Result Simulation

To obtain a simulation allowing the visualization of the controlled system new behavior, the
controller (more precisely, a resolver process) is automatically integrated in the initial SIGNAL
program as well as simulation processes following the scheme of Figure (4).

Set of admissible values
for the uncontrollable Useful

events Physical | variables
Model

Set of final
Choicesfor

hoice of i Nauiad
heuse(-‘ih )

Figure 4: The resulting SIGNAL program

Integration of the resolver in a SIGNAL program & simulator building: In our frame-
work, a controller is a polynomial coded in a TDD. In most cases, several values are possible
for each command, when the system evolves into a state. Therefore, an algebraic equation
resolver has been developed in SIGNAL for the control part of the resolver process and in
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C*T for the algebraic equation resolver part. This process solves polynomial equations (i.e.,
controllers) according to the internal state values and the input event values. The constraint
part of the controller is given by a polynomial C'(X,Y,U) = 0. The resolver process provides,
for given values z,y, all the possible values for the command u. Note that not only one but
all the alternatives of commands are proposed. This process is automatically integrated in the
initial SIGNAL program, following the diagram of Figure (4). The links (i.e., the connections
through signals) between the process resolver and the process which specifies the system are
automatically added in order to obtain the new SIGNAL program.

At the same time, the user has the option of adding in this new program some generic
processes of simulation. These SIGNAL processes perform, after compilation, the automatic
construction of graphical input acquisition buttons and output display windows for the signals
of the interface of the programs, in an oscilloscope-like fashion (We are also able to perform real
graphical animation in order to simulate the behavior of the system [51]); with regard to the
commands, the graphical acquisition button processes are automatically added in the SIGNAL
program when the resolver is included. We finally compile the resulting SIGNAL program that
generates executable code ready for simulation.

Simulation principle: The event values are chosen by the user under the control of the
resolver through an interactive dialogue box. When a choice is performed by the user, this
choice is automatically sent to the algebraic resolver, which returns the set of possible values for
the remaining commands. In fact, each time a new choice is made by the user, a new controller
is computed, in the sense that one variable of the polynomial controller has been instantiated.
New constraints can then appear on the commands which are not totally specified. During this

c dsalready ch Commands chosen
ommands aready chosen to betrueby the :
either by theresolver or by the user remlve¥ New choices for

Choice of the command value Visualization of
by the user the choice made
by the user

Figure 5: Example of simulation during a step.
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exchange between the dialogue box and the resolver, some commands can be totally specified
by the resolver in which case their values are then imposed. The choice of the command values
can be performed step by step by the user, or using a random process for a step of simulation.
In the second case, the resolver chooses the command values. The user can also ask for a
random simulation during an indeterminate number of simulation steps.

6 Application to the incremental design of a Power Transformer
Station Controller

6.1 Overview of the power transformer station

In this section, we make a brief description of the power transformer station network as well
as the various requirements the controller has to handle.

6.1.1 The power transformer station description

Electricité de France has hundreds of high voltage networks linked to production and medi-
um voltage networks connected to distribution. Each station consists of one or more power
transformer stations to which circuit-breakers are connected. The purpose of an electric power
transformer station is to lower the voltage so that it can be distributed in urban centers to
end-users. The kind of transformer (see Figure 6) we consider, receives high voltage lines, and
feeds several medium voltage lines to distribute power to end-users.

High Power (90-63 kV)

Figure 6: The power transformer station topology.
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For each high voltage line, a transformer lowers the voltage. During operation of this sys-
tem, several faults can occur (three types of electric faults are considered: phase PH, homopolar
H, or wattmetric W), due to causes internal or external to the station. To protect the device
and the environment, several circuit breakers are placed in a network of cells in different parts
of the station (on the arrival lines, link lines, and departure lines). These circuit breakers are
informed about the possible presence of faults by sensors.

Power and Fault Propagation: We discuss here some physical properties of the power
network located inside the power transformer station controller. It is obvious that the power
can be seen by the different cells if and only if all the upstream circuit-breakers are closed.
Consequently, if the link circuit-breaker is opened, the power is cut and no fault can be seen
by the different cells of the power transformer station. The visibility of the fault by the sensors
of the cells is less obvious. In fact, we have to consider two major properties:

e On one hand, if a physical fault, considered as an input of our system, is seen by the
sensors of a cell, then all the downstream sensors are not able to see some physical faults.
In fact, the appearance of a fault at a certain level (the departure level in Figure 7(a) for
example) increases the voltage on the downstream lines and masks all the other possible

faults.
Arrival Amival
N Arrival Call ™ Arrival
Circuit-Braaker L Circuit-Breaker

- ) A )
il | Mo 30 1

Circuit-Breaker Circuit-Breake

(a) The fault masking (b) The fault propagation
Figure 7: The Fault properties

e On the other hand, if the sensors of a cell at a given level (for example the sensors of
one of the departure cells as illustrated in Figure 7(b)) are informed about the presence
of a fault, then all the upstream sensors (here the sensors of the arrival cell) detect the
same fault. Consequently, it is the arrival cell that handle the fault.
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6.1.2 The controller

The controller can be divided into two parts. The first part concerns the local controllers (i.e.,
the cells). We chose to specify each local controller in SIGNAL, because they merge logical and
numerical aspects. We give here only a brief description of the behavior of the different cells
(more details can be found in [56, 42] or in [11, 10]). The other part concerns more general
requirements to be checked by the global controller of the power transformer station. That
specification will be described in the following.

The Cells: Each circuit breaker controller (or cell) defines a behavior beginning with the
confirmation and identification of the type of the fault. In fact, a variety of faults are transient,
i.e., they occur only for a very short time. Since their duration is so short that they do not cause
any danger, the operation of the circuit-breaker is inhibited. The purpose of this confirmation
phase is let the transient faults disappear spontaneously. If the fault is confirmed, the handling
consists in opening the circuit-breaker during a given delay for a certain number of periods and
then closing it again. The circuit-breaker is opened in consecutive cycles with an increased
duration. At the end of each cycle, if the fault is still present, the circuit-breaker is reopened.
Finally, in case the fault is still present at the end of the last cycle, the circuit-breaker is
opened definitively, and control is given to the remote operator.

The specification of a large part of these local controllers has been performed using the
SIGNAL synchronous language [56] and verified using our formal calculus system,SIGALI [42].

Some global requirements for the controller: FEven if is quite easy to specify the local
controllers in SIGNAL, some other requirements are too informal, or their behaviors are too
complex to be expressed directly as programs.

1. One of the most significant problems concerns the appearance of two faults (the kind of
faults is not important here) at two different departure cells, at the same time. Double
faults are very dangerous, because they imply high defective currents. At the place of
the fault, this results in a dangerous path voltage that can electrocute people or cause
heavy material damages. The detection of these double faults must be performed as fast
as possible as well as the handling of one of the faults.

2. Another important aspect is to know which of the circuit breakers must be opened. If
the fault appears on the departure line, it is possible to open the circuit breaker at
departure level, at link level, or at arrival level. Obviously, it is in the interest of users
that the circuit be broken at the departure level, and not at a higher level, so that the
fewest users are deprived of power.

3. We also have to take into account the importance of the departure circuit-breaker. As-
sume that some departure line, involved in a double faults problem, supplies a hospital.
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Then, if the double faults occur, the controller should not open this circuit-breaker, since
electricity must always delivered to a hospital.

The transformer station network as well as the cells are specified in SIGNAL. In order to
take into account the requirements (1), (2) and (3), with the purpose of obtaining an optimal
controller, we rely on automatic controller synthesis that is performed on the logical abstraction
of the global system (network -+ cells).

6.2 Specification in SIGNAL of the power transformer station

The transformer station network we are considering contains four departure, two arrival and
one link circuit-breakers as well as the cells that control each circuit-breaker [42]. The pro-
cess Physical_Model in Figure 2 describes the power and fault propagation according to
the state of the different circuit-breakers. It is composed of nine subprocesses. The process
Power_Propagation describes the propagation of power according to the state of the circuit-
breakers (Open/Closed). The process Fault_Visibility describes the fault propagation and
visibility according to the other faults that are potentially present. The remaining seven
processes encode the different circuit-breakers.
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Figure 8: The main process in SIGNAL

The inputs of this main process are booleans that encode the physical faults: Fault_Link_M,
Fault_Arr_i_M(i=1,2), Fault_Dep_j_M (j =1,..,4). They encode faults that are really present
on the different lines. The event inputs req_close_... and req_open_. .. indicate opening
and closing requests of the various circuit-breakers. The outputs of the main process are the
booleans Fault_Link, Fault_Arr_i, Fault_Dep_j, representing the signals that are sent to
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the different cells. They indicate whether a cell is faulty or not. These outputs represents the
knowledge that the sensors of the different cells have.

We will now see how the subprocesses are specified in SIGNAL.
The circuit-breaker: The process Circuit-Breaker takes two sensors inputs: Req_Open
and Req_Close. They represent opening and closing requests. The output Close represents
the status of the circuit-breaker.

(I Close := (Req_Close default (false when Req_Open) default Z_Close
| Z_Close := Close $1 init true

| Close "= Tick

| (Req_Close when Req_Open) ~= when (not Req_Open)

D

Figure 9: The Circuit-breaker in SIGNAL

The boolean Close becomes true when the process receives the event req_close, and false
when it receives the event Req_open, otherwise it is equal to its last value (i.e. Close is
true when the circuit-breaker is closed and false otherwise). The constraint Req_Close when
Req_Open "= when not Req_Close says that the two events Req_Close and Req_Open are
exclusive.

Power Propagation: It is a filter process using the state of the circuit-breakers. Power
propagation also induces a visibility of possible faults. If a circuit-breaker is open then no
fault can be detected by the sensors of downstream cells.

This is specified in the process Power_Propagation shown in Figure 10. The inputs are
booleans that code the physical faults and the status of the circuit-breakers. For example, a
fault could be detected by the sensor of the departure cell 1 (i.e. Fault_Dep_1_E is true) if
there exists a physical fault (Fault_Dep_1_M=true) and if the upstream circuit-breakers are
closed (ie, Close_Link=true and Close_Arr_i=true and Close_Dep_l=true).

6.2.1 Fault visibility and propagation:

The Fault_Visibility process in Figure 11, specifies fault visibility and propagation. As we
explained in Section 6.1.1, a fault could be seen by the sensors of a cell only if no upstream
fault is present.

For example, a fault cannot be detected by the sensor of the departure cell 1 (i.e. Fault_Dep_1
is false), even if a physical fault exists at this level (Fault_Dep_l_E:true15), when another
physical fault exists at the link level (i.e., Fault_Link_1_K=true) or at the arrival level 1 (i.e.,
Fault_Arr_1_K=true). It is thus, true just when the departure cell 1 detects a physical fault

5Note that this fault has already be filtered. It can only be present if all the upstream circuit-breakers are
closed
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Figure 11: Specification in SIGNAL of the fault propagation and visibility
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(Fault_Dep_1_E) and no upstream fault exists. A contrario, if a fault is picked up by a cell,
then it is also picked up by the upstream cells. This is for example the meaning of Fault_Link
:= (when (Fault_Arr_1 default Fault_Arr_2)) default Fault_link_K.

6.3 Verification of the power transformer network

In this section, we apply the tools to check various properties of our SIGNAL implementation of
the transformer station. After the translation of the SIGNAL program, we obtain a PDS with
60 state variables and 35 event variables. Note that the compiler also checks the causal and
temporal concurrency of our program and produces an executable code. We will now describe
some of the different properties, which have been proved.

(1) “There is no possibility to have a fault at the departure, arrival and link level when
the link circuit-breaker is opened.” In order to check this property, we add to the original
specification the following code

(| Error:= ((Fault_Link or Fault_Arr_1 or Fault_Arr_1 or
Fault_Dep_1 or Fault_Dep_2 or Fault_Dep_3 or Fault_Dep_4)
when Open_Link) default false
| Error ~= Tick
| Sigali(Reachable(True(Error)))
D)

The Error signal is a boolean which takes the value true when the property is violated. In
order to prove the property, we have to check that there does not exist any trajectory of the
system which leads to the states where the Error signal is {rue (Reachable(True(Error))).
The produced file is interpreted by SIGALI that checks whether this set of states is reachable
or not. In this case, the result is false, which means that the boolean Error never takes the
value true. The property is satisfied'® . In the same way, we proved similar properties when
one of the arrival or departure circuit-breakers is open.

(2) “If there exists a physical fault at the link level and if this fault is picked up by its sensor
then the arrival sensors can not detect a fault”. We show here the property for the arrival cell
1. It can be expressed as an invariance of a set of states.

(| Error:= (Fault_Arr_1 when Fault_Link_E) default false
| Error ~= Tick
| Sigali(Invariance(False(Error)))

1

16 Alternatively, this property could be also expressed as the invariance of the boolean False (Error), namely
Sigali(Invariance(False(Error))).
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We have proved similar properties for a departure fault as well as when a physical fault appears
at the arrival level and at the departure level at the same time.

(3) We also proved using the same methods the following property: “If a fault occurs at
a departure level, then it is automatically seen by the upstream sensors when no other fault
erists at a higher level.”

All the important properties of the transformer station network have been proved in this
way. Note that the cell behaviors have also been proved (see [42] for more details).

6.4 The incremental specification of the controller
6.4.1 Logical Control Problems

We have seen in the previous section, that one of the most critical requirements concerns the
double fault problem. We assume here that the circuit-breakers are ideal, i.e. they immediately
react to actuators (i.e., when a circuit-breaker receives an opening/closing request, then at
the next instant the circuit-breaker is opened/closed). With this assumption, the double fault
problem can be rephrased as follows:

“if two faults are picked up at the same time by two different departure cells, then at the next
instant, one of the two faults (or both) must disappear.”

In order to synthesize the controller, we assume that the only controllable events are the
opening and closing requests of the different circuit-breakers. The other events concern the
appearance of the faults and cannot be considered controllable. The specification of the control
objective is then:

(| 2_Fault :=
default
default
default
default

when (Fault_Dep_1
when (Fault_Dep_1
when (Fault_Dep_1
when (Fault_Dep_2
when (Fault_Dep_2

and Fault_Dep_2)
and Fault_Dep_3)
and Fault_Dep_4)
and Fault_Dep_3)
and Fault_Dep_4)

default when (Fault_Dep_3
| Z_2_Fault := 2_Fault $1 init false
| Error := 2_Fault and Z_2_Fault
| Sigali(S_Invariance(S,False(Error))

D)

and Fault_Dep_4) default false

The boolean 2_Fault is true, when two faults are present at the same time and is false
otherwise. The boolean Error is true when two faults are present at two consecutive instants.
We then ask SIGALI to compute a controller that forces the boolean Error to be always false
(i.e., whatever the behavior, there is no possibility for the controlled system to reach a state
where Error is true).

The SIGNAL compiler translates the SIGNAL program into a PDS, and the control objectives
in terms of polynomial relations and polynomial operations. Applying the algorithm, described
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by the fixed-point computation (25), we are able to synthesize a controller (C1,Cp), that
ensures the invariance of the set of states where the boolean Error is true, for the controlled
system S¢, = S + (C1, Cp). The result is a controller coded by a polynomial and a BDD.

Using the controller synthesis methodology, we solved the double fault problem. However,
some requirements have not been taken into account (importance of the lines, of the circuit-
breakers,...). This kind of requirements cannot be solved using traditional control objectives
such as invariance, reachability or attractivity. In the next section, we will handle this kind of
requirements, using control objectives expressed as order relations.

6.4.2 Optimal Controller

We have seen in Section 2 how to compute a controller that solves the double fault problem.
However, even if this particular problem is solved, other requirements had not been taken into
account. The first one is induced by the obtained controller itself. Indeed, several solutions
are available at each instant. For example, when two faults appear at a given instant, the
controller can choose to open all the circuit-breakers, or at least the link circuit-breaker. This
kind of solutions is not admissible and must not be considered. The second requirements
concerns the importance of the lines. The first controller (Ci,Cp) does not handle this kind
of problems and can force the system to open the bad circuit-breakers.

As consequences, two new requirements must be added in order to obtain a real controller:

1. The number of opened circuit-breaker must be minimal
2. The importance of the lines (and of the circuit-breakers) has to be different.

These two requirements introduce a quantitative aspect to the control objectives. We will now
describe the solutions we proposed to cope with these problems.

First, let us assume that the state of a circuit-breaker is coded with a state variable
according to the following convention: the state variable 7 is equal to 1 if and only if the
corresponding circuit-breaker ¢ is closed. CB is then a vector of state variables which collects
all the state variables encoding the states of the circuit-breakers. To minimize the number of
open circuit-breaker and to take into account the importance of the line, we use a cost function
. We simply encode the fact that the more important is the circuit-breaker, the larger is the
cost allocated to the state variable which encodes the circuit-breaker. The following picture
summarizes the way we allocate the cost.

/l f(X_Link)=14
T

/J' f(X_Arrl)=4 /J' f(X_Arr2)=3

I

f(X_Depl)=1 r(x,DeI;z)=z f(XIDep3)=1 rIx,Depex)=1
e
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The cost allocated to each state variable corresponds to the cost when the corresponding
circuit-breaker is opened. When it is closed, the cost is equal to 0. The cost of a global
state is simply obtained by adding all the circuit-breaker costs. With this cost function, it
is always more expensive to open a circuit-breaker at a certain level than to open all the
downstream circuit-breakers. Moreover, the cost allocated to the state variable that encodes
the second departure circuit-breaker (encoded by the state variable Xgep2)) is bigger than the
others because the corresponding line supplies a hospital (for example). Finally note that the
cost function is minimal when the number of open circuit-breaker is minimal.

Let us consider the system S¢,. We then introduce an order relation over the states of
the system: a state z; is said to be better compared to a state zo (z1 I x9) if and only if
for their corresponding sub-vectors CB; and CBs, we have CB; J, C'By. This order relation
is then translated in an algebraic relation R, following Equation (34) and by applying the
construction described in proposition 11 and 8, we obtain a controller (Cq,C’g) for which the
controlled system S¢, = (S¢, + (C2,C’y)) respects the control strategy.

7 Conclusion

In this article, we have shown the feasibility of controller synthesis for the class of polynomial
dynamical systems over Z/37 . All the concepts rely on a small kernel of simple operations
(see Appendix A).

In this framework, systems of polynomial equations characterize a set of solutions that
encode states and events. The techniques used in this framework consist in manipulating the
equation systems instead of the solution sets, and thus avoiding the enumeration of the state
space. All the computations are then performed symbolically. Operations used on equation
systems belong to the theory of elementary algebraic geometry, such as varieties, ideals and
comorphisms. They enable the treatment of properties such as safety, reachability, and at-
tractivity. Using the same framework, controller synthesis problem can be efficiently solved.
Beyond synthesis of classical control objectives, we showed that the same algebraic frame-
work also applies to handle order relations. These relations can be used to synthesize control
objectives talking about the manner to reach a logical goal.

The Polynomial Dynamical System model results from the translation of a SIGNAL pro-
gram [43]. We have a powerful environment to describe the model for real-time data-flow
system. Moreover, the formal specification, in terms of natural language of a plant is in gener-
al, hybrid, in the sense that, it contains a purely logic part and a numerical one. This aspect
can be easily handled by SIGNAL. The fact that the SIGNAL compiler automatically performs
the logic/numeric separation is one of the main advantage of this technique. It allows us to di-
rectly applied the controller synthesis techniques on the logical part of the plant by abstracting
away the numerical part without having to bother with this separation during the specification
of the plant. Finally, both property verification and controller synthesis algorithms have been
implemented in the formal proof system SIGALI for the case of polynomial dynamical system
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over Z/3yz, . However all these techniques and algorithms can be extended to any Z /7, , with
p prime and, in particular, in Z/97 , where BDD packages can be efficiently used to imple-
ment polynomial operations as done for example by [31, 59]. These methods have finally been
applied to the incremental design of a power transformer station controller [42, 54, 57].

The theory of polynomial dynamical systems over Z/3z, (or Z/,7 ) deserves much more
research. One issue is the optimal control under partial observations, using state aggrega-
tion techniques as carried out in [46] or in a slightly different domain the control of implicit
non-deterministic polynomial dynamical systems. Some other perspectives concern the syn-
thesis of fault tolerance controllers like in [67], the synthesis of controllers using bisimulation
techniques [8, 7, 47].
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A The algebraic Tool box

In the preceding sections, a set of algorithms was presented to solve various problems for PDS.
In fact, it turns out that all the introduced algorithms use only a small kernel of primitive
operations involving polynomials and ideals. We summarize, in the following list, the basic
toolkit of primitive algorithms that are the building blocks for more complex computations:

e Check if a polynomial ¢ belongs to an ideal a, and, more generally, if an ideal g is
included in another ideal b.

e Compute the ideal associated with the complement of a set.

e Compute intersections of the form a N A[X] for some ideal a in A[X,Y]. This allows us
to compute Jelimy ().

e Compute the Velimy of some ideal.

e Compute P*(a), the image of ideal @ by comorphism P*. This is the basic tool for
analyzing state transitions.

The actual implementations of these primitive algorithms are partially based on the fact that
an ideal can be represented by a single polynomial, called principal generator.

A.1 Principal generator of an ideal

The previous transformations result in relations between ideals which can be verified using
formal calculus. We choose to represent an ideal a by a single generator, called the principal
generator of a'”.

Proposition 16 let a be an ideal of A[Z] and {g1,... ,gk} a set of generators of a. Then the
polynomial function

k

fo=1-1]a-g) (38)

=1

s a principal generator of a meaning that a =< f >.

Proof: Let b be the ideal generated by f. The development of Hle(l— g?) yields an expression
of the form 1 + h where h is a combination of the polynomial functions g1, ... ,gk. h is then

1"Note that in [26] or in [28, 27], they chose to encode their ideals by a Grobner basis [17, 18]. However
the computation of the canonical generators of such a base can be very expensive even for a low number of
variables (< 20).
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an element of a. From Relation (38), f =1 — (1 + h) = —h also belongs to a and then b C a.
Reciprocally, for any g;, we have

k k
foi=gi—a[0-9)=9—(0:—9)) [] 1—g).
j=1 j=Li#i
In A[Z], g; — g3 = 0 then fg; = g;. This shows that g; € b and finally a C b. o

Another way to obtain the principal generator of an ideal is to compute the expression:
[=01©900...0g% (39)

where the operator @ is defined by: f & f’ def (f2 + f®)2. We can easily show that (39)
and (38) are equal. This particular generator will be used in the practical implementation
of the algorithms on ideals. Now, knowing a principal generator of a, it is easy to check if a
polynomial f belongs to a.

Proposition 17 A polynomial f € a =< g > in A[Z] if and only if f(1 — g?) = 0.

Proof: If f(1 —g?) =0 then f = fg? and f belongs to a. Reciprocally, if f € a, there exists
a polynomial h such that f = gh and then f(1— ¢?) = h(g — ¢%) =0 in A[Z]. o

The link between principal generator and varieties is:

Proposition 18 Let E be a subset of ( Z/37)". A polynomial g of A[Z] is a principal gen-
erator of Z(E) if and only if, for any element z € (Z/37): 2 € E = g(z) = 0 and

z¢€ E=g(z) # 0

Proof: Let g be a polynomial such that Vz € E, g(z) = 0and Vz &€ E, g(z) # 0. Then the ideal
generated by ¢ is included in Z(E). Reciprocally, consider a polynomial f € Z(E). We have for
allz € E, f(z) =0and forall z ¢ E, g(z) #0. Then, for all z € (Z/37,)", f(2)(1—g%(2)) = 0.
From Proposition 17, f belongs to the ideal generated by g.

Reciprocally, let g be a polynomial of Z(E). By definition, g satisfies the condition Vz €
E, g(z) = 0. If E is equal to (Z/37 )', then the second condition is satisfied. Otherwise, let
z=(21,...,2) € (Z/37)" — E. We construct the polynomial P,:

l

pe=[J(1 = (Zi — 2:)?).

i=1

We have P,(z) = 1 and P,(2') = 0 for all 2/ # z and in particular for all 2/ € E. Then
P, € I(E) and from Proposition 17, P,(1 — g%) = 0. In other words, for all 2’ € (Z/37 )",
P,(2")(1 — g?(2")) = 0. For all 2’ = 2, we have 1 — g%(z) = 0, g(2) is not equal to null. o
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A.2 Basic Operations

By coding ideals with a single polynomial, the ideal computations are reduced to simple poly-
nomial operations. Hence, instead of enumerating the elements of sets and manipulating them
explicitly, this approach manipulates the polynomial functions characterizing their set. The
basic operations between ideals (and varieties) are summarized in the following proposition:

Proposition 19 Let Vi and V, be two varieties of (Z/37,)! and g1 (resp. go) be the principal
generator of T(V1) (resp. Z(Va)) of A[Z], then

L ViCVa e I(Vi) 2I(Va) & g2(1 — g7) = 0
2. g1 ® g is the principal generator of T(Vy) + Z(Va)
3. g?g3 is the principal generator of T(V1|JV2)

4. 1 — g? is the principal generator of Z((Z /37, )" — V1)

Proof:

e AsZ(V;) D Z(V), we can deduce from Proposition 17, that g»(1—g?) = 0. Reciprocally,
assume that go(1 — g2) = 0. Consider x € V] then gi(z) = 0 and g2(z)(1 — ¢?(z)) =
g2(z) = 0 and finally, z € V3

e From Remark 1, Z(V1) + Z(V2) is an ideal generated by the base {g1,¢2} and finally a
principal generator of this ideal is g1 @ g2 (Proposition 16).

e Let a be the polynomial generated by the polynomial g?g3, then we have gig2(1 — g?) =
9292 — g?g2 = 0 (resp g?g2(1 — g2) = 0). So, from Proposition 17, a C Z(V1) (resp.
a C Z(V3)). The converse is similar.

e The proof is a direct consequence of Proposition 18. o

Jelimy () and Velimy (): Let us consider a variety F of (Z/37 )"™™ and the associated ideal
Z(E) € A[X,Y]. We just give here the sketch for the Velimy () computation. In the following,
we will note U; the following variety:

Ui = {(xla -y Tn, Yit+1, ,ym)/v(yl, ayz) s.t. ($1, ,ym) € E}

Using Relation (10) and Proposition 4 is easy to show that U, = V(Velimy (Z(E)). The
computation of the principal generator of Velimy (Z(E) is obtained as follows: Let gg be the
principal generator of the ideal Z(E), we note g1, g2 and g3 the three following polynomials:

g1 = gE(X1,--- ,Xn,l,YQ,... ,Ym),
g = gE(Xla--- ’Xn,—l,Yé’___ ,Ym),
g3 = gE(X1,--- ,Xn,O,YQ,... ;Ym)
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It is then easy to prove that, using polynomials g;, g2 and g3, the polynomial gg can be
rewritten as follows:

9= (Y1 = YP)g + (Y1 = YP)g2 + (1 — Y1)y (40)
Using this decomposition, we have:

Proposition 20 With the previous notations, g1 @ g2 @ g3 1s the principal generator of the
ideal Z(Uy).

Proof: An element (z1,...,Zn,Y2,... ,Ym) belongs to Uy if and only if Vy; € Z/37,, s.t.

9e(z1,... ,Yym) = 0; in other words if and only if all the three polynomial functions g;, g2
and g3 are null. Let h be a polynomial such that h = g1 ® g2 @ g3, Uy is then the set of
(Z1y - Tny Y25 -y Ym) S-b. h(Z1, -y Tny Y2, .-, Ym) = 0. hence the result. o

The principal generator of the ideal Velimy (Z(E)) can be computed from the principal gen-
erator of the ideal Z(FE) associated to the variety E by repeated application of the former
proposition on the set of variables Y.

If gg is the principal generator of Z(F), we compute the following sequence of polynomials
(’ui)lgigm defined by:

{ u = grg (41)

Uip1 = Ully=1 O u1]y,=—1 D 1]y, =0

For all i, 1 <14 < m, u; is a principal generator of the ideal Z(U;). The polynomial u,, is then
the principal generator of the ideal Yelimy (Z(E)).

Comorphism P*(): it is reduced to elementary polynomial function operations (sums and
products) on polynomials.

A.3 Verification and controller synthesis algorithms

With the previous notations, basic geometric properties of the PDSs can be rewritten as
follows: Let us consider a PDS S and a set of states E represented by its principal generator
g, then

1. S is live iff P*(Jelimy (Q))(1 — Q?) =0,
2. E is invariant iff P*(gr)(1 — Q ® gr)) =0,
3. E is invariant under control if and only if Jelimy (Q ® P*(g9g))(1 — ¢%) = 0.

The computation of the largest invariant (resp. invariant under control, U-invariant under

control) uses the three operators pre, pre and pﬁe. If E is a set of states, the canonical
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generators of pre(E), pre (E) and pre (E) are respectively:

Gpre(E) — EIel,”'n'Y(]yk (gE) ©® Q) (42)
ey = Velimy (P*(gg) x (1- Q%) (43)
Iem) = Velimy ((1 — Jelimy (Q))Jelimy(Q ® P*(gr))) (44)

Finally, the computation of the largest invariant, invariant under control and U-invariant under
control are obtained as a fix-point computation on the corresponding principal generators.

B Polynomial Representations

To implement the operations on principal generators, a symbolic calculus system SIGALI is
available. Using decomposition of a polynomial (relation (40)), it is possible to represent
polynomial functions by Ternary Decision Diagrams (TDD) [40], a slight extension of Binary
Decisions Diagrams (BDDs) [15], which are very efficient in boolean algebra and other areas
(|20] for boolean circuits verification), are used to implement polynomials with all standard op-
erations. Like for the BDD, we obtain in this way a canonical representation of the polynomial
functions.

In the quotient ring A[X] = Z/37,[X]/<x3_x>, for each variable X;, let us define the
three polynomial functions: ez1 = —Xi2 — X, e% = —XZ-2 + X, e? =1 _Xi2- These polynomial
functions have interesting properties: (e$)? = €% for a = 1,2,3, ez-ae? = 0 for all & # 3, and

eltelt+el=1(Inz/ pZ , this family of polynomials correspond to the Lagrange polynomials).

Proposition 21 Each P(X) € A[X] can be decomposed in a unique way as P(X) = el P, +
esPy + e3P3, where polynomials Py, Py, Ps have the following form :

P =P(1,Xs,...,Xn), Po=P(=1,X1,... ,Xn), Ps=P(0,X1,...,Xn,).
<&

We can then decompose all polynomial functions using the basis of monomials ef” ...eJ".
Hence, given a polynomial function P in A[X], and an order X; < X3 < ... < X,, on the
variables, an h-expression of P is either P(X) = cie; + cpe? + c3el where ¢; € Z/37,, or
P(X)=e;P +elP» +¢}P; where the P; are h-expressions with variables greater than X;.

An h-expression may be pictured as a ternary tree. For example, the polynomial function
P(X1,X0,X3) = X?X2X2 - X2X2X3— X2XoX2 + X2X5X3

—X?X2 - X2X3— X1 X2X2 + X1 X2X3 + X1 X0 X2 — X1 X5 X3
+X1X2 + X1 X3+ X2X2 — X2X3 — Xo X2 + XoX3 — X2 — X3.

RR n°3790



58 Hervé Marchand, Michel Le Borgne

is represented as in Figure 12(a), where the left child of a subtree with root X; represents
the e} factor, the middle child the e? factor and the right child the e} factor. The leaves are
labeled with the numerical coefficients.

10011010000 O0O0O0OO0COOUO1 O 01 10100
(a) An example of ternary tree (b) The reduced TDD

Figure 12: TDD representation of a polynomial function

Two ideas lead to an efficient implementation of polynomial functions: the first one is to
reduce the h-expressions of the form P(X) = ellPl + e?Pg + 6?P3 by eliminating the idem-
potents e when Py = P, = P3 and by replacing the former expression by the common value
P;. The second idea comes from the fact that in the tree representation of h-expressions,
many subtrees are identical. We obtain to a generalization of Bryant graphs [15] and fortu-
nately these graphs retain in some way the orthogonality property with respect to polynomial
operations. The graph representation of the previous example is given Figure 12(b).
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