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Existence de diviseurs primitifs des nombres de Lucas et de Lehmer

Résumé : Nous prouvons que pour n > 30, le n-iéme nombre de Lucas et de Lehmer a toujours un diviseur
primitif. Ceci nous permet de donner une liste exhaustive des nombres de Lucas et de Lehmer sans diviseur
primitif.

Mots-clé : suites récurrentes linéaires, équations diophantiennes, équations de Thue, formes linéaires en
logarithmes.
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Whether the mathematicians like it or not, the

computer is here to stay.
Folklore

Whether the computer likes it or not, mathe-

matics is here to stay.
Beno Eckmann [32], p. xxiii
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1 Introduction

A Lucas pair is a pair (a, 3) of algebraic integers such that « + 8 and a3 are non-zero coprime rational integers
and a/f is not a root of unity. Given a Lucas pair (a, ), one defines the corresponding sequence of Lucas
numbers by

a® — ﬂn

A Lehmer pair is a pair (a, 8) of algebraic integers such that (a + 3)? and af3 are non-zero coprime rational

integers and «/f is not a root of unity. For a Lehmer pair (a, ), one define the corresponding sequence of
Lehmer numbers by

(n=0,1,2,...) (1)

n _ AQn
u if n is odd,
Up = TUn(a, B) = ﬁ_m (2)
———5 if niseven.
a2 — p3?
Notice that every Lucas pair (a, 8) is also a Lehmer pair, and
- Up if n is odd, (3)
" (a+ B)a, if n is even.

Lucas and Lehmer numbers are quite classical objects and were studied by many authors. See Riben-
boim [33] for a comprehensive survey of results.

RR n°3792



4 Bilu, Hanrot, Voutier

In the present paper we concentrate on one of the oldest problems about Lucas and Lehmer numbers: the
existence of primitive divisors.

Let (a, ) be a Lucas pair. A prime number p is a primitive divisor of u,(«, 8) if p divides u, but does
not divide (a — ,8)2u1 -+-up—1. (For instance, among the first several Fibonacci numbers

[1][1],2,3,[5],[8], 13,21, 34, 55,89,[144], 233, 377,610, 987,1597, . ..

the framed ones have no primitive divisors.)
Similarly, let («, 8) be a Lehmer pair. A prime number p is a primitive divisor of u,(a, B) if p divides u,
but does not divide (a2 — 82)%@y - - Uy, _1-

Remark 1.1 If (o, 3) is a Lucas pair and n # 2 then, as follows from (3), a prime p is a primitive divisor
of u,(a, B) if and only if it is a primitive divisor of u,(a, §).

The following problem goes back to the beginning of 20-th century (or even to earlier terms), though it
does not seem to be ever formulated explicitly (perhaps, because one could hardly imagine it been solved in
such generality):

Main problem List all Lucas and Lehmer numbers without primitive divisors.

More precisely: classify all triples (o, 8,n) such that that («, ) is a Lucas (or Lehmer) pair, and un(a, 5)
(or y(a, f)) has no primitive divisors.

The first general result about the existence of primitive divisors dates back to as early as 1892, when Zsig-
mondy [44] proved that u,(cq, 8) has a primitive divisor for n > 6 when «, 8 € Z. (The particular case § =1
was done even earlier [4].) Notice that this is best possible, since 26 — 1 = (22 — 1)2(23 — 1). Independently,
the same result was obtained by Birkhoff and Vandiver [9] in 1904.

In 1913 Carmichael [11] proved that if (a, 8) is a real Lucas pair (that is, a, 8 € R) then u,(a, 3) has a
primitive divisor for n > 12. (Since the 12-th Fibonacci number has no primitive divisors, this is again best
possible.) This was extended to the real Lehmer pairs by Ward [42], see [36], Lemma 8. (A Lehmer pair (a, 3)
is real if a?, 32 € R.) See also Durst [14, 15].

It will be convenient to use the following terminology. A Lucas (respectively Lehmer) pair (a, ) such
that u,(a, B) (respectively u,(a, 8)) has no primitive divisors will be called n-defective Lucas (respectively,
Lehmer) pair.

Remark 1.2 If n # 2 and (o, ) is a Lucas pair, then, as follows from Remark 1.1, (a,3) is an n-defective
Lucas pair if and only if it is an n-defective Lehmer pair.

In these terms, the previously mentioned results can be formulated as follows'.
Theorem A (Carmichael, Ward) For n > 12 there are no n-defective real Lucas and Lehmer pairs.

The situation is much more complicated for non-real Lucas and Lehmer pairs. “Nothing appears to be known
about the intrinsic divisors of Lucas and Lehmer numbers when « and S are complex,”— wrote Ward [42],
p. 230, in 1955. Only in 1974 did Schinzel [34] prove the non-existence of n-defective Lucas and Lehmer pairs
for n exceeding an effectively computable absolute constant ng. (Previously, Postnikova and Schinzel [31] did

In the introduction we number with letters (Theorem A, etc.) results that are only quoted but not proved in the present
paper.

INRIA
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Table 1:
n (a,b)
5 (1,5),(1,-=7),(2,—40), (1, —11),(1, —15), (12, —76), (12, —1364)
7 (1,-7),(1,-19)
8 (2,—24),(1,-7)
10 (2, —8),(5,—3), (5, —47)
12 (1,5),(1,-7),(1,—-11),(2, —56), (1, —15), (1, —19)
13 | (1,-7)
18 | (1,-7)
30 (1,=7)

it with ng depending on a and 3.) While Carmichael and Ward used skillful but, in principle, elementary
arguments, Schinzel’s proof relied upon deep tools of transcendence theory (Gelfond-Baker inequality).

Stewart [35] made Schinzel’s result explicit by showing that ng = €*524%7 would do. This was improved
to ng = 2-10'% in [39] and to no = 30030 in [40]:

Theorem B [40] For n > 30030 there are no n-defective Lucas and Lehmer pairs.

Let us say that an integer n is totally non-defective if no Lucas and no Lehmer pair is n-defective. In this
terms Theorem B reads: every integer n > 30030 is totally non-defective.

It had been classically known, and for the first time pointed out explicitly by Stewart [35], that enumer-
ating n-defective Lucas and Lehmer pairs for a fixed n reduces to solving an explicitly given binary norm
Diophantine equation of degree ¢(n)/2, which is either a linear equation, or a quadratic equation, or a Thue
equation. Since such equations can be resolved effectively (for linear and quadratic equations this is a part of
the folklore, for Thue equation this is due to Baker [1]), this means that Stewart reduced the main problem
to a finite (though hopelessly long) computation.

In [38] the Thue equations corresponding to n < 30 were resolved, using the method of Tzanakis and
de Weger [37] (with some modifications). As a consequence, the following was proved.

Theorem C [38] Let n satisfy 4 <n < 30 and n # 6. Then, up to equivalence (see below), all n-defective
Lucas pairs are of the form ((a —vb)/2,(a + \/5)/2), where (a,b) are given in Table 1.
Let n satisfy 6 < n < 30 and n # 8,10, 12. Then, up to equivalence, all n-defective Lehmer pairs are of the

form ((f —Vb)/2,(va + Vb) /2), where (a,b) are given in Table 2.

Two Lucas pairs (aq,81) and (ag,B2) are equivalent if «1/ay = f1/f2 = 1. Two Lehmer
pairs (a1,81) and (ag,B2) are equivalent if ay/as = B1/B2 € {£1,++/—1}. For equivalent Lucas pairs we
have uy,(a1,81) = un(asz,B2). Therefore one of them is n-defective if and only if the other is. The same
holds for equivalent Lehmer pairs.

Though Theorem C misses some values of n, it is not difficult to classify defective Lucas and Lehmer pairs
also for these values, following an idea of Stewart [35], Theorem 3.

Theorem 1.3 Any Lucas pair is 1-defective, and any Lehmer pair is 1- and 2-defective.
Forn € {2,3,4,6}, all (up to equivalence) n-defective Lucas pairs are of the form ((a —Vb)/2,(a + \/E)/2),
where (a,b) are given in Table 3.

RR n°3792



6 Bilu, Hanrot, Voutier

Table 2:

n | (a,b)

(1,-7),(1,-19),(3,-5),(5,—7), (13 — 3), (14, —22)
9 | (5,-3),(7,—-1),(7,—5)

13 (1,-7)

14 (3,-13), (5, —-3),(7,—1),(7,-5), (19, —1), (22, —14)
15 (7,-1), (10, —2)

18 | (1,-7),(3,-5),(5,—17)

24 (3,-5), (5,—3)

26 (7,-1)

30 (1,-17),(2,-10)

Table 3:
n | (a,b)
2 | (1,1 —4q), g #1 (2%,4%F — 4¢), ¢ =1 mod 2, (k,q) # (1,1)
3 | (m,4—3m?), m>1 (m,4-3% —3m?), m # 0 mod 3, (k, m) # (1,2)
4 | (my2-—m?),m>1, m=1mod?2 (m,4 —m?), m > 2, m =0 mod 2
6 | (m,(4—m?)/3),m>4, mZ0mod3 | (m,(4*T' —m?)/3), m = +1 mod 6
(m,4 —m2/3), m =0 mod 3 (m,2%*2 —m?2/3), m =3 mod 6

Notation: ¢ is a non-zero integer, £ and m are positive integers.

For ne€{3,4,56,8,10,12}, all (up to equivalence) mn-defective Lehmer pairs are of the

form ((\/_ —Vb)/2,(v/a+ \/5)/2), where (a,b) are given in Table 4.
(See Section 3 for the proof.)

Motivated by extensive computations, one of us conjectured ([38], Conjecture 1) that

no = 30, (4)
which is best possible by Theorem C. In [39] the following result in favour of this conjecture was obtained.
Theorem D [39] If a Lehmer pair (., ) is defective for an integer n > 30, then h(f/a) > 4.
(Here h(-) stands for the absolute logarithmic height, see the end of this section.)
The main result of this paper confirms the conjecture (4).
Theorem 1.4 Every integer n > 30 is totally non-defective.

Theorems C, 1.3 and 1.4 taken together completely solve the main problem.

The proof of Theorem 1.4 is long and involved. It equally relies upon heavy mathematics and heavy (rigorous)
electronic computations (hence the epigraph!). The most crucial step is solving many Thue equations of very
high degree (see Section 8), using methods developed in [6, 8, 18].

INRIA
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Table 4:

n (a,b)
3 | (1+4¢,1-39),q#1 (3% +¢,3% —39), ¢ Z0mod 3, (k,q) # (1,1), k>0
4 | (142¢,1-29),q#1 (2% +2¢,2% — 2¢), ¢ =1 mod 2, (k,q) # (1,1),(2,1), k > 0
5 (Pr—2c, Po—2e —401), k >3, | (Yr—2e,Yr—2e —4¢1), k #1
6 | (1+3¢,1—¢q),q#1 (3" +3¢,3' —¢q), g Z20mod 3,1 >0

(27“—1-3q,2’c —¢),¢g=1mod2, k>0

(23! +3¢,2%3! — ¢), ¢ = +1 mod 6, k,1 > 0
8 | (Ph—esPr—e —4mr), k> 2, (27h—c,2Mp—c — 4pr), k > 2
10 | (Pr—2e¢ — 40k, Pr—2e), k >3, | (Yr—2e — 4%, Yr—2c), k #1
12 | (=2, <), (i, k) # (0,0),(0,1),(1,0),(2,0).

Notation: ¢ is a non-zero integer; k£ and [ are non-negative integers; e € {—1,1}; ¢ € {0,1,2,3};
{¢x} is the Fibonacci sequence; {¢} is defined from v¢o = 2, ¥1 = 1, Y41 = Yr + Yr—1;
{7k} and {pr} are defined from 7o = 0, w1 = 1, 41 = 27, + Tp—1 and pg = p1 = 1, pr+1 = 2pk + Pr—1;

i Jo]1[=2]s
{g,(c’)} are defined from ¢’} = 4¢{") — ¢\ and the table| ) | o | 1 | 1 | 1
D285

Now a short section-by-section overview of the paper. In Section 2, which relies mainly on the work of
Stewart, we establish our basic arithmetic tool: the cyclotomic criterion. It has been (implicitly) known long
ago and explicitly used in [38]-[40], but we found in the literature no complete proof of it. In the same section
we show how the cyclotomic criterion reduces enumerating n-defective pairs to solving a norm equation.

In Section 3 we prove Theorem 1.3, which turns out to be a rather straightforward consequence of the
cyclotomic criterion and other results of Section 2.

In Section 4 we show that it suffices to prove Theorem 1.4 only for odd square-free values of n.

In Section 5 we show that, for an n-defective Lehmer pair (a, 3), the quotient v = 8/« is “very close” to a
primitive n-th root of unity. The main tool is the cyclotomic criterion.

In Section 6 we obtain a non-trivial lower bound for arg~™, as a consequence of a sharp lower estimate
for linear forms in two logarithms due to Laurent, Mignotte, and Nesterenko [21] (in a slightly refined form
contained in Mignotte’s appendix). Comparing it with the result of the Section 5, and examining the continued
fraction expansions of certain algebraic numbers, we prove Theorem 1.4 for many values of n, in particular,
for all odd square-free n > 2145 and for all prime n > 787.

In Section 7 we deviate from our main subject to review the methods for numerical solution of Thue
equations of high degree developed in [6, 8, 18].

In Section 8 we prove Theorem 1.4 for the remaining (odd square-free) n by resolving the corresponding
Thue equations using the methods described in Section 7.

The appendix, due to Maurice Mignotte, contains the refinement of the result of Laurent-Mignotte-
Nesterenko, used in Section 6.

Acknowledgments. We are indebted to Maurice Mignotte, who obtained, at our request, a refinement of the
Laurent-Mignotte-Nesterenko theorem, and allowed us to include his manuscript as an appendix to our paper.

We are pleased to thank Alan Baker, Carl Pomerance, Paulo Ribenboim, Andrzej Rotkiewicz, Andrzej
Schinzel and Cameron Stewart for stimulating discussions.
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1.1 Terminology, notation and conventions

We use h(a) for the absolute logarithmic height of the algebraic number «. Recall that
1
h(a) i= =—= Ky: log max (1, |a|y) ,
() KQl ;[ Q] log max (1, |aly)

where K is any number field containing o and the sum runs over the valuations of the field K normalized
to extend the standard infinite or p-adic valuations of Q. It is well-known (and trivial) that the right-hand
side is independent of the choice of K. If apa™ + -+ 4+ ap = am(z —a1) - -- (¢ — a4y) € Z[z] is the minimal
polynomial of a over Z (so that ged(ao, - -, am) = 1) then

ha) = <1og|am| +3 " logmax(1, |az-|)> (5)

i=1
(see [20], end of Section 3.1). It follows immediately from the definition that
h(a % ) < h(e) + h(B) +1og2, h(af™') < h(a) +h(B), h(a™) = |n|h(a).

These facts will be used throughout the paper without special reference.
We denote by arg z the principal value of the argument (that is, —7m < argz < ).
We denote by ||A|| the distance from A € R to the nearest integer.
We use O; (-) as a quantitative version of the familiar O(-)7 A = O;(B) means |A| < B.
We use the following arithmetical functions:

P(n) the greatest prime divisor of n (with P(1) = 1);
o(n) Euler’s function;

win) Mobius function;

w(n) the number of distinct prime divisors of n.

As usual, (a,b) stands for the greatest common divisor of a and b. Sometimes, to avoid confusion, we use the
notation ged(a, b).

We conclude this section by a very simple lemma which will be often used, sometimes without special
reference.

Lemma 1.5 Let p and q be rational integers, \/p an arbitrary square root of p, and a,f the roots of
X? - X./p+ q. Then:

i. The algebraic number v = f/a is of degree at most 2.

ii. If gcd(p,q) =1 then +y is a root of unity if and only if
(p,q) € {£(0,1),£(1,1), +(2,1), £(3,1), £(4, 1) }- (6)

iii. If o, 3% ¢ R then degy = 2 and |a| = |B| (and henceforth |y| = 1).
iv. If o2, 8% ¢ R and ged(p,q) = 1 then h(v) = log|a| = log|3|.

In particular, if (o, B) is a non-real Lehmer pair then degy =2, |y| =1 and h(y) = log|a| = log|A|.

INRIA



Ezistence of primitive divisors of Lucas and Lehmer numbers 9

Proof The numbers v and y~! are the roots of ¢X2 — (p — 2¢) X + ¢. This proves (i).

If ged(p,q) =1 then 7 can be a root of unity when and only when ¢ = +1 and |p — 2¢| < 2, which is
equivalent to (6).

The numbers a?, 32 are the roots of X? — (p — 2¢) X + ¢2. If they are non-real then o # 2, and o2, 32 are
complex conjugate. Hence |a| = || and |y| = 1. If in this case degy = 1 then v = £1, which implies a? = 32,
a contradiction. Therefore degy = 2.

Finally, if o2, 32 ¢ R and gcd(p, q) = 1 then ¢X? — (p — 2¢) X + ¢ is the minimal polynomial of « over Z.
By (5),

1

h() = 5 (loglg| + max(0,log|~]) + max(0,log |y*])) = 5 log |¢| = log|a].

The lemma is proved. [

DN | =

2 Cyclotomic criterion and norm equation

In this section we establish our main arithmetical tool: the cyclotomic criterion. Though it has been known,
at least implicitly, long ago, we found in the available literature no complete proof of it. The aim of the present
section is to fill this gap.

Our argument relies upon the results of Stewart [36], though Stewart himself credits them to much earlier
authors, notably Lucas [25], Carmichael [11] and Lehmer [22].

Proposition 2.1 Let («,3) be a Lehmer pair and {u,} the corresponding sequence of Lehmer numbers.
Then:

i. For all positive integers n we have (af3,u,) = 1.
ii. If d|n then %g4l|t, and (G, /%y, 0q) divides n/d.
iii. For all positive integers m and n we have (U, ) = U(m, n)-
iv. If a prime p does not divide a3(a? — 3?)? then p divides Up—1Up41-
v. If a prime p divides @, then p divides Upp/Um.
vi. If in the previous item p > 2 then p exactly? divides timyp/Um.
vii. If 4|4, then 2 exactly divides Uz, /U, -
viii. If a prime p > 2 divides (a — 3)? then p divides @,; if p > 3 then p exactly divides u,.
ix. If a prime p divides (a + (3)? then p divides tUap; if p > 3 then p exactly divides Uap.

Proof This is a summary of Lemmas 1-5 from [36]. Only assertion ug4|a, from item (ii) is not
formally stated by Stewart but it is quite classical and easy to prove. (Indeed, if n = dmod 2
then %, /4 = (o™ — B")/(a? — B%) € Z. This reduces the assertion to the case when d is odd and n = 2d,
when U, /g = (a? + %) /(a + B) € Z.) Notice that Stewart’s u,, corresponds to our @y, while his %, has a
different meaning. ]

2That is, p divides that number but p? does not.

RR n°3792



10 Bilu, Hanrot, Voutier

Corollary 2.2 Let (a,8) be a Lehmer pair and {u,} the corresponding sequence of Lehmer numbers. For
any prime p not dividing af there exists a positive integer m such that p|un,. Let m, be the smallest m with
this property. Then

Pl = mp|m, (7)
and
e =P if p > 2 and p|(a: = B)?, ®)
mp = 2p if pl(a + B)?, 9)
mp|(p — 1) or my|(p+ 1) otherwise. (10)

In particular, if 2 does not divide a8 then

[ 3, if2 does not divide (a® — 5%)?,
m2 = { 4, otherwise, ()
and if 3 does not divide a3 then
[ 4, if 3 does not divide (o — 32)2,
ms { 3 or 6, otherwise. (12)

Proof The existence of m such that p|u, follows from items (iv), (viii) and (ix). The “<"-implication in (7)
follows from item (i) and the “="-implication follows from item (iii). Further, (8) and (10) follow from (7)
and items (viii) and (iv), respectively.

We are left with (9). It follows from (7) and item (ix) that m, = p or m, = 2p when p|(a + 8)%>. To
establish (9), we have to prove that in this case p does not divide w,. For p = 2 this is obvious. Now assume
that p > 2. By the binomial formula,

aof — B = (a — )P mod p. (13)

Since ged ((a + B)%, (a — B)?) divides 4, and since p|(a + )2, the algebraic integer o — 3 is prime to p. There-
fore (13) yields
i, = (o — B)P~ mod p. (14)

Since the right-hand side of (14) is not divisible by p, so is the left-hand side. The corollary is proved. ]

The following two polynomials will play crucial role in the sequel. The first one is ®,(X,Y’), the homogeneous
cyclotomic polynomial of order n:

8. (x,)= ] (Y _ e27rik/”X) € Z(X,Y).
1<k<n
(Kyn)=1
The second one is F,,(X,Y), the homogeneous real cyclotomic polynomial of order n > 2:
F(X,Y)= ][] (V—2cos(2rk/n)-X) € Z(X,Y).
1<k<n/2
(k,n)=1

The two polynomials are related by the identity

$,(X,Y) = F,(XY, X2 +Y?). (15)

INRIA



Ezistence of primitive divisors of Lucas and Lehmer numbers 11

If (o, B) is a Lehmer pair, then
r=af and y=a®+ B> (16)

are rational integers, which implies that ®,(a, 8) = F,,(z,y) € Z for n > 2.
Stewart [36], Lemma 6, showed that the prime divisors of the rational integer ®,(a, ) satisfy very restrictive
conditions. The following trivial observation is crucial for his argument?:

(n>2, d<n, dn) = &,|(t,/Uq). (17)
We shall not need the full strength of Stewart’s result, but only the following simple fact.

Proposition 2.3 (Stewart) Let («,3) be a Lehmer pair, and p a prime divisor of ®,(«a, ), where n > 2.
Then n = m,p*, where k is a non-negative integer.

Proof By (17), p divides @,,. It then follows from (7) that m,|n. Write n = m,tp*, where (t,p) = 1. If t > 1
then, again by (17), we have p| (@ /@y /¢). Also, pli,, 4, which again follows from (7). Now Proposition 2.1 (ii
implies that p|t, a contradiction. This proves that ¢ = 1. The proposition is proved. [

Now we are ready to formulate and prove the cyclotomic criterion. For an integer n > 3 put P'(n) = P(n/(n,3))
(recall that P(n) stands for the maximal prime divisor of n). In other words,

Pl(n) = 2, if n is of the form 2% .3,
n = P(n), otherwise.

Theorem 2.4 (cyclotomic criterion) Let n >4 be an integer distinct from 6 and 12. Then a Lehmer
pair (a, B) is n-defective if and only if ®,(a,8) € {£1,£P'(n)}. Also, a Lehmer pair (a,3) is 12-defective if
and only if ®12(a, B) € {£1,£2,+3, £6}.

Proof We start from the “only if’ statement. Thus, let n be an a an integer satisfying

n>4 and n #6, (18)

and (a, 8) an n-defective Lehmer pair.
Let p be a prime divisor of ®,. By Proposition 2.3 we have n = m,p*, where k > 0. Since p is not a
primitive divisor of @,, we have one of the following options:

n=myp® with k> 1; (19)
n=m, and p|(a®— %> (20)

It follows from Corollary 2.2 that, whichever of (19) and (20) holds, we have

_ [ P'(n), ifn#£12,
p_{ 20r3, ifn=12. 1)

To complete the proof of the “only if” assertion, it remains to establish the following;:
p exactly divides ®,,. (22)

We consider two cases, which correspond to (19) and (20), respectively.

3When the Lehmer pair (o, 3) is fixed, we write sometimes ®,, instead of &, (a, 3).
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12 Bilu, Hanrot, Voutier

Case 1 n =m,p* with k > 1

In this case m,|(n/p). Hence pliy,/,.

Subcase 1.a p > 2

Proposition 2.1 (vi) implies that p exactly divides %y, /iy, /. It follows now from (17) that p exactly divides ®,.
Subcase 1.b p =2 and 2 does not divide (a? — 32)?

We have mo =3 by Corollary 2.2, whence n =3-2% with k> 2. Notice that ®3 = u3 is even, and
that ®3 — ®¢ = 28 = 2 mod 4. Hence 4 divides at least one of the numbers ®3 and ®g. Therefore 4 divides
at least one of the numbers 43 and %g. It follows that 4|u,,, where m = 3 - 2% with k& > 1. In particular, 4@, /2-
Proposition 2.1 (vii) implies that 2 exactly divides uy /2, and we complete the proof using (17).

Subcase 1.c p =2 and 2|(a® — 5?)?

In this case ms = 4, and n = 2* with k¥ > 3. Using induction in %k, we shall prove that 2 exactly divides ®,
for k> 3. Indeed, 2|(a® + 3%) = ®4, whence 4|(a® + 3?)2. On the other hand, 2a3 = 2 mod 4, whence 2
exactly divides a* + 8* = ®s.

Similarly, if 2| (a2k_1 + ﬂ2k_1) = &, then 2 exactly divides a* + 82° = @11, This proves (22) also in
this subcase.
Case 2 m, =n and p|(a? — ?)?

In this case p > 3, since otherwise n € {3,4,6}, which is not allowed by the assumption. Hence p exactly
divides %, = U,, by Proposition 2.1 (viii) and (ix). This proves the “only if” part.

Now establish the “if” statement. Let n be an integer satisfying (18) and (a, ) a Lehmer pair such that

{£1,£P'(n)}, if n #12,
o € { {£1,42, 43,46}, ifn = 12. (23)

We have to prove that (a, 8) is n-defective.
Let p be a prime divisor of %,. It follows from

p" —a™ =[] ®a(e,B) (24)
d|n

that u, belongs to the multiplicative group generated by the numbers ®,, with m > 2 and m|n and the num-
bers (a + )2, (o — ?)2. Hence p divides either one of those ®,, or one of the numbers (a + )2, (a? — 32)2.

If p divides ®,, with m < n then it cannot be a primitive divisor, as well as if it divides one of
the (a + B)?, (a® — B%)%.

If p divides ®,, then, by (23), it satisfies (21). In particular, p|n. If m, < n then p again is not a primitive
divisor. If m;, = n then p|m,, which implies, by (10), that p|(a? — 5%)2.

Thus, in no case can p be a primitive divisor of %,. The theorem is proved. [
Corollary 2.5 An integer n > 30 is totally non-defective if the equation

Fo(2,) € {£1,%P'(n)} (25)

has no solutions (z,y) € 72 with |z| > 8.

Proof Let (o, () be an n-defective Lehmer pair. Then z = a8 and y = a? + 82 give a solution of (25). By
Theorem A, o?,3> ¢ R. By Lemma (1.5), |a| = |3| = #/®). By Theorem D, h(3/a) > 4. Hence |z| > €.
The corollary is proved. u
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Ezistence of primitive divisors of Lucas and Lehmer numbers 13

3 Small n

In this section we prove Theorem 1.3, extending the argument outlined by Stewart in [35], Theorem 3. Ob-
viously, any Lucas pair and any Lehmer pair is 1-defective. and any Lehmer pair is 2-defective. Also, it is

easy to verify that if (a,b) is from Table 3, then ((a +vb)/2,(a—Vb)/ 2) is an n-defective Lucas pair for the

corresponding n, and if (a,b) from Table 4 then ((\/c_z +vb)/2,(v/a—Vb)/ 2) is an n-defective Lehmer pair

for the corresponding n.
It remains to show that for n € {2,3,4,6} (respectively, n € {3,4,5,6,8,10,12}) there are no (up to equiv-
alence) n-defective Lucas (respectively, Lehmer) pairs other than those mentioned in the previous paragraph.
In this section (e, ) is a Lehmer pair. We use the notation p = (a + 8)?, ¢ = a3, and we define /p

uniquely as a + 3, so that
0. f = VPE VP —4g
M = 2 .

We have
q#0, (26)
ged(tn, q) = ged(®n, q) = ged(p,q) = 1, (27)
(pq) ¢ {£(1,1),£(2,1),£(3,1), £(4,1)}. (28)
If (o, B) is a Lucas pair then we put m = a + 8 = /p, so that
+ . /p=
ap=mEVP=d
2
We may assume that
m >0,
replacing (a, 8) by an equivalent Lucas pair, and we have
ged(m, q) =1, (29)
(m,q) ¢ {(1,1),(2,1)}. (30)

n=2

Let (a, ) be a 2-defective Lucas pair. Then every prime divisor of s = m divides (a — 8)2 = m? —4q. It
follows from (29) that the only possible prime divisor of m is 2. Since m > 0, we have m = 2¥, where k
is a non-negative integer. Again by (29), we have either Kk =0 or ¢ =1 mod 2. Also, it follows from (30)
that (k,q) ¢ {(0,1),(1,1)}. Hence (a,b) = (m,p — 4q) is of one of the two types displayed in Table 3.

n=3

Let (a,8) be a 3-defective Lehmer pair. Then every prime divisor of u3=p—gq di-
vides (a2 — 8%)2 = (U3 +q)(us — 3¢q). It follows from (27) that the only possible prime divisor of s
is 3. Replacing (o, 3) by an equivalent Lehmer pair, we may assume that iz > 0. Hence Uz = 3¥, where k
is a non-negative integer. Again by (27), we have either £k =0 or ¢ # 0 mod 3. Since p = 3* + ¢, it follows
from (28) that (k,q) ¢ {(0,1),(1,1)}. Hence (a,b) = (p,p — 4q) is of one of the two types displayed in Table 4.

If (o, 8) a Lucas pair, then p —4q = 4 - 3 — 3m2. Hence (a,b) = (m,p — 4q) is of one of the two types
displayed in Table 3.
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14 Bilu, Hanrot, Voutier

n=4

Let (a,B) be a 4-defective Lehmer pair. Since (us,us4) =1, every prime divisor of @y =p—2q di-
vides (a? — 3?)? = (4 + 2q)(us — 2q). Hence the only possible prime divisor of u4 is 2. Replacing (a, 3)
by an equivalent Lehmer pair, we obtain 4 = 2¥, where either k¥ = 0 or ¢ # 0 mod 2. Since p = 2F + 2g, it fol-
lows from (28) that (k,q) ¢ {(0,1),(1,1),(2,1)}. Hence (a,b) = (p, p — 4q) is of one of the two types displayed
in Table 4.

If (o, B) a Lucas pair, then p = 2% + 2¢ is a perfect square. This is impossible when k > 1, because q is odd.
If £k = 0 then m is odd, and if k¥ = 1 then m is even. Since p — 4q = 2F*! — m?, the pair (a,b) = (m,p — 4q) is
of one of the two types displayed in Table 3.

n=25

Let (a, B) be a 5-defective Lehmer pair. By the cyclotomic criterion,

@5 = (p— n’q)(p — Mq) € {£1,+5},

where n = 1+2‘/5 and 7 = 1’2‘/5. Since 7 is the fundamental unit of Q(v/5), we have either
p-n*g=en™, p-7q=en", (31)
or
p-1'q=eVin®*, p-n’q=—eV", (32)

where €p,€ € {1,—1} and % is a non-negative integer. Replacing (a, §) by an equivalent Lehmer pair, we may
assume that
€0 = —e**1 in (31) and €y = —€* in (32). (33)

Resolving the linear equations (31) and (32), and using (33), we obtain, respectively, either

b €k+l nek72 _ ﬁek—2 _ nk—2e _ ﬁk—2e _ ¢k ,
= = = —2¢>
w Y5 VB (34)
P Ml M il AU
V5 V5 ’

where {¢}} is the Fibonacci sequence, or

p= ek (nek—Z +ﬁ6k_2) — nk—Ze +ﬁk_2€ — d}k726;

g=€" (" +7%) =n* +7* = ¢y,

where {1y} is the classical Lucas sequence (|33], p. 43) defined from g = 2, 9; =1 and Yp41 = VYr + Vi_1-
By (28), we have k > 3 in the case (34), and k # 1 in the case (35). Hence (a,b) = (p,p — 4q) is of one of
the two types displayed in Table 4.

(35)

n==06

Let (a,8) be a 6-defective Lehmer pair. Then every prime divisor of & di-
vides (a? — 3%)%uz = (P + 3¢)(Ps — q)(Ps + 2q). By (27), the only possible prime divisors of ®¢ are 2 and 3.

INRIA



Ezistence of primitive divisors of Lucas and Lehmer numbers 15

Replacing (a, 3) by an equivalent Lehmer pair, we may assume that ®¢ > 0. We obtain ®¢ = 2*3!, where k
and [ are non-negative integers. Again by (27), we have one of the four options:

E=1=0; k=0 and ¢ Z 0mod 3;
I=0and g Z0mod2; ¢=+1mod6.

Since p = 23! + 3¢, it follows from (28) that (k,1,q) # (0,0,1). Hence (a,b) = (p,p — 4q) is of one of the four
types displayed in Table 4.

If (o,B) is a Lucas pair, then p = 2*¥3' 4+ 3¢ is a perfect square. This is impossible when [ > 1, be-
cause ¢ #Z0mod3. When | =0 we have p=m? = 2¥ + 3¢, whence m Z0mod 3, and m = +1mod 6
when k> 0. It follows that k is even, and we may replace it by 2k. Having done this, we ob-
tain p — 4q = (4¥*1 —m?2)/3. This gives rise to the first two (depending on whether k = 0 or k > 0) types
of (a,b) = (m,p — 4q) displayed in Table 3. When [ = 1 we have p = m? = 3 - 2% 4 3¢, whence m = 0 mod 3,
and m = 3 mod 6 if k > 0. We have p — 4¢ = 2¥+2 —m?/3, which leads to the next two types.

n=2=8

Let (a, 8) be an 8-defective Lehmer pair. By the cyclotomic criterion,
®s = (p— qnV2)(p+ qv2) € {£1,+2},
where § = 14+ 1/2 and 7 = 1 — v/2. Since 7 is the fundamental unit of Q(v/2), we have one of the two options

p—aV2=en"*,  p+qiv2= e, (36)
p—aV2=eV*, = p+qiv2=—eV20, (37)

where €g, € € {1,—1} and % is a non-negative integer. Replacing (a, §) by an equivalent Lehmer pair, we may
assume that
€0 = —**1 in (36) and ¢y = —€* in (37). (38)

Resolving the linear equations and wusing (38), we obtain p=pr., ¢=m in case (36)
and p = 2m,_., q = pi in case (37), where the sequences {m;} and {p;} are defined in Table 4. (Mention
that {m} is known as Pell sequence, and {2py} is the companion Pell sequence, see [33], pp. 43-44.)

By (28), we have k > 2. Hence (a,b) = (p,p — 4q) is of one of the two types displayed in Table 4.

n =10

One verifies immediately that ®10(c, 83) = ®5(—a, 3). Hence (a,b) enters the line corresponding to n = 10 if
and only if (b,a) enters the line corresponding to n = 5.

n=12

Let (a, 8) be a 12-defective Lehmer pair. By the cyclotomic criterion,
B = (p—qn)(p — qn) € {*1, 42,43, +6},

where 7 = 2 ++/3 and 7 =2 — V3. Since 5 is the fundamental unit of Q(v/3), and since 2 = —08 = —§%y,
where § = 1+ /3 and 8 = 1 — /3, we have one of the following four options:

p—qn=ceon™*,  p—qn=en”, (39)
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p—an=eV3n*,  p—q=—eoV37e, (40)
p—an=ebn®,  p—qn=ebn, (41)
p—qn=eV30n*,  p—qi=—egV307", (42)

where €g,€ € {1,—1} and % is a non-negative integer. Replacing (a, ) by an equivalent Lehmer pair, we may
assume that
€0 = —e in (39) and (41), and ¢o = —1 in (40) and (42). (43)

Resolving the linear equations and using (43), we obtain p = g,ii_)e and ¢ = g,ii) , where ¢ =0,...,3 corre-

sponds to (39)-(42), respectively, and the four sequences {ggi)} are defined in Table 4.

By (28), we have (i, k) # (0,0), (0, 1), (1,0), (2,0). Finally, ¢\ — 4¢\? = —c{) . Hence (a,b) = (p,p — 4q)
is as displayed in Table 4.

4 Reduction to odd square-free numbers

In this section we show that it suffices to prove Theorem 1.4 only for odd square-free numbers n.

It will be convenient to introduce a special partial ordering on the set of positive integers. Let n,n’
be two positive integers. Assume first that n is not of the form 2% - 3. We say that n dominates over n'
(notation: n > n' or n' < n) if n|n' and the numbers n and n' have the same sets of odd prime divisors. In
symbols: write n = 2kop¥t ... pks where py, ..., p, are distinct odd primes (s = 0 allowed) and

ko >0, ki,... ks>0.

Then n = n' if and only if n' = 2%0p% - pF* with & > ko, ..., k. > ks.
Now assume that n = 2% - 3. We say that n > n’ if n’ = 2% . 3 with k' > k.
Thus, every positive integer is dominated either by an odd square-free integer or by 9.

Proposition 4.1 Let n > n', and put

/ e /s
B N n'/n  ifnis even or n' is odd,
t=tn,n) = { n'/2n  if n is odd and n' is even, (44)
s '
e=e(nn') = 1 if n is even or n' is odd, (45)

—1 ifn is odd and n' is even,

Assume that n > 4 and n # 6,12 and let («, B) be an n'-defective Lehmer pair. Then (eat, 8?) is an n-defective
Lehmer pair.

Proof One verifies immediately that n' < n yields ®,,(X,Y) = &,(eX?,Y?) and P'(n') = P'(n). Hence the
result follows from the cyclotomic criterion. ]

Corollary 4.2 If n' < n and n is totally non-defective, then so is n'. |

Corollary 4.3 Assume thatn' < n andn' > 30. If h(a/B) < 4 for any n-defective Lehmer pair («, 3), then n'
is totally non-defective.

Proof Follows from Proposition 4.1 and Theorem D. [ ]
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Proposition 4.4 Let n be an integer satisfying 6 < n < 30 and n # 8,10,12. Then for every n-defective
Lehmer pair (a, 8) we have h(a/B) < 4.

Proof Follows from Theorem C. [ ]

Theorem 4.5 Theorem 1.4 is a consequence of the following formally weaker assertion: every odd square-free
integer n > 30 is totally non-defective.

Proof Assume that every odd square-free integer n > 30 is totally non-defective, and prove that this holds
for every integer n' > 30.
If n' is dominated by an odd square-free integer n > 30, then n' is totally non-defective by Corollary 4.2.
Otherwise, the product of odd prime divisors of n’ does not exceed 30. Therefore n’ is dominated by a
prime number not exceeding 30 or by one of the numbers 1, 9, 15, 21. Every n’ > 30 dominated by 1 is
dominated by 16, every n' > 30 dominated by 3 is dominated by 24, and every n' > 30 dominated by 5 is
dominated by 20 or 25. Hence n' is dominated by one of the following numbers:

7,9, 11, 13, 15, 16, 17, 19, 20, 21, 23, 24, 25, 29.

Therefore n' is totally non-defective by Corollary 4.3 and Proposition 4.4. ]

5 The quotient 3/« is close to a root of unity

In this section we show that for an n-defective Lehmer pair («, 3), the quotient 3/« is extremely close to a
primitive n-th root of unity. The basic argument goes back to Schinzel [34] and Stewart [35], but the idea of
using (47) and (49) seems to be new.

Theorem 5.1 Let n > 31 be an integer and (a,3) an n-defective Lehmer pair*. Put v = 3/a. Then there
exists a (single) primitive n-th root of unity £ such that

0< ¢ = |arg(y¢ )| < min (n/n,c1(n)]al ™), (46)

where
if n is prime,

e
ci1(n) = w(n)—
1(n) { 2™ =1P(n) ifn is composite.

(Recall that ¢(n) is Euler’s function, P(n) is the maximal prime divisor of n, and w(n) is the number of
distinct prime divisors of n.)

Proof Since v is not a root of unity, there exists a single n-th root of unity & such that ¢ := | arg(v¢~1)| < 7/n.
Let m be the divisor of n such that £ is a primitive m-th root of unity. Then

|argy?| > dr/n if dln but m fd,

|argy%| = d¢ < dr/n if m|d|n. (47)

For any z € C with |z| =1 one has

(2/m)|argz| < |z — 1] < |arg 2|. (48)

4which is non-real by Theorem A
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Therefore
2d/n < |¥'—1 < 2 ifdnbut m fd,

@/m)d¢ < |y —1 < d¢ if m|dn.

(49)

Also, we need the following arithmetical identities, the first two of them being well known, and the last two
easy to prove:

> uw(N/d) = §(N); > w(N/d)logd = A(N);

d|N d|N

> 1=22MN"1 4 §(N)/2; D logd =2M"2log N + A(N)/2.
u(l\tfi/lg])=1 ”(1\?}2’)=1

Here u(N) is the Mobius function, A(N) is the von Mangoldt function and

1, ifn=1,
8(n) _{ 0, ifn#l.

Using all this, we can estimate |®,(1, )| from below:

log [®n(1,7)] = Y p(n/d)logly” —1|

d|n

> Z 10g2—d— Z log2 + Z log + Z < )log (do)

m fd|n " m fdin mld|n m|dn

n(n/d)=1 n(n/d)==1 w(n/d)=1

= Z log%l— Z log2 + Z log%—}- Z log2 +
u(nd/lg)=1 u(n/dcli;l=—1 u(TZl/il)T;l u(:;‘dd)‘:—l
> 1 (3) log(ds)
m|d|n

= Z logg+(log2)2u(%)+ Z log—+z ( )log@
(=1 din iy mdin

Since n > 1, the second sum vanishes. We continue, replacing d by md in the last two sums:

Z logd — (logn) Z 1+<log:—:l) Z 1- Z logd +

d|n d|n d|(n/m) d|(n/m)

p(n/d)=1 p(n/d)=1 p((n/m)/d)=1 ”(H/Tm)=1
n/m me n/m

> u( ) s (10575) > u (")

dl(n/m) d|(n/m)

= 2 21ogn + A(n)/2 — 29 Llogn + (QM("/m)*l + 8 (n/m) /2) log (2n/mm)
—2¢("/mM=21og(n/m) — A (n/m) /2 + A (n/m) + & (n/m) log(¢m/2)
= ¢ 2100 4 A(n)/2 + (2w<"/m>*1 +6(n/m) /2) log(2/)

+2°/ M =200 (n/m) + A (n/m) /2 + § (n/m) log(¢m/2)
—2¢(M=21ogn + A(n)/2 +log(2/7) + & (n/m)log(¢m/2).

vV
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Ezistence of primitive divisors of Lucas and Lehmer numbers 19

Thus, we have proved that

—2¢(M)=2]ogn — log(n/2), if m <mn,
—log + logn + log ¢, if m = n and n is
log |®,(1,7)| > a prime number, (50)

—(2¢(™=2 —1)logn —logm +log$, if m=nandnisa
composite number.

On the other hand, one can easily estimate |®,(1,v)| from above using that |®,(a, )| < P(n) by the
cyclotomic criterion:

log|®,(1,7)] = log|®n(a,B)| - ¢(n)loglal|
< log P(n) — p(n)h(v) (51)
< logn — 4p(n), (52)

because h(y) > 4 by Theorem D.

If m < n then 4p(n) — logn < 2¢(M~2logn + log(m/2). A simple computation shows that this inequality
is contradictory when 31 < n < 30030 (recall that n < 30030 by Theorem B). Hence m = n, and the result is
a direct consequence of (50) and (51). ]

Corollary 5.2 In the set-up of Theorem 5.1 put x = af8 and y = a® + 2. Then there exists an integer k
satisfying
0<k<n/2, gedk,n)=1, (53)
and
|z - 2 cos(2mk /n) — y| < 2¢1(n)|al> ™. (54)

(Since (a, ) is a Lehmer pair, 2 and y are rational integers.)

Proof Using (46) and (48), we see that |y—¢| =y ' =1|<ci(n)al %™, and simi-
larly [y~ ' = ¢ <ci(n)|a) 9. Since ¢ is a primitive n-th root of unity, there exists an integer k
satisfying (53) and such that £ + £~ = 2cos(27k/n). Then

| - 2 cos(2mk/n) — y|

lz| |y +v~ ' = (€+€7h)|
la? Iy =€+ 1yt =€)

2¢1 (n)|a|2—§0(n),

ININA

as wanted. ]

6 A lower estimate for arg(3/a)" and its consequences

In this section we show that an integer n is totally non-defective if it satisfies certain complicated, but rather
mild inequality. In particular, every odd square-free n > 2145 and every prime n > 787 is totally non-defective.

If (a,8) is an n-defective Lehmer pair then Theorem 5.1 implies a sharp upper estimate for |arg~y™|,
where v = /a. On the other hand, Gelfond’s theory of linear forms in two logarithms implies a sharp lower
estimate for the same quantity. The main reference here is the recent paper [21] of Laurent, Mignotte and
Nesterenko. In particular, Théoréme 3 from [21] gives a lower estimate for the linear form bymi — by logy,
where |y| = 1, which is exactly what we need.
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Unfortunately, the estimate from [21] becomes non-trivial only when by and b, are sufficiently large, which
makes it unsuitable for our purposes. At our request, Maurice Mignotte elaborated a more flexible version of
this estimate, see Theorem A.1.3 from the appendix. As a consequence of it, we obtain the following.

Proposition 6.1 Let v be a complex algebraic number of degree 2, with |y| =1, but not a root of unity.
Let n > 234 be an integer, A a real number satisfying 1.8 < A < 3, and H a positive real number. Assume
that h(y) > H and |arg~y| > w/2n. Then

|arg’y”| > e—(Cs(lOgn+62)2+0.37)(04+h(’y))—2log(logTL+C2)—C5 (55)

where

Cg(/\,H) = log (ﬂ%p + m) —log\/E+0.856+ % + % (6%‘_ + m),
czs(A) = 81kpA™,  cs(\) =0.5mp, c5(A) = 3log2 — 0.5\ — 2log A,

and where the quantities p and k are defined as in Theorem A.1.3.

Proof We may assume that m/2n < arg~y < m, replacing «y by its complex conjugate if necessary. Put ba =n
and let b; be the nearest integer to n(arg~y)/m. Then 0 < by < n, and |argy™| = |biwi — bz logy|.
In the notation of Theorem A.1.3 we have D = 1 and B = n > 234. Hence

|arg(y")] = [bumi — bylogy| > e~ca (M (eath(A)=2log Hcs

where H is defined from (A.12). It remains to notice that H < logn + c». ]

Corollary 6.2 Let (a,(3) be an n-defective Lehmer pair, where n > 234, and v= f/a. Let X sat-
isfy 1.8 < A < 3. Then:

i. For any H > 0 either h(y) < H or
p(n) < g(An, H), (56)

where
gO\n,H) = <03 (logn + (A, H))? + 0.37) (Hles(M) +1) + (57)
H~! (log(neci(n)) + 2log (logn + ¢2) + ¢5)

In particular, one always has

o(n) < g(A,n,4) (58)
ii. For any H > 0 such that
@(n) > cs(N) (logn + ex(\, H))® + 0.37 (59)
we have
h(y) < max{H, f(\,n, H)} (60)
where
FOun, H) = 04(A)(C3(A)(10gn+cz(:7\,(Inf))ii-:((]/g’(?ll—glr(b)i(cnzz\(,Z))))—I;il(;).ggglog nt-ca(A,H))+c5(A) (61)
In particular, if p(n) > c3(\) (logn + c2 (A, 4))? + 0.37 then
h(v) < f(A,n,4). (62)
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Proof By Using (46) and (47) with d = n we obtain
|largy"| < ner ()] =¥ = nei (n)e” #M) (63)

(recall that h(y) =log|al). Also, using (47) with d = 1, we obtain |arg~y| > m/n. Since n > 234, we may
apply Proposition 6.1. Combining (55) and (63), we obtain

pmh(7) < (es (logm + e2)” +0.37) (es + hi() +

2log (logn + ¢2) + ¢5 + log(nei (n)) (64)
whenever h(vy) > H. This proves (56) and (60). Inequalities (58) and (62) follow if we recall that h(y) > 4 by
Theorem D. The proof is complete. ]

Corollary 6.2 suggests to consider the quantities
min  f(A,n,H) and min g(A,n, H).

A€[1.8,3] sa- A€[1.8,3]
tisfies (59)
To speed up the computations, we minimize f and g over a finite set of values of A. For ¢ =0,...,12 we
put A\; = 1.8 + 0.17 and define
f(naH) = i={)n_i__nlg f(na)"iaH)a g(naH) :i:minlzg(na)‘iaH)ﬂ (65)

A; satisfies (59)

with the convention f(n, H) = oo if the minimum is taken over the empty set.
Further, for a given n we would like to find the optimal value of H. If p(n) > §(n,o00) then there exists a
(unique) solution Hy = Hy(n) to the equation

o) = min e3(A) (logn + ca(\, H)) +0.37. (66)

i=0,...,12

Indeed, the right-hand side of (66) is a continuous decreasing function of H, which tends to co when H—0
and tends to g(n, o) when H—o0.
Further, f(n, H), considered as a function in H, is continuous and decreasing on the interval (Hp, oc),
with f(n, Hy) = oo and f(o0) < 0o. Therefore there exists a unique solution H(n) to the equation H = f(n, H).
A direct consequence of Corollary 6.2 is

Corollary 6.3 Let (a,f8) be an n-defective Lehmer pair, where n > 234, and v = 3/a. Then:
i. For any H > 0 either h(y) < H or ¢(n) < g(n, H). In particular
p(n) <g(n,4) (67)
ii. If o(n) > g(n,o0) then h(y) < H(n). |

Given a real number k, we denote by p,(k)/q, (k) the v-th convergent of the continuous fraction expansion of k.
Given Q > 0, we put ¢(k,Q) = ¢, (k) and ¢'(k, Q) = q,41(k), where v is defined from g, (k) < Q < gy41(k).

Lemma 6.4 For any odd square-free n satisfying
9(n,1000) < ¢(n) < g(n,4) (68)
and for any k satisfying (53) one has
¢ (2cos(2rk/n), Q(n)) < (4e1(n)) tetle(m=2) (69)

where Q(n) = ¢2min(1000,H(n))
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Proof This was done by a direct computation, using a C program and the PARI 2.0 program-
ming library. There are 2563 numbers n satisfying (68), and in totality 5766966 numbers of the
form 2cos(2km/n) were considered. Instead of H(n) we used a good upper approximation H (n), satisfy-
ing H(n) — 0.1 < f(n, H(n)) < H(n). This approximation was computed by the following procedure: take a
very large Hy, and compute the sequence Hy, = f(f(n, Hx—1)), until the desired inequality holds. This always
occurred after at most 6 steps (2 on average). The total computational time on a PC Pentium Pro 200 was
roughly 15 days. ]

Now we ready to establish the main result of this section.

Theorem 6.5 An odd square-free integer n > 234 satisfying
p(n) > g(n,1000). (70)
is totally non-defective.

Proof Assuming the contrary, fix an n-defective Lehmer pair (a, ). Then h(8/a) < 1000 (otherwise (70)
contradicts Corollary 6.3 (i)).

On the other hand, since ¢(n) > g(n,1000) > g(n, 00), Corollary 6.3 (i) implies that h(8/a) < H(n). This
yields log |a| = h(B/a) < (1/2)logQ(n). In particular, for x = af we have |z| < Q(n). Therefore, by the
theory of continued fractions (see, for instance, [19], Theorems 13 and 16) one has

1/24' < |lg- 2cos(2mk/n)|| < |2 - 2 cos(2rk/n) || < 2e1(n)]al* ¥, (71)
where k is defined from Corollary 5.2 and
q = q(2cos(2mk/n),Q(n)), ¢ =q (2cos(2nk/n),Q(n)).

(Recall that || - || stands for the distance from the nearest integer.)

By Corollary 6.3 (i) the number n satisfies (67), which together with (70) gives (68). Since n is odd and
square-free, we have (69). Combined with (71), this yields log |a| = h(8/a) < 4, which contradicts Theorem D.
The proof is complete. [

The following corollary (proved by the direct computation of the right-hand side of (70) for odd square-
free n < 30030) will not be used in the sequel, but it gives some idea about the strength of Theorem 6.5.

Corollary 6.6 Every odd square-free integer n with w(n) > 4 is totally non-defective. If n is an odd square-
free integer with w(n) = k < 4 then n is totally non-defective whenever n > Ni(k), where Ny (k) is defined in
the following table:

k 1 2 3 4
Ni(k) | 787 | 1315=5-263 | 1695 =3-5-113 | 2145=3-5-11-13

In particular, every odd square-free n > 2145 is totally non-defective. ]

7 Numerical solution of Thue equations: an overview

In this section we deviate from our main subject to review methods for numerical solution of Thue equations
of high degree. We shall use these methods for solving the equation (25).
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The history of numerical solution of Diophantine equations dates back to 1969, when Baker and Dav-
enport [2] completely solved a system of two Pell equations. They used the well-known fact that every
“large” solution gives rise to a “very small” value of the linear form A(bq,b2) = logag + b1 logay + ba log as
(where ag, a1 and as are explicitly given algebraic numbers) at an integral point (by,bs). Using Baker’s
theory of logarithmic forms, they obtained a huge (around 10%°°) upper bound for max(|by|, |b2|). After this,
expanding log ay/loga; into a continued fraction, they showed that |A(by,by)| cannot be too small when b;
and by run the integers below the huge bound. Therefore the system cannot have “large” solutions, while
“small” solutions can be easily enumerated.

This idea was developed in various directions by Pethd, Steiner, Tzanakis, de Weger, and many other au-
thors. The subject became especially popular when Lenstra, Lenstra and Lovasz [23] suggested a polynomially
quick algorithm for finding an “almost shortest” vector in a lattice (referred to as LLL-algorithm in the sequel).
The LLL-algorithm made it possible to extend the idea of Baker and Davenport to logarithmic forms in three
or more variables, when continued fractions can not be used anymore. See [37, 27] for a detailed description
of the methods, history of the subject and extensive bibliography up to 1989.

As it was already indicated in the introduction, the method of Tzanakis and de Weger [37] for explicit
resolution of Thue equations was used (with some modications) for the proof of Theorem C. However, the
complete solution of the main problem requires solving Thue equations of very high degree, where the methods
of [37, 27] are not efficient anymore. The main difficulties are:

First difficulty These methods require algebraic computations (in particular, computing fundamental units)
in the associated number field. For fields of high degree, this problem is still far beyond the capacities
of the modern computational number theory (see [12, 29, 30]).

Second difficulty The LLL-algorithm has to be applied to (many) lattices of very high dimention, which is
very slow.

In [6] (see also [5]) it was shown that the second difficulty can be overcome: one can solve Thue equations
using only continued fractions (as Baker and Davenport did), and without involving the LLL-algorithm.
Concerning the first difficulty, two different ideas were suggested in [8] and [18]:

First idea [8] If the associated number field contains a subfield of degree at least 3 (over Q) then it is sufficient
to compute units (and other algebraic stuff) in the subfield.

Second idea [18] To resolve a Thue equation, it suffices to compute a full rank system of undependent units
(rather than a system of fundamental units) in the associated number field.

Of course, these ideas are not sufficient to eliminate the first difficulty in general, and finding a reasonable
agorithm for numerical solution of arbitrary Thue equations of high degree remains a challenging problem.

Fortunately, the number field, associated to the equation (25), is the real cyclotomic
field L") = Q(2 cos(27/n)), which has the following two properties:

First property The field L™ is abelian; in particular, if d divides its degree ¢(n)/2 then (™ has a subfield
of degree d over Q.

Second property When n is a prime power, the field 1™ has an explicitly given full rank system of inde-
pendent units
sin (kmw/n) /sin (7w /n) (1<k<n/2, (kn)=1), (72)

called circular units.
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Therefore both the ideas can be sucessfully employed for the resolution of the equations (25). Moreover, the
two ideas are quite independent and can be combined very efficiently.

Remark 7.1 Masley [26] (see also [24]) proved that circular units form a fundamental system for n < 67.
This allows one to solve the main problem for n < 67 (see [17]), using only the method of [6].

What follows is a concise description of the method we used for the explicit resolution of Thue equations.
It is combined from the methods of [8] and [18], with some additional ideas. In this section we found it
methodologically better to consider a general Thue equation. In the next section we show how the method
was adapted to the particular equations (25).

We give only a general overview of the method, omitting technical details like routine proofs, explicit
expressions for constants, etc. All missing details can be found in [8], Section 3; in particular, the constants X
and cg—c11, as well as all the constants implied by O(-), < or > are explicitly displayed therein.

7.1 Preliminaries

We consider the Thue equation
F(z,y) = Nijoly — ez) =a, (73)

where a = a; /ay is a rational number, a an algebraic number of degree N > 3, and L = Q(a).
Let K be a subfield of L of degree [K: Q] =m > 3. Denote by o1,...,0s the real embeddings of K, and
by (0s4+1,0s41+4t)s- -5 (Tstt,Ts+2t) the pairs of complex conjugate embeddings (so that m = s + 2t).
Put
@(X,Y) :NL/K(Y_QX) € ]K[X,Y], (I)l(XaY) :Ui((I)(Xay))a (74)

so that F(X,Y) = &,(X,Y) - & (X, V).

7.1.1 Asymptotics for &;(x,y)

To begin with, recall that for any solution (z,y) € Z? of (73) with |z| > X there exists a real conjugate o'
to a (over Q) such that
ly/o — o] < csla| ™. (75)

Here X; and cg are effectively computable positive constants. See, for instance, [37], Lemma 1.1, (reproduced
in [8] as Lemma 3.1.1 (i)) where explicit expresssions for the constants X; and cg are given.

In concrete examples the constant X; is very small, and solutions satisfying |z| < X; can be easily enu-
merated.

>From now on, we fix a real conjugate o' and consider solutions satisfying (75). (To find all the solutions
with |z| > X1, the procedure described below has to be repeated for all o'.)

The fixed conjugate o satisfies ®;,(1,a') =0 for some ig € {1,...,s}. Arguing as in [8], Subsection 3.1,
we obtain for every solution (z,y), satisfying (75), the relations

®i(z,y) = ®;(1,0") 2™ meC(#7) (i £ 4g). (76)

7.1.2 The quantity T
Fix 41,42 # 99 and put

o i P (3,9)®
T="T000) = 5 )%, (La)
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It follows from (76) that
T =0027Y), (77)

Also, Proposition 3.1.2 of [8] guarantees that
T#1 (78)

for a suitable choice of i1 and i2. We shall assume (78) in the sequel.

7.2 Fundamental units

Now let 71,...,7m, be a system of fundamental units of the field K. Since Ng/q®(,y) = a, there are only
finitely many possibilities for the fractional ideal (®(x,y)). It follows that

®(z,y) = -l (79)

where by,...,b, € Z, and p belongs to a finite effectively computable set M C K. Acting on (79) by the
maps o;, and taking (the real part of) the logarithm, we obtain the following system of 7 linear equations
in r = s+t — 1 variables by,...,b,:

.
> bilogloi(n;)| = —log|oi(p)| +log [®i(w,y)] (1 <i<s+t, i#io) (80)
Jj=1
Due to our numeration of ¢;, the linear system has a non-zero determinant. Resolving the system, and
using (76), we obtain (see [8], equations (15) and (16))
bi=d;log|z| + N+ O (Jz|™Y) (1<i<r), (81)

where §; and )\; are real numbers, and ¢; # 0 for some 4.
Equalities (80) and (81) imply that

B« logz K B, (82)
where B = max(1, |b1],-. ., |br|)-
7.2.1 Baker’s bound
It follows from (79) that

Y = Bofy" - Bl (83)

where the algebraic numbers 3y = ﬂéjl’ig),ﬁl = ﬂfh’iz), -, Br = B can be easily expressed explicitly. Tak-
ing (the principal value of) the logarithm and using (77) and (78), we obtain 0 < |A| < |z| ™%, where

A =logBo + bilog By + - --b.log By + byyy - i,
and b,y € Z satisfies |b.11| < B. Using (82), we derive from this that
0<|Al e @B, (84)

where ¢g is an effectively computable positive constant.

On the other hand, Baker’s theory implies a lower estimate for |A| of the form |A| > B0, (provided A # 0)
where c19 > 0 is effectively computable. The best known to us quantitative value for ¢i¢ is given by Baker
and Wiistholz [3], page 20. For large B, the lower estimate for |A| contradicts (84). This implies that B < By,
where By is an effectively computable (large) positive number. In practical computations By can range
from 103 to 103°°° (or even bigger).

See [8], Subsection 3.3, for further details.
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7.2.2 Reduction

Our next task is to reduce the upper bound for B, using the continued fractions techniques. The idea goes
back to Baker and Davenport [2]. We follow [8], Subsections 3.2 and 4.1. We shall assume that r > 2. If r =1
then the reduction is similar and much simpler, see [8], Subsection 4.2.

Since r > 2, we may eliminate log |z| from (81). For instance, if 6 # 0 then

|b2 - (Sbl - )\| S 611|.TC|_N < e_CQB, (85)
where § and A are real numbers and ¢;; a moderate constant. It follows that

B < ci3 —cyg 'log min |ba — dby — A, (86)
[b1],1b21<Bg

where ¢ is a small constant. The minimum in the right-hand side can be quickly computed (or, at least,
minorated) by expanding ¢ into a continued fraction (see [7], Subsection 4.1, for the details). Heuristically,
this minimum is of magnitude B 2 which yields a new upper bound for B of magnitude log By.

Tterating this procedure, one obtains, after two-three steps, a reasonable upper bound for B, of magnitude 10
or so. The possible by, ..., b, below this bound can be easily enumerated (see [8], Section 5).

Moreover, it turns out that, in most of the cases, enumerating small b; is superfluous. Indeed, (85) yields
an upper bound not only for B, but for |z| as well, of the form

—1/N
|z < e '/N ( min  |by — &by — ,\|) : (87)

[b11,1b2|<B{

where B| is the reduced upper bound for B. Enumerating the solutions satisfying (87) can be done very
quickly, because the right-hand side of (87) is quite moderate (typically, 10 or so), especially when N is large.

This method of reduction fails if, for instance, ¢ is a rational number. See [7], Subsection 4.6, and [17] for
a detailed analysis of this and other “pathologies”.

7.3 Non-fundamental units

It turns out that the method described above works, with slight modifications, if we have only a full rank
system of independent units instead of fundamental units.

Thus, let now 71, - .., 7, be a full rank system of independent units of the field K. Denote by by the index of
the subgroup generated by 71, . ..,n, in the full unit group. It is not easy to compute by, but one can majorate
it using the estimate Ry > 0.2 for the regulator of the field K (see [16, 28, 43]). Let by be an upper bound
for by obtained this way. Typically, by is of magnitude 10'°-10%.

Instead of (79) we have now

®(z,y)* = pPon* -+ -k, (79')

which implies, instead of (81), the relation
bi/bo = 8;logla| + X + O (|| ™) (1 <i<r). (81"

(Here and below the implicit constants in the equation (n') are equal to the correspondent constants in (n).)
Further,
B/by < logz < B/bo, (82")

where now B = max(bo, |b1],---, |br])-
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7.3.1 Baker’s bound

Instead of (83) we have
'rbo — 1880/8{71 . /BTFZT (83')

If Y% +# 1, then, as before, we obtain the inequality
0 < |A] < boe0B/bo, (84')
where now

A =bologfBo + b1 log B + - - - brlog By + by - mi.
Again, Baker’s inequality implies that B < By, where B} is a large positive number.
If Y% =1, then arg ¥ > 27/bg, which, together with (77) and (82), implies that B < Bjj.
Thus, in any case B < By := max(By, By). (In real computations, B is usually much smaller than By.)

7.3.2 Reduction

Using
|b2 — (Sbl — /\b0| S Cni)()l.%’l_N < l;oe_ch/bO, (85’)

we obtain

B/by € c12 +¢co ' [loghy —log min  |by — &by — Abo| | , (86")
1<bg<bg
[b1],]b2]<Bg

The minimum can be quickly minorated using the 3-dimensional LLL, see [37] for the details. This implies a
new upper bound for B, of magnitude bo log By.

After a few (usually, two) iterations, one obtains B < B}, where B}, is of magnitude by log bo.

Now we have the following upper bound for |z|:

—1/N

|.CL'| < (Cllao)l/N min_ |b2 - 6b1 - )\b0| . (87')
1<bo<bg
|b11,]b2|<Bj

The right-hand side of (87') is very moderate (typically, 30), and the solutions satisfying (87') can be easily
enumerated.

8 The final attack

Return to the proof of Theorem 1.4. In view of Theorem 6.5, it remains to prove the following.

Theorem 8.1 Every odd square-free integer n > 31 satisfying
n <233 or ¢(n) <g(n,1000) (88)

is totally non-defective.
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By Corollary 2.5, it is sufficient to show that, for every such n, the equation

H (Y —2cos(2mk/n) - X) = Npjg (Y — 2cos(2n/n) - X) € {£1,+P(n)} (89)

1<k<n/2
(k,n)=1

(where I = ") = Q(2cos (27/n))) has no solutions (z,y) with |z| > 3. This was done using the method
described in Section 7. Below we show how this method was adapted to the particular equation (89).

Thus, fix an odd square-free integer n > 31 satisfying (88). As indicated in Section 7, we have to choose
a “small” subfield K of L of degree m = [K:Q] > 3. Note that, since L/Q is abelian, for each m divid-
ing [L: Q] = ¢(n)/2, the field L has a subfield of degree m.

We defined the field K and organized the computations in two different ways depending on whether or
not ¢(n)/2 has a “small” divisor bigger than 2. To be precise, let

{3,5,4,7,11,13,17,.. } (90)

be the set of all odd primes together with 4, ordered as indicated; that is, 5 precedes 4 and otherwise the
ordering is natural. Let d be the smallest (with respect to this ordering) divisor of ¢(n)/2 from the set (90).
Then we have two cases: Case A: d <11 and Case B: d > 13.

8.1 Case A

We have three options.
d divides (p — 1)/2 for some prime p|n; (91)
d = 4, no prime divisor of n is 1 mod 8, and at least one is 5 mod §; (92)
d = 4 and all prime divisors of n are 3 mod 4. (93)

In case (91) choose the smallest p with this property, and put m =d. The Galois group of the
field L) = Q(cos(27/p)) over Q is cyclic, which means that it has a single subfield of degree m over Q.
We let K be this subfield.

In case (92) let p be the smallest prime divisor of n satisfying p = 5 mod 8, and ¢ the smallest of the other
prime divisors of n. If ¢ = 5 mod 8 then we put K = Q (/B /7). If ¢ = 3 mod 4 then 4 exactly divides ¢(pg)/2,
and we define K as the single subfield of L% of degree 4 over Q.

Option (93) never occured in our computations.

Since the field K is reasonably “small”’, we computed the unit group, together with the class group, using
the algorithm of Buchmann-Cohen-Diaz y Diaz-Olivier [10, 13], implemented as the PARI function bnfinit.
It produces, in particular, a full rank system of independent units of the field K, which are guaranteed to be
fundamental if one assumes the generalized Riemann hypothesis. We then used the PARI function bnfcertify
to verify the results of bnfinit unconditionnally (this was the hardest part of the computations). Note that
though we are able to deal with non-fundamental systems of units, as described in Subsection 7.3, (we shall do
this in Case B), it remains highly preferable to use fundamental systems, since the corresponding algorithm
runs significantly faster.

The set M (see the beginning of Subsection 7.2) is computed by decomposing the ideal (P) into a product
of prime ideals (PARI function primedec), enumerating all the ideals of norm +P, and testing them for being
principal (function bnfisprincipal). Alternatively, all these steps are grouped in the function bnfisintnorm.

The use of PARI requires a defining equation of the field K. It can be easily computed if one knows, with a
sufficient precision, all conjugates of a generator of K over Q. These can be found from the following lemma.
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Lemma 8.2 Let G be a subgroup of (Z/nZ)" of index m and Go,...,Gpm_1 the cosets of G. Assume
that —1 € G. Then
&= Z cos(2ar/n) (0<i<m-—1)
a€yG;

are algebraic integers of degree m, conjugate over Q.

Proof Since —1 € G, one has & = EaeG,- ¢%, where ¢ := e2™/"_ In particular, &; are algebraic integers.
Identify (Z/nZ)" with GalQ(¢) /Q by a = (¢ = ¢*). Then GalQ(¢) /Q acts transitively on &, ..., En—1,
and G stabilizes each of them. Hence &, ...,&n,—_1 are conjugate over Q. Since GalQ(¢) /Q is abelian, each
of &,...,Em_1 generates the same subfield Ko of K = Q(¢)¥. In particular, Ko = Q(&o,..-,&m_1)-
To show that Ky = K we use the following general observation.

Let k C K C L be a tower of fields of characteristic zero, and assume that o € L generates L over k. Then
the numbers _
Trp k(o) (1 <j<[L:K]) (94)

generate K over k.

(To prove this, notice that K is generated over k by the coefficients of the minimal polynomial of a over K,
and these coefficients can be expressed as polynomials in the numbers (94) with integral coefficients.)

Now it is easy to complete the proof of the lemma. Since Trg(¢)/x(¢*) € {£o,---,&m—1} for any a € Z, we
have K = (&, ---,&m_1) = Ko, as wanted. ]

Thus, in Case A, we can easily compute the algebraic data needed for the method described in Section 7,
which thereby can be readily applied (in [8], it was applied to much larger examples, up to n = 5001).

8.2 Case B

In this case we define m as the minimal odd prime divisor of (P — 1)/2, where P = P(n) is the maximal prime
divisor of n. Notice that m need not to be equal d in the Case B. Further, we define K as the single subfield
of L(P) of degree m over Q. This choice of K will be motivated in the last paragraph of Subsection 8.2.1.

We fix the isomorphism

G:= (Z/PZ)*/{£l} — Gal (LP)/Q) (95)
a — T4:co8(2m/P) — cos(2arn/P).
The subgroup T of G of index m corresponds in (95) to Gal (L) /K).

8.2.1 Unit group and set M

In the Case B, the field K is of large degree (at least 13) and of large discriminant®. This makes the computation
of the class group and unit group by the Buchmann-Cohen-Diaz y Diaz-Olivier method very troublesome, and
the certification almost hopeless.

However, even if the computation of a system of fundamental units seems intractable, we can compute very
easily a system of units of full rank, obtained by taking the norm of the circular units of LP).

1/[K: Q]
K

5more precisely, of large degree and of large root-discriminant D
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Lemma 8.3 Forevery a € G the algebraic number &, = |sin(wa/P)/ sin(rw/P)| is well-defined, and (§,).cg\{1}

is a full rank system of independent units of the field L'P). Further, let ag = 1,ax,...,am € G be a system
of representatives modulo ', and n; = Ny /k (§a;)- Then (n1,...,Mm—1) is a full rank system of independent
units of the field K.

Proof The independence of the &, is a well-known fact, see for instance [41], Theorem 8.2. It implies that
for any integers {b,}acg

(Z b, log |sin(ma/P)| = Z b, = 0> (bo=0 (a€q)) (96)

aE€G a€g

It is easy to see that 7,(&) = |sin(abn/P)/ sin(br/P)|, which implies that

= (H |sin(aa,~7r/P)|>/ (H |sin(a7r/P)|) . (97)
a€l a€l

Now let %" - - nm 7' =1 be a dependence relation for the units (71, ...,7m—1). Using (97), we rewrite this as
m—1
by Zlog |sin(aaqym/P)| =
=0 a€T
where bg = —by — - -+ — bg—1. Hence by = ---bg—_1 by (96). The lemma is proved. ]

We also need to compute the set M. With our choice of the field K, this problem is completely eliminated.
Indeed, the prime ideal (P) totally ramifies in L) as (1 — 2 cos(27r/P))(¥~1)/2 and hence also ramifies totally
in K as (Npr /(1 — 2cos(2m/P)))™. Thus, we can take as M the set {1, Ny(r /(1 — 2cos(2m/P))}. This is
why in the Case B we choose K as a subfield of L) (note that the construction of the set of independent
units from Lemma 8.3 can be applied to any subfield of L) for any prime p dividing n).

8.2.2 Inverting a huge matrix, computing §; and A;.

The computationally limiting step of the algorithms of [6, 8, 18], once the algebraic number theory data is
known, is inverting the matrix [log |o;(n;)|], which is implicitly required to derive identity (81) from (80).

Because of the very high precision needed in this step® (we need to know &; and ); to a very high precision
for the reduction step, up to several thousand digits in the worst case), and the extremely large dimension of the
matrix in certain cases (up to 359), it is unrealistic to use straightforward Gauss elimination; we have to exploit
the particular form of the matrix (coming from the fact that the field is abelian) to derive a computationally
sound formula for the inverse matrix.

Lemma 8.4 Let G be a finite abelian group, G its dual group, and f a C valued function on G.
Put M = [f(o77') = f(0)]s,7%1. Then det M = er(;\{1} >, x(0)f(o) and M~ = [a,-] where

ZX ) U_Of) (98)

8For the control of the precision in Case A, see [6], Lemma 2.4.2.
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Proof We follow the proof presented in [41], Lemma 5.26, for the first part of the lemma. Let H be the
vector space of C-valued functions h on G such that ) h(oc) =0. The group G acts on H by translation,
that is, (ch)(X) = h(0X). Define T as the linear transformation T'= )" _ f(o)o.

We define two bases of H. Put

— 1- |G|71 0 =T,
¥r(o) = { —|G|7'  otherwise

Then ¥ = {¢,, 7 # 1} form a basis for H. Note that ¢ = —3___, ¢r.
The non-trivial characters on G form a basis of eigenvectors of T":

X) =Y fo)x(0X) = (D f(o)x(0))x(X),

so that the determinant and inverse of T' are easy to compute in the basis G \ {1}.
Now let us show that the matrix M is just the matrix of the endomorphism 7' in the basis ¥. We

compute T,:
Zf( Jr (0 X) = Zf Yo1r( me Yba(X)

X)+ ) flra gl )—Z(f(mfl)—f(T))%(X)

a#l a#l

Ty (X)

Together with the computation of the eigenvalues above, this proves the formula for the determinant.
One also readily verifies that |G|y, =3 X(Tfl)x (recall that |G| = |G]) and x = ZT#(X(T) — 1),

Hence 1 1 )
~1 X X
Ur=2."g] Z|G|z Fax@X =22 e |z f < ) Vo

x#1 o#£l x#1
This concludes the proof. [

We used the lemma with G = G/T' = Gal(K/Q) and with the function f defined on the cosets of T
by f(al) Z log |sin(mway/P)|. Applying Lemma 8.4, one can invert the matrix [log|o; (nj)|]1§,§m, izip and

er 1<j<m—1
compute the’ynumbers 0; and \;. Unfortunately, even this computation is too long for the large m. The two
main reasons for this are the following.

First, the bigger is m, the poorer is Baker’s bound By, and, consequently, the higher accuracy is required
for §; and A;. In the worst case n = 719, when m = 359, we needed more than 8000 decimal digits for both §;
and Ai-

Second, as one can see from (98), the entries of the inverse matrix are given as sums of m — 1 terms.
Further, §; and A; themselves are sums of m — 1 terms involving the entries of the inverse matrix (see [8],
Equation (16)). Hence, in order to find §; or \A;, one has to compute, with extremely high precision, a double-
nested sum of (m — 1)? terms.

Due to a special form of the summands, we managed to express d; as a simple sum of m — 1 terms. (We omit
the details, which are trivial but very technical.) Unfortunately, we found no way to simplify the expression
for A;. Therefore, computing the numbers A; is the far slowest step of the algorithm.

In view of this, the following simple observation is really inevaluable: to perform the reduction, one needs
to know J; and \; only for two distinct values of ¢, together with a reasonably sharp upper bound for the
remaining values (which can be easily obtained). This trivial remark allowed us, for instance, to reduce the
computation time for n = 719 by more than 99%.
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8.3 Enumerating small solutions

This was unnecessary, since the upper bound for |z| implied by (87) or (87') was always much smaller than e3.

8.4 Computational time

Apart from the 15 days needed for the continued fraction expansions of lemma (6.4), the total computational
time was roughly one year-machine shared on a few SUN UltraSparc-1 and PC Pentiums of various clock
speed.

The single value n = 719, for which we had to take m = 359, took one fifth of the time by itself.

The program was written in C, and used the PARI library. Note that in Case B this was probably not the
right choice, since we did not need any specific PARI-function except the 3-dimensional LLL. Probaly, we could
considerably speed up the computation (by 70-80%, according to our estimates), if, instead (or together with)
PARI, we had used libraries having special routines for the operations on very large floating points numbers
(for instance, fast multiplication routines), such as gmp or ntl. Unfortunately, we realized this only when a
substantial part of the computations had already been complete. At that point, the time we could still have
gained by using that libraries did not justify the additional effort required for rewriting the program.

Note that the algorithm readily distributes; even for a single value of n, different values of i can be treated
by different machines once two rows of the inverse matrix have been computed.

We acknowledge the support of GDR MEDICIS and Technische Universitdt Graz, who kindly allowed us
to use their computer resources to complete the computations described in this section.
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Appendix (by M. Mignotte)
A variant of a theorem of Laurent-Mignotte-Nesterenko’

A.1 Introduction.

Let a1, a2 be two non-zero algebraic numbers, and let log @1 and log a» be any determinations of their logarithms. We
consider the linear form
A = bz logas — by logay,

where b1 and bs are positive integers. Without loss of generality, we suppose that |a1| > 1 and |az2| > 1. Put
D = [Q(ar, a2) : Q / [R(e, a2) : R].
The main result of [21] is:

Theorem A.1.1 Let K, L, Ri, R», S1, S2 be positive integers with K > 3 and L > 2. Let p > 1 be a real number.
PutR=Ri+Ry—1, S=851+S2—-1, N=KL,
1 N

R—1Dby+(S—10by) [E-1 —-2/(K%—K)
g=1_ b=<( )bz + ( ))( k!) |

~ 4 12RS’ 2
k=1

Let a1, a2 be positive real numbers such that®
a; > p|log a;| —log|a;| + 2Dh(as),

for i =1, 2. Suppose that

Card{a§a§:0§r<R1, 0§s<51}2L, (A1)
Card {rbs + sb1:0 <7 < Rz, 0<s< S} > (K —1)L, (A.2)
K(L—-1)logp— (D+1)log N — D(K —1)logb— gL (Ra1 + Saz) > 0. (A.3)
Then LS|A|/(2b2) LR|A|/(2b1)
2 1
W[ > p KLHA/2) Gign A = A max { £5¢ | Lfe : (A.4)
2b2 2b1
Here we consider the “complex” case: a1 = —1 and a3 is a complex algebraic number of modulus one. >From Theo-

rem A.1.1, we shall deduce the following slight sharpening of Théoréme 3 of [21].

Theorem A.1.2 Let o be a complex algebraic number with || = 1, but not a root of unity, and log o any determi-
nation of its logarithm. We put D = [Q(«) : Q]/2. We consider the linear form

A =biir — bz log a, (A.5)
where by and by are positive integers. Let p be a positive number with 1 < p < e*, and let a be a positive number
satisfying

a > 0.5p|log a| + Dh(a). (A.6)
Put

A=logp, ai=pnm, a2=2a, b =bi/as+b2/a1.

"The original manuscript of Mignotte was edited by Yu. Bilu in order to make it compatible with the notation, style and
purposes of the present paper. Bilu accepts full responsibility for all remaining inaccuracies.
8Recall that h(a) stands for the absolute logarithmic height of the algebraic number « (see Subsection 1.1).
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Let k be a positive number satisfying

Mo VE 1 1
-t — >0. A7
2 3 6ar  24a:(1+2a:1vk) (A1)

Let h be a positive number, and define the following quantities:
L=2+[2h/)], K =1+ [kLaias], (A.8)
1 K v/ (K —1)Lasz/a1 1 L+1 1
€= —=4/—=—— -max -, =2,
LVEV K -1 V(K —1DLazfar—1 a2’ 20 a1

A 1/1 1 1 Ly/e
=—4+ - —+ — — (log KL+ D1
& 2+k(6p7r+3a)+K(og +Dlg 27r>’

1+¢ 3
d= 0,logd’ +1 = K);,
gt 10w (542 + 2 5000}

where

1 T log 10g—$f1
=_1 .
h@=3les - +gn -+ 21

Assume that
h>d0D + 6;. (A.9)

Then we have the lower bound
log|A| > —(kL?a1a2 + L —1/2)A — 2log L — log(l + Vkmax{ai, ag}) — Dlog2. (A.10)
We also obtain the following more “user-friendly” result.

Theorem A.1.83 Let o and D be as in Theorem A.1.2, loga the principal value of the logarithm (that is, —w <
Im loga < m) and A the linear form (A.5) with positive integral coefficients by and bs. Let A be a positive number
satisfying 1.8 < A < 4, and put

p=¢", a=05pr+ Dh(a), B =max(13,bs,bs),

L1 1 . (1/3+«/1/9+2At>2
_ - ,

T 6np  487p(1+ 27p/3N)’

4 = max {3,\,0 (logB + log (i + i) — log Vk + 0.833) +32.1 (L + i) + 0.023}.
T 2a 2 k \6pm  3a
Then
log |A] > — (87rk'p)\_1'H2 +0.37) a — 2log H + 0.5X + 2log A — (D + 2) log 2. (A.11)
If A <3 and B > 234 then one can also put
H =D (logB +log 1 + 1 —logVk +0.833 | + 3 + 1L + L +0.023. (A.12)
T  2a 2 k \6pm  3a

Though this estimate still looks rather messy, it is very efficient for practical computations, since one can specyfy A in
the most optimal way. To give the reader some idea of which kind of estimate he can expect, notice that, with A = 2.8
one obtains, after easy computations, the following:

log |A| > —D” ((32h(a)D + 813) ((log B + 5/D)* + 3) + 2201) + 12. (A.13)

We omit the proof of (A.13) since this particular result is not used in the main text of the paper.
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A.2 Proof of Theorem A.1.2

We shall apply Theorem A.1.1 with a suitable choice of the parameters. The proof follows closely the proof of Théoréme 3

of [21].

A.2.1 The parameters of the proof
The parameters L and K are defined in (A.8). Now put

Ri=2 S =[L+1)/2, RZ=1+[,/(K—1)La2/a1], 52:1+[ (K—1)La1/a2].

We need several simple properties of these parameters. First, A\k/2 — vk/3 > 0 yields
k> 4/(9)%).

Further, L — 1 > 2h /), which yields
AML—-1)—h>XL-1)/2.

Also,
h>d01>)A/2
yields
L=2+[2h/)] > 3,
Finally,

422 422
"L > [>324L > 8.
9log” p 9

So > (K —1)Lai/az > kLa? >

A.2.2 Estimates for logb and gL(Ra; + Saz)
Define R, S, b and g as in Theorem A.1.1. Then

log b < logd' + log (1 +E> + 34 p) - BCTEIV) 5 Tog CrKVe)

2k K-1

The proof is essentially the same as that of Lemma 10 of [21]. Notice that

Ri—1 R> 1 R> K 1

< : < : <g,
Ry—17 Ry—1 /(K—1)Lazfa1 ~ R2—1 K —1+/kLa>
S1—1 < ﬂ < L+1 < K ( l) 1 <e
Se—1 = S 24/(K —1)Lai /a2 K-1 L) 2v/kLax

(A.14)

(A.15)
(A.16)

(A.17)

(A.18)

(A.19)

(we used here the inequality S» > S1, which follows from (A.18)). Now proceeding exactly as in [21], p. 315, we

obtain (A.19).
>From Lemma 11 of [21] we get

gL(Ray + Sas) < (\/E/s +1/(6a1) — g) arasL? + casL,
where

2a1 1

+-— and ¢= .
3az 24a: (1 n 2an/l§)

o=

1
6
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A.2.3 Study of condition (A.3)

Put
@y = K(L — 1)\ — (D + 1) log(KL) — D(K — 1)logb — gL(Ra1 + Sas).

Using (A.19), (A.20), (A.9) and (A.15), we obtain
@ > K(L—-1)A—(D+1)log(KL)— (K —1)Dé + Dlog (2rK/\/e) —
— (VE/3+1/(6a1) — §) maz L’ — oazL

> K(L-1A—logK — (D +1)logL — (K — 1)h + (K — 1)6; +
+Dlog (2m/+/e) — (\/E/?) +1/(6a1) — §) ara:L? — gasL
> KL-1)A2-logK—-(D+1)logL+h+d(K-1)+

+Dlog (2m/+/e) — (\/E/S +1/(6a1) — {) ara2 L’ — oas L.
This implies that ®¢ > ® + O, where
& = KL\2- (VE/3+1/(6a1) —€) masL?,
© = -AK/2+h—o0a:L—logK — (D +1)log L + Dlog (27/+v/e) + 61 (K —1).

Since K > kLaia2, we get
3> (Ak/Q —Vk/3 —1/(6a1) + g) arasL® > 0, (A.21)

by the hypothesis on k.

A.2.4 Proof of Theorem A.1.2
We consider two cases.

First case: The integers
rha+sbi (0<7 <Rz, 0<5<S) (A.22)

are not pairwise distinct.
In this case there exist positive integers r < R — 1 and s < Sy — 1 such that rby = sb;. We have s|A| = ba|rim — slog o,
and by the Liouville inequality log |rim — slog a| > —Dsh(a) — D log 2. Hence

logA > —(S2—1)Dh(a) —log(S2 —1) — Dlog2

2 —(52—1)a2 —671(52—1)—D10g2
> —1.4(S; —1)az — Dlog?2. (A.23)
It is easy to see that
1.4(S> — 1)az < kL a1a2\. (A.24)

Indeed, S» — 1 < y/(K — 1)La1/as < VkLay. This reduces (A.24) to the inequality 1.4 < vAAL, which is an immediate
consequence of (A.14) and (A.17). This proves (A.24), which shows that (A.23) is sharper than the desired (A.10).
This completes the proof in the first case.

Second case: The integers (A.22) are pairwise distinct.
In this case

Card {o] a5:0<r < R;,0<5< 51} =251 > L,
Card {rbs + sb1:0 <7r < R2,0<5< S2} =RyS> > (K —1)L.
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Thus, conditions (A.1) and (A.2) of Theorem A.1.1 are satisfied. Concerning condition (A.3) it remains to prove,
by (A.21), that ® > 0. Using (A.16), we obtain

(S (61 —A/2)K — ocasL+ h— 61 —log KL — Dlog L + Dlog (2m/+/e)
(61 —A/2 —0/(ka1)) K —log KL — Dlog (Lv/e/(2))

= 0,

v

as wanted. Thus, condition (A.3) is also verified.
By Theorem A.1.1 we have

log |A'| > —AKL+ )\/2, (A.25)
where A’ is defined in (A.4). To obtain from this an estimate for A, notice that
R=Ri+R>—1<2+VkLa> < (1+ Vkas)L, (A.26)
S$=8 48 —1<(L+1)/2+VkLas < (1+ Vka1)L, (A.27)
We may assume that
max {LSA/(2b2), LRA/(2b1)} < 1/2. (A.28)

(Indeed, if (A.28) is false then by (A.26) and (A.27) we have L* (1 + vk max {a1, a2}) A > 1, which implies
that log A > —2log L — log (1 + vk max {al,az}), sharper than (A.10).) By (A.28)

N < 0.5veALmax{R, S} < AL* (1+ VEmax{a1,a2})

which together with (A.25) yields (A.10). Theorem A.1.2 is proved. |

A.3 Proof of Theorem A.1.3

We use Theorem A.1.2 with h = H — X. Define a1, a2, L, K, &, V', § and §1 as required in Theorem A.1.2, and veryfy
the conditions (A.6), (A.7) and (A.9).

A.3.1 Verification of (A.6) and (A.7)

Since we use the principal value of the logarithm, |loga| < 7. Hence (A.6) is satisfied.
To veryfy (A.7), notice that ¢t < 1/(6a1), which yields

A2 (A.29)

1 11
\/E<3_A+X 9 ' 3a; "3\ 2ay

This implies the inequalities

1 1 1 1

— < — =t,
6a1 24(”2\/%@1) 6a;  24(1+ 2a1 (2/(3N) + 1/(2a1)))
Me VE_ 1t M VE_,_

3 )

2 3 bar 9y (1 + 2\/Ea1)

as wanted.

RR n°3792



38 Mignotte

A.3.2 Estimating L, K, fi(K) and ¢

Since h = H — A > 2\, we have
6<L<2H/ (A.30)

Further,

t—i<1_ 1 >>L<1_ 1 >>0.052226
"~ 6as 8(1 4 2me*/(3X)) ) = 6mp 8(1+2mel8/(3-1.8)) p
which yields

_ ya P 2p% ﬁ et 2 0.104452¢X
\/Eal_n(g/\+\/9>\2+—)\ ) >7r(3)\—+- o) T o > 7.50099. (A.31)
A=1.8
Since
az > ai, (A32)
we obtain )
K > (Vkai) L > 56.26485L > 337.5 (A.33)
and since K is an integer, we have
K > 338. (A.34)
Hence
fi(K) < f1(338) < 0.0015. (A.35)
and
K K—1)L V3376
<+ . \/ VK1) L /338 _VB3T-6 0997 (A.36)
VkaL VE—-1 J(K_1)L—1 7500996 V337 /337-6—1

A.3.3 Estimating ¢ and §; and verification of (A.9)

‘We have
l+e¢ 3 11
logb' + 1o ( >+—+ K) < logB+]lo (—+—>+lo 1.02276 —
g e\ vz 5 T fi(K) g sl t o g
—log 2 —log Vk + 1.5 + 0.0015
< log B +log (ai+%>—logx/E+o.83086 (A.37)
1

Using (A.29), we obtain

log (1/a1 +1/(2a)) —logVk > log(1/a1) —log (2/(3\) + 1/(2a1))

—log (27re>‘/(3)\) + 1/2)‘
> —3.37.

A=4

Since B > 13, in addition to (A.37) we have

log B + log <ai + %) —log Vk + 0.83086 > log 13 — 3.37 + 0.83086 > 0.
1

Hence
§ < log B + log (1/a1 + 1/(2a)) — log Vk + 0.83086. (A.38)
Further,
log(KL) < log 338 log 6 < 0.02254,
K 338 ' 56.26485 - 6
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and

< 0.00172.
L=2m\/e

log (Lv/e/(27)) _ log (L+/e/(2m))
K = 56.26485L

This shows that

A 1/1 1
Sho(—+ = 02254 + 0.00172D.
51<2+k(6m+3a)+00 54+ 0.0017

Hence
h=H—-—A>Dj§+

by the very definition of H. Condition (A.9) is verified.

A.3.4 Completing the proof
Thus, the assumption of Theorem A.1.2 are satisfied. Applying it, and using (A.30) and (A.32), we obtain
log|A] > —(kL’aia>+L—1/2)\ —2logL — log(l + \/Emax{ahaz}) — Dlog2

> (SkTrp)\_l'H2 +alog (1 + 2m/E)) a—2logH +X/2+2log A —

—(D +2)log2. (A.39)
The functio z~ log(1 4 z) decreases on the interval [1, +-00). Since 2av/k > a1vk > 1 by (A.31), we obtain, using (A.29)
that
2log (1 + cm/E) 2log (2me*/(3X) +1/2) ‘
a”'log (1 + 2a\/l?) < < A=t (.37
a1 7.‘.6A|A=1.8

Substituting this to (A.39), we obtain (A.11).
To complete the proof, it remains to show that, when A < 3 and B > 234, one can define H as in (A.12). What we
have to show is that under these assumptions, the right-hand side of (A.12) is greater than 3\. Since

1
log B + log (w_p + %) —log Vk + 0.833 > log B — A — log m — log Vk + 0.833 > 0,

it suffices to show that
log B — XA —logm — log V& + 0.833 4+ 3A/2 + 0.023 > 3),

or that
log B > 5A/2 + log Vk + 0.28873.

Using (A.29), we obtain

+0.28873 < 5.454 < log 234 < log B,

9 eBM2 g3N/2 )
A=3

5\
22 41 2 <log (=
5 +log Vk +0.28873 < og(3 T

as wanted. This completes the proof of Theorem A.1.3. [ ]
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