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Sur les solutions des équations linéaires ordinaires aux
différences dans leur corps de base

Résumé : Nous généralisons le concept d’extension monomiale d’un corps différentiel
aux corps aux différences. La structure de ces extensions donne un cadre algébrique pour
résoudre les équations linéaires aux différences généralisées & coefficients dans ces corps. Nous
décrivons ensuite des algorithmes de calcul du dénominateur des solutions de ces équations
dans une classe importante d’extensions, qui contient les sommes et produits indéfinis. Cela
réduit la résolution de ces équations au probléme de la majoration du degré des solutions.
Comme cas particulier, on obtient un nouvel algorithme de calcul des solutions rationnelles
d’équations aux g—différences & coefficients polynomiaux.

Mots-clés : équations aux différences, équations aux g—différences, solutions rationnelles,
coefficients hypergéométriques
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Introduction

An important problem in the theory of difference equations is to determine whether a given
difference equation has a “closed—form” solution. An appropriate notion of “closed—form”,
which generalizes the concept of Liouvillian solutions of differential equations, together with
an algorithm for computing such solutions, has been recently described in [13]. That algo-
rithm reduces the problem to computing the hypergeometric solutions of associated equa-
tions, but in many cases it turns out that computing their rational solutions is sufficient [7].
This is the problem that we address in this paper, namely given a difference field k& with
its automorphism ¢, g € k and a linear ordinary difference operator L with coeflicients in
k, to compute all the solutions in &k of the equation Ly = g. There are known solutions to
this problem when k¥ = C(z) and ¢ is the automorphism over C given by oz = z + 1 [3],
or ox = gz [4, 5]' but no generalization to other automorphisms or more general coeffi-
cient fields. In the theory of linear ordinary differential equations, the concepts of Liouvil-
lian [21] and monomial [8, 10] extensions of differential fields has led to extensions of rational
techniques that solve a similar problem with more general functions allowed in the coeffi-
cients [9, 21]. In the case of difference fields, Karr introduced IIXfields and used them to
develop summation algorithms that allow more general summands [17, 16]. In his conclusion
to [17], he states (considering the summation problem as equivalent to solving first—order
difference equations):

The techniques of this paper rely very heavily upon linearity, suggesting that the
generalization to n'® order (or simultaneous) linear difference equations may not
be too difficult.

In this paper, we describe an appropriate algebraic framework for the above generalization
by approaching the problem from the point of view of differential fields, and generalizing
the notion of monomial extensions to o—derivations, i.e. derivations satisfying the modified
Leibniz rule 6(ab) = o(a)é(b)+6(a)b for an arbitrary endomorphism o. After introducing the
basic properties of those objects in Section 1, we define monomial extensions and generalize
most of their differential properties in Section 2, thereby obtaining a theory valid for both
differential and generalized difference fields. We then generalize the specialization technique
of [11] in Section 3 by showing that the existence of a nontrivial special polynomial allows us
to compute the Taylor series solutions of an arbitrary linear functional equation, therefore to
compute its polynomial solutions of any given degree. Denominators can only be handled in
a restricted class of extension, essentially the first—order linear extensions of [17, 16], which
we study in Section 4, in particular determining the structure of the special semigroup in
those extensions. Section 5 generalizes Abramov’s dispersion to monomial extensions and
defines a factorization called the orbital decomposition, which make the link between the
dispersion and Karr’s specification of equivalence, and can provide a more efficient way of
computing dispersions in polynomial rings for which irreducible factorization is available.
Finally, Section 6 generalizes the algorithms of [3, 4, 5] to first—order linear extensions. We

LAn error in [4] has been corrected in [5].
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4 Manuel Bronstein

do not provide a general algorithm for bounding the degree of polynomial solutions, so
we do not claim to have a complete algorithm for solving generalized difference equations
in towers of monomial extensions. However, we have reduced this problem for arbitrary
automorphisms and coefficients fields that are IT¥—fields in the sense of [17, 16] to bounding
the degree of polynomial solutions. Since this problem is solved for g—difference equations
with polynomial coefficients [1, 6], we obtain a new algorithm for computing the rational
solutions of such equations.

By convention, all integral domains and fields are commutative, but rings are not nec-
essarily commutative. All rings and fields are of characteristic 0 and ideals are two—sided
ideals. Given a ring R, its subring of units will be denoted R*. We recall, and use through-
out, that R* is closed under any endomorphism of R, that automorphisms of an integral
domain map irreducibles to irreducibles, and that all endomorphisms of a field are injective.

1 o—derivations

We introduce in this section the generalization of derivations that will be used throughout
this paper and recall their basic properties, together with the notion of skew—polynomials.
Recall that the center of a ring R is the subring

Z(R) = {a € R such that az = za for every z € R} .

Definition 1 Let R be a ring (resp. field) and o an endomorphism of R. A o—derivation
is a map 6 : R — R satisfying

6(a+b)=6a+6b and 6(ab) =cabb+béab for anya,be R. (1)

The triple (R,0,6) is called a o—differential ring (resp. field). An element a € R is called
invariant if ca = a, periodic if c"a = a for some integer n > 0, semi-invariant if ca = ua
for uw € R* and semi—periodic if c™a = ua for u € R* and n > 0. The set

Consty s(R) = {a € R such that ca = a and éa = 0}

is called the constant subring (resp. subfield) of R with respect to o and §. A subring
(resp. subfield) of R is called a o—differential subring (resp. subfield) if it is closed under o
and 6.

We write R, for the invariants of R, R” for its semi~invariants, R, = J,5o Ro» for

its periodic elements and R° = |J,., R’  for its semi-periodic elements. Some standard
properties of derivations are straightforward to generalize.

Proposition 1 For a given endomorphism o, the set Q,(R) of all the o—derivations of R
is a left Z(R)-module.

INRIA



On solutions of linear ordinary difference equations in their coefficient field 5

Proof. Let 61,62 € Q,(R) and ¢ € Z(R). Let § = ¢61 + 62 and a,b € R. Then,
b6(a+b) =cbi(a+b)+bx(a+b) =cbra+ chrb+ b2a+ 830 = ba+ 6b,

and

6(ab) cb1(ab) + 62(ab) = coa 61b+ cbra b+ ga b2b+ d2a b

= oga (cb1b+ 62b) + (cb1a + b3a)b = ca éb+ ba b
so 6 € Q,(R). Since the zero-map on R is a o—derivation, Q,(R) is a left Z(R)-module. O

Lemma 1 Let (R,0,0) be a o—differential ring (resp. field). Then,

(i) If R is a field, then
59— béa — adb
b~ bob
for any a,b € R, b# 0.
(ii) Const, s(R) is a o—differential subring (resp. subfield) of R.

(iii) For any a1,...,an € R andn >1,

(5(1_[ ai> = Z (1:[ O'Gj) (5(@1)( H aj) . (3)
i=1 i=1 \j=1 j=1i+1

Proof. (i) Suppose that R is a field, and let a,b € R with b # 0, and ¢ = a/b. Then, a = be,

SO
8a = 8(bc) = b ¢ + cb = abé% n %6b.
Hence,
a 1 a bbéa — abdb
o = ﬁ(‘sa_ E‘Sb) = bab

(ii) Let C' = Const, s(R). Since o is an endomorphism, 00 = 0 and ol = 1. Since § is
additive, 6(0) = 6(0+ 0) = 6(0) + 6(0), so 0 € C. In addition, 6(1) = §(1 x 1) = (1) +6(1),
so 1 € C. It follows from the definition of C' that it is closed under o and 6. Since o
and ¢ are additive, o(—a) = —oa and §(—a) = —ba for any a € R. Let ¢,d € C. Then,
olc=d)=cc—cgd=c—dand §(c—d)=6éc—8d=0—-0=0, s0 c—d € C. In addition,
o(ed) = oc od = cd and §(ed) = oc §d+écd=04+0=0, so ¢d € C and C is a o—differential
subring of R. Suppose that R is a field and that d # 0. Then, §(1/d) = —éd/(dod) = 0. In
addition, 1 = o(d x 1/d) = o(d)o(1/d) = do(1/d), which implies that 1/d € C, hence that
C is a o—differential subfield of R.

RR n° 3797



6 Manuel Bronstein

(iii) By induction on n. The result is trivial for n = 1, so suppose that it holds for a given
n > 1. We then have

6 (ﬁ ai> = o0 <ﬁ az> 6(any1) +6 (H m) An+t1

- <H(mi>6(an+1)+ Z f[aaj 6(ay) H a; Gnt1

=1 =1 \j=1 Jj=1+1
n+1 1—1 n+1
= Z H oa; | 6(a;) H a;
=1 7j=1 Jj=1i+1
O
A consequence of (3) is that for any a in a commutative o—differential ring, we have
a) Z a‘o(a)"" 17" forn>1. (4)

For g—differential fields, this yields the o—logarithmic derivative identity:

Loy _ g o) ( [2107) s §2 o)

HZ 1 ’L 1=1 a;

A o—differential ring (R, 0, ) is called a differential ring when o = 1, a generalized difference
ring when 6 = a(o — 1g) for some « € R, and a difference ring when § = Or. Because fields
are commutative, it turns out that any o—differential field is essentially either a differential
or a generalized difference field.

a; <
j].j zJ:O

Lemma 2 Let (R,0,6) be a commutative o—differential ring. Then,

(i) There are o, 8 € R such that
ab = f(o—1g). (5)

(ii) If o # 1R then o can be chosen to be nonzero in (5).
(iii) If 6 # Og then B can be chosen to be nonzero in (5).

Proof. Since R is commutative, 6(ab) = 6(ba) for any a,b € R, so applying (1) to both
sides gives oa b+ déa b = ob ba + éba and, after rearranging,

(o(a) — a) 6b = (o (b) — b) 6a. 6)

(i) Choosing any element a € R and letting o = o(a) — a and 8 = éa, it follows from (6)
that ad = B(a — 1R).

INRIA



On solutions of linear ordinary difference equations in their coefficient field 7

(ii) If o # 1 then we can pick in (i) an element a € R such that oa # a, which implies that
a #0.
(iii) If 6 # Og then we can pick in (i) an element a € R such that éa # 0, which implies that
B#0. :
As a consequence, if R is a field and o # 1g, then é is a multiple of ¢ — 1g, while if
R is a field and 6 # 0, then ¢ is of the form 1 plus a multiple of §. It also means that
the invariants of a o—differential integral domain are the whole domain if ¢ is the identity,
the constant subring otherwise. The semi-invariants and semi—periodic elements will be
important for our algorithms so we describe their basic properties.

Lemma 3 Let (R,0,6) be a o—differential ring (resp. field).

(i) Ry, R°, Ry+ and R all contain 0 and 1 and are all closed under o. If o is an
automorphism of R, then R,—1 = Ry, R° ' = R°, Ry-1» = Ry» and R°~ = R°".

(ii) R, and R,. are subrings (resp. subfields) of R. If R is commutative, then R° and R
are multiplicative monoids (resp. groups) containing R*.

(iif) If R is commutative, and c™a = ba for some integer n > 0 and a,b € R\ {0}, then
a(Il%a) = bII%a where 11%a = H;:Ul o'a. In particular a € R°" = TI%a € R°.

(iv) If R is a unique factorization domain and o is an automorphism of R, then R is
closed under taking factors, i.e. a € R \{0} = b€ R for any b € R such that b | a.

Proof. (i) 0 and 1 are in all four sets since they are invariant. Let a € R?" for some n > 0
and u € R* be such that ¢™a = wa. Then, ¢™(ca) = o(c"a) = o(ua) = o(u)oa, which
implies that R°" is closed under o, hence that R’ and R’" are closed under o. Taking u = 1
in the above equation shows that R,» is closed under o, hence that R, and R,« are closed
under o. If o is an automorphism of R, then v = ¢ "(u ') € R* and 0 "a = va, which
implies that R°~~ = R°". The other statements follow from taking n = 1 and/or u = 1.
(ii) Let n,m >0, a € Ry» and b € Rym. Then, 6™ (a — b) = ¢™™(a) — ™™ (b) = a — b and
o™ (ab) = e™™(a)oc™™(b) = ab, which implies that R, is a subring of R. Takingn =m =1
shows that R, is a subring of R. Suppose now that R is commutative and let © € R*. Since
ou = (v 'ou)u and u'ou € R*, we have u € R, so R* C R C R° . Let now a € R°",
be R°" and u,v € R* be such that ¢"a = ua and ¢"b = vb. Then,

m—1 n—1
a™(ab) = ™™ (a)a™™(b) = (H Jmu) a H o™y | b= wab
=0 7=0

where w € R*, implying that ab € R° . Taking n = m = 1 shows that R’ is a multiplicative
monoid. If R is a field, then 0™(1/a) = 1/0™(a) = u~'(1/a), which implies that R, and
R, are subfields of R and that R°" and R° are multiplicative groups.

RR n° 3797



8 Manuel Bronstein

(iii) This is verified directly:

n—1 n n—1
o(Il?a) =0 (H oia> = Hoia = ba H ola = bll%a.
i=0 i=1 i=1

(iv) Let @ € R°" for some n > 0 and u € R* be such that 0”a = ua. Then, ¢ = II% € R°
by (iii) so o¢ = wvc for some v € R*. Let pi,...,pm be the distinct irreducible factors of
¢ in R. Since ¢ maps irreducibles to irreducibles, o7p; is an irreducible factor of ¢ for any
Jj > 0and 1 <i{<m. Since the set {p1,...,pn} is finite, it follows that for each i, there are
integers e; > f; > 0 and ¢; € R* such that o p; = ¢;07 p;, hence that p; € R since it is a
semi-invariant of ¢%~fi. Since R is a multiplicative monoid containing {py,...,p,} and
R*, it contains all the factors of ¢, and therefore all the factors of a since a | c. O

We now recall the notion of a skew—polynomial, which is a generalization of linear ordi-
nary differential operators to o—derivations.

Definition 2 Let (R,0,0) be a o—differential ring and X be an indeterminate over R. The
skew—polynomial ring over R, denoted (R[X];0,0), is the ring of univariate polynomials
with the usual polynomial addition and the multiplication given by Xa—o(a)X = da for any
a€R.

Univariate skew—polynomials were first introduced in [19], who studied in particular their
factorization properties. An important property that we use in the sequel is the existence
of a right Euclidean division when R is a field: given a,b € R[X;0,6] with b # 0, one can
compute unique ¢, € R[X;0,6] such that a = gb + r and either » = 0 or deg(r) < deg(b).
This implies the existence of a greatest common right divisor and of a least common left
multiple of a and b (see [12] for additional properties and the corresponding algorithms).

Definition 3 Let (R,0,0) be a o—differential ring and M be o left R—module. A map
0: M — M is called R—pseudo-linear (with respect to o and 6) if

O(u+v)=0u+6v and 6O(au)=ocabu+bau

for any a € R and w,v € M. We write Endg,,s(M) for the set of all the R—pseudo-linear
maps of M.

Note that Endg1,,0,(M) = Endg(M), that 6 € Endg ,s(M) and that every R—pseudo-
linear map is linear with respect to Const,s(R). The following lemma generalizes the
multiplicative change of variable formula of linear ordinary differential equations.

Lemma 4 Let (R,0,6) be a o—differential ring, M be a left R—-module and 6 be an R-
pseudo—linear map of M. Let a € R be such that ca = ab and da = ac for some b,c € R.
Then, 6™(au) = a(bd + ¢)"u for any w € M and any integer n > 0.

INRIA



On solutions of linear ordinary difference equations in their coefficient field 9

Proof. The result is trivial for n = 0, so assume that it holds for a given n > 0. Then,
0" (au) = 66™(au) = 8(a(bd + c)"u) = o(a)B((b8 + c)™u) + 6(a)(bd + c)"u
= abf((bb + c)"u) + ac(bb + ¢)"u = a(bh + c)(b8 + c)"u = a(bd + ¢)" u.

O

Pseudo-linear maps of a commutative ring viewed as a module over itself must be of a

very special form, which implies that linear equations involving a pseudo-linear map of a
field are equivalent either to differential or generalized difference equations.

Lemma 5 Let (R,0,06) be a o—differential ring. Then,
(i) {yo+ 6 for v € Z(R)} C Endg,»s(R).
(ii) If R is commutative, then Endg - s(R) = {vo + 6 for v € R}.

(iii) If R is a field and o # 1g, then for any ag,...,a, € R and any 0 in Endp . s(R),
there are by, . ..,b, in R such that

n n
E alﬂl = E bidl .
1=0 =0

Proof. (i) Let § = vo + 6 for v € Z(R) and let a,b € R. We have 6(a + b) = fa + 6b since
o and 6 are additive. Furthermore,

0(abd) ~vo(ab) + 6(ab) = yoa ob+ oa bb+ ba b

a(a)(yob+ 6b)+ éab=0ca b+ bab

so 8 € Endg,,s(R).

(ii) If R is commutative, then Z(R) = R. Let 6 € Endg, s(R). Then, f(a) = 0(a x 1) =
oa 01 + éa for any a € R, so # = yo + § where v = 01 € R. The reverse inclusion is proven
in (i).

(iii) If R is a field and o # 1g, then § = a(oc — 1) for some a € R by Lemma 2. By (ii),
this implies that § = (7 + a)o — a where v = 01, and expanding Y- ; a;((y+ @)X — ) in
the skew—polynomial ring R[X; o, §] produces by, .. ., b,. O

Definition 4 An ideal I of (R,0,6) is called o o—differential ideal if it is closed under o
and 6.

It follows from Lemma 5 that a o—differential ideal of a commutative ring R is closed under

any 0 € Endgs(R). The following lemma provides the basis of modular algorithms for
solving linear functional equations.

RR n° 3797



10 Manuel Bronstein

Lemma 6 Let (R,0,0) be a o—differential ring, I be a o—differential ideal of R, and 7 : R —
R/I be the canonical projection. Then, o and § induce respectively an endomorphism o* of
R/I and a o*—derivation 6* of R/I such that c* om = moo and 6" om = woé. Furthermore,
if R is commutative, then any 0 € Endg o s(R) induces 0* € Endg,; o+ s«(R/I) satisfying
0*om=mod.

Proof. Define 0* and ¢* as follows: for x € R/I, let a € R be such that 7(a) = x, and
set o*z = w(oa) and §*z = w(6a). Suppose that w(a) = n(b) = = for a,b € R. Then,
a—bel, soo(a—0b) el and §(a —b) € I since I is a o—differential ideal. This implies
that w(ca) = n(ob) and w(éa) = w(6b), hence that ¢* and ¢* are well-defined. We have
c*om =moo and §* om = 7 0§ by definition. Let z,y € R/I and let a,b € R be such that
m(a) = x and w(b) = y. Then, n(a + b) = x + y and 7(ab) = xy, so

" (x+y) =7(o(a+Db)) =n(ca+ ob) =n(ca) +w(cdb) = c*a+ o*b
and similarly, o*(2y) = o*z ¢*y and 6*(x + y) = 6*(x) + §*(y). Finally,
6" (zy) = w(6(ab)) = w(oa 6b + ba b) = w(ca)mw(6b) + w(ba)w(b) = c*x 6"y + 6z y

so 6* is a o*—derivation of R/I. Suppose that R is commutative and let # € Endg . s(R), and
0% = m(01)c* +6*. Since R/I is commutative, Lemma 5 implies that 6* € Endg/ .+ s+ (R/T)
and that

0*(wa) = w(01)c* (wa) + 6*(wa) = w(6(1)oa + éa) = w(0a)

for any a € R. O

2 o—differential extensions

We generalize in this section the notions of differential extensions and monomial extensions
to o—differential fields.

Definition 5 Let (R,0,6) and (R',0',8") be o—differential rings. We say that (R',o’,8") is
a o—differential extension of (R, 0,8) if R is a subring of R' and o'a = oa and §'a = da for
any a € R.

It follows immediately that Const, s(R) C Conster s (R'). In addition, if R’ (and therefore
R) is commutative, then Lemma 5 implies that for any 6 € Endg s(R), 8' = 6(1)o’ + ¢’ is
the unique extension of 6 to an element of Endg o/ s (R'). We thus consider Endg , s(R)
to be a subset of Endgr ,+ s (R') whenever R’ is commutative. When there is no confusion,
we simply say that R’ is a o—differential extension of R and use the same notations for the
endomorphisms, associated derivations and pseudo-linear maps on R and R’. We first show
that injective o—derivations on an integral domain can be extended uniquely to its quotient
field.

INRIA



On solutions of linear ordinary difference equations in their coefficient field 11

Proposition 2 Let (R,0,6) be a o—differential ring with R an integral domain and o in-
jective. Let F' the quotient field of R. Then there exists a unique endomorphism 7 of F' and
a unique T—derivation A of F such that (F,7,A) is a o—differential extension of (R,a,06).

Proof. Define 7 : F — F and A : F — F as follows: for any « € F, write £ = a/b where
a,b€ R, b#0, and let 7x = 0a/ob and Az = (bda — abb)/(bob). Note that ob # 0 since o
is injective. Suppose that x = a/b = c¢/d for a,b,¢,d € R. Then, ad = be, so oa od = ob oc,
which implies that oa/ob = oc/od, hence that 7 is well-defined. In addition,

bba —adb doc—céd  dodbéba — dod abb — bob déc + bab cod
bob  dod - bdob od
_ bdé(da — be) + bes(bd) — add(db)
n bdob od
_ bdé(da — be) 4 (be — ad)6(bd) 0
bdob od

which implies that A is well-defined. Writing a € R as a/1, we get

bda — abdl
Ta:J—a:aa and Aa:uzéa.
ol 1ol

Let now z,y € F and write x = a/b,y = ¢/d where a,b,c,d € R. We have

ac aga gc

T(zy) = T obod = TETY
and
(@+y) = ad—l—bc_oaad—i—abac_ﬂ gc 4
TV =T T obod  ob ' oed °T7TY
so 7 is an endomorphism of F'. Finally,
_ ad+bc _ bdé(da + be) — (ad + be)d(bd)
Aty = A——= bdob od
_ bdé(da + be) — add(db) — bed(bd)  dod (bda — abb) + bab (doc — cdd)
n bdob od - bdob od
bba — abb  dbc — cbd
= T oob T ded CATTAY
and
_ vac _ bdé(ac) — acd(db) + be(6(da) — 6(ad))
Aley)=agg = bdob od
_ oa b(déc — céd) + cod (bda — abd) — r2 Ay +yAz,
bdob od

which implies that A is a 7—derivation of F', hence that (F, 7, A) is a o—differential extension
of (R,a,0).

RR n° 3797



12 Manuel Bronstein

Let now (F,71,A1) and (F, 72, As) be o—differential extensions of (R, ,6) and let « € F.
Write z = a/b where a,b € R and b # 0. Since 73 and 72 are endomorphisms that agree
with ¢ on R, we have

Ta oa TG

nr = = T2

b ob b

so 11 = 7». Using (2) and that A; and A, agree with § on R, we have

bAi1a —alA1b _ béa — abb _ bAsa — aAsb

A= — bob brob

:A2$7

which shows that (F, 7, A) as defined above is the unique o—differential extension of (R, o, §)

to F. O
As in the differential case, we define monomial extensions to be simple transcendental

extensions for which k[t] is closed under o and any pseudo-linear map, in particular 6.

Definition 6 Let (k,0,6) be a o—differential field and K be a field and a o—differential
extension of k. We say that t € K is a monomial over k (with respect to o and é) if t is
transcendental over k, ot € k[t] and 6t € k[t].

Lemma 7 Let (k,0,6) be a o—differential field and t be a monomial over k. Then, k[t] and
k(t) are closed under o, 6 and any 0 € Endy , s(k).

Proof. Let p =Y, a;t* € k[t]. Then, op =", o(a;)a(t)" € k[t] since ot € k[t]. In addition,
using (4) we get

i1
sp="Y b(ait’) =D _ [ 8(a)t' +o(a:)o(t) D to(t) ™77 | €klt]
1 1 7=0

since ot € k[t] and 6t € k[t]. Therefore k[t] is closed under o and §. Since o(p/q) = o(p)/o(q)
for p,q € k[t], k(t) is closed under o, and (2) implies that k(t) is closed under 6. Let now
6 € Endy, ,,5(k). Since k(t) is a o—differential extension of k, 8(1)0 + 6 € Endy ), s(k(t)) is
the unique extension of 8 to k(t). Since k[t] is closed under o and é§ and 01 € k, k[t] is also
closed under 6. O

Definition 7 Let (k,0,6) be a o—differential field and t be a monomial over k. We say that
p € k[t] is special with respect to o and é if p | op and p | ép, and write

Skig:k = {p € k[t] such that p is special} .

When the monomial extension is clear from the context, we omit the subscripts and simply
write S. When o = 1y, p is special if and only if p | ép, so the above definition generalizes
the one given in the differential case in [10]. Special polynomials generate o—differential
ideals, so there is an induced endomorphism and its associated derivation on the quotient

rings. More importantly, those maps turn out to make k[t]/(p) a oc—differential extension of
k.
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On solutions of linear ordinary difference equations in their coefficient field 13

Lemma 8 (p) is a o-differential ideal of k[t] for any p € Sy Furthermore, if p ¢ k,
then (k[t]/(p),o*,6*) is a o—differential extension of (k,c,6), where o* and 6* are as in
Lemma 6.

Proof. Let p € Sijy.x- Then, p | op and p | 6p by definition, so (p) is a o—differential ideal of
k[t]. Suppose that p ¢ k. Then, k[t]/(p) is an extension of k, and by Lemma 6, 0* o = woo
and 6* o = 7 0 §. Therefore, c*a = c*nw(a) = 7w(ca) = ga and §*a = §*w(a) = 7(ba) = da
for any a € k, which implies that (k[t]/(p),o*,6*) is a o—differential extension of (k,o,§). O

As in the differential case, new constants in extensions are closely linked to nontrivial
special polynomials.

Lemma 9 Let (k,0,6) be a o—differential field and t be a monomial over k. Ifc € Const, s5(k(t)),
then both the numerator and denominator of ¢ are special.

Proof. Write ¢ = a/b where a,b € k[t], b # 0 and ged(a,b) = 1. Then, a/b =c = oc =
o(a)/o(b), which implies that acb = boa, hence that a | ca and b | ob. Similarly,

bdéa — adb
0=¢dc= “bob
which implies that béa = abb, hence that a | ba and b | 6b. O

It turns out that Syp.x is the monoid of polynomials that divide their image under any
pseudo—linear map.

Lemma 10 Let (k,0,6) be a a—differential field and t be a monomial over k. Then,
(i) Sk = {p € k[t] such that p | Op for every 6 € Endy o 5(k)}.
(ii) Skig:r is @ multiplicative monoid containing k.

Proof. (i) From Lemma 5, we have Endy . 5(k) = {70 + 6 for v € k}. Let p € Sgp:k-
Then p | op and p | 6p, so p | yop + ép for any v € k. Conversely, suppose that p | 6p for
any 0 € Endg . s(k). Taking v = 0 implies that p | ép. Taking then v = 1 implies that
p | op+ 6p, hence that p | op, and therefore that p € S[:x-
(ii) Sk[e:x obviously contains k, hence 1. Let p,q € Sy, and let a, b, c,d € k[t] be such that
op = ap, oq = bq, 6p = cp and §q = dgq. We then have o(pq) = apbq and 6(pq) = apdq + cpq,
which implies that pg € Sgg:x- |
Unlike in the differential case, factors of special polynomials are not necessarily special,
as the following example illustrates.

Example 1 Lett be an indeterminate over Q, o the the automorphism of Q(t) over Q that
maps t to 1 —t, and & be the zero map on Q(t). Then, t is a monomial over Q and t*> —t
is special, but its factors t and t — 1 are not special.

The factors of special polynomials will be characterized for a restricted class of monomial
extensions in Section 4.

RR n° 3797



14 Manuel Bronstein

3 Polynomial solutions

We consider in this section the problem of finding solutions y € k[t] and ¢1,...,¢m €
Conste,s(k) of equations of the form

0"y + an 10" Yy + . a1y Fay=cigi+ ...+ Cmgm (7

where t is a monomial over k, ag,...,an € k[t], 91,...,9m € k(t) and 6 € End , (k).
Because k[t] is closed under 8, any denominator of the right hand side can be eliminated,
yielding linear constraints for the c;’s.

Lemma 11 Let (k,0,6) be a o-differential field, t be a monomial over k, 6 € Endy » 5(k),
Y, Q0,---,0n € Kk[t], 91,...,9m € k(t) and c1,...,cm € Constss(k) be such that (7) is
satisfied. Let d; be the demominator of g; for 1 < i < m, d = lem(dy,-..,dn), and
Qiy---sqmsT1,- -, Tm € Kk[t] be such that dg; = dg; +r; and either r; = 0 or deg(r;) < deg(d)
for each i. Then,

Z cr; =0 (8)
i=1
and
a0y + an_10”*1y + ...t aly+tay=cqr+ ...+ cmGm - 9)

Proof. Since ¢g; = ¢; + r;/d for each i and k[t] is closed under § by Lemma 7, we obtain
from (7) that

# = iaiéﬁy - icz‘%‘ € k[t].
i=0 i—1

Since deg (Y-, ;i) < deg(d), it follows that Y ." | ¢;r; = 0, which implies (9). O

Equating the coefficients of the powers of ¢ on both sides of (8) yields a homogeneous
system of linear equations for the ¢;’s, i.e. a matrix M with coefficients in k& such that
M(c1,c2,...,¢m)T = 0. As in the differential case, such constraints are equivalent to linear
constraints with constant coefficients, as shown by the following proposition.

Proposition 3 Let (k,0,6) be a o—differential field, A be a matriz with entries in k, and u
be a vector with entries in k. Then, using only elementary row operations on A and u, we
can either prove that Az = u has no constant solution, or we can compute a matricx B and
a vector v, both with entries in Const, s(k), such that the constant solutions of Az = u are
exactly all the solutions of Bx = v. Furthermore, if u =0, then v = 0.

Proof. Let C = Const, s(k), and write R; for the i*" row of A, and a;; for the j** entry of
R;. By applying the usual Gaussian elimination, we can compute an equivalent system in
row-reduced echelon form, so suppose that A is in that form. If all the entries of A are in
C, let B = A and v = u. Otherwise, let j be the smallest index such that the j** column
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On solutions of linear ordinary difference equations in their coefficient field 15

of A has a non-constant entry, and let ¢ be such that a;; ¢ C. Then, either ca;; # a;; or
ba;; # 0 (or both) so we add the row

oRi—Ri _ oai1—ai1 0Qir—Qir H . .

R _ oaij—aij (fmij—aij 77T gaij—ag; ) it cai; # ai;
il SR _ faiy Sair if gas = ai;
bagj - dag;? "7 bagy R V)

at the bottom of A, and the entry

{ i S T T,

Um41 = By _

Wi]’ if 0G;5 = Q45

at the bottom of u. By our choice of j, the first nonzero entry in R,,4; is a 1 in column
J, so we add adequate multiples of R,y to all the other rows to ensure that a;; = 0 for
i=1...m. We now have a new matrix A and a new vector ii with one more row, but with
only constant entries in columns 1 through j. Repeating this, we eventually obtain a matrix
B and a vector v such that all the entries of B are in C. By construction, v =0 if u = 0.
Since we have only performed elementary row operations to A and added extra equations
that were consequences of the existing equations, any solution of Bx = v must be a solution
of Ax = u.

Case 1, v has a nonconstant entry: let x be a constant solution of Az = u. Then all the
entries of Bz are constant, in contradiction with Bz = v. Hence Az = u has no constant
solution if v has a nonconstant entry.

Case 2, all the entries of v are in C': we have already seen that any solution of Bx = v
must be a solution of Az = u. Conversely, let x be a constant solution of Az = u. In order
for z to satisfy Bx = v, it only has to satisfy R, 112 = tmy1, where R, ;1 is the extra row
added in the reduction step. If oa;; # a;; we have

(0'0/1'1 - a¢1)$1 + ...+ (O'G/ir — air)xT
Q5 — Qg5

Rm+1x =

J(aﬂ.’lfl + ...+ aiTxT) a;1x1 + ...+ a;rx,
Q35 — Q45 Q35 — Qg5

O'(Ri.’L') Rix au; (174
— o — = um+1
Q5 — Q45 0Qi; — Q45 0Qi; — Qg5 0Qi; — Qg5

while if oa;; = a;; we have

(ban)xr + ...+ (bai)z, S(anzi + ...+ airz,) O(Rix) bu;
Rm—l—lx = = = -
(5(11']‘ (5aij (SClij (5(11']‘

= Um+1

so z is a solution of Bz = v. a
In the presence of a nontrivial special in the extension, we can reduce the problem
of finding solutions of bounded degree of (7) to solving similar equations in an algebraic
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extension of k. Given a o—differential ring R and # € Endg, s(R), we say that we can
effectively solve parameterized linear 8—equations over R if given aq,...,0n,91,---,9m € R,
we can effectively find hq,...,h, € R and a matrix M with r + m columns and entries
in Const, s(R) such that y € R and ¢,...,¢, € Const, s(R) satisfy (7) if and only if
Y = > n_y Ychk where yi,...,y, € Const, s(R) and M(y1,.- YrsC1y---y¢m)T = 0. Note
that this implies in particular being able to find all the solutions in R of homogeneous and
inhomogeneous 8—equations with coefficients in R. In the statement of the following theorem,
we use the facts that for p € S\ k, k[t]/(p) is a o—differential extension of k (Lemma 8) and
S Endk,g’g(k) induces 6* € Endk[t]/(p),a*,z?* (k[t]/(p)) (Lemma 6).

Theorem 1 Let (k,0,6) be a o—differential field, t be a monomial over k, p € S\ k and
0 € Endy o, 5(k). Suppose that Const,s(k(t)) = Consty« s«(k[t]/(p)) = Const,s(k). If we
can solve parameterized linear 0—equations over k and parameterized linear 8*—equations over
k[t]/(p), then for any N € Z and any ag, - ..,an,41,---,9m € k(t), we can find hy,...,h, €
klt] and o matriz M with v + m columns and entries in Const, s(k) such that y € k[t] and
1. Cm € Const, s(k) satisfy (7) with deg(y) < N if and only if y = Y _; yxhr where
Y1,---,Yr € Const, s(k) and M(y1,...,Yr,C1,--,cm)L = 0.

Proof. Let C = Const, s(k(t)) = Consto+ s+ (k[t]/(p)) = Const, s(k). Multiplying if neces-
sary the equation by a common denominator for the a;’s and dividing by their content, we
can assume that ay, ..., a, € k[t] and that ged(ag, . ..,a,) = 1. Using Lemma 11, we get a
set of linear constraints with coefficients in k for ¢;,..., ¢, and ¢i1,...,¢m € k[t] such that
we are reduced to finding solutions y € k[t] of degree at most N of (9). By Proposition 3
the linear constraints for the ¢;’s can be reduced to have their coefficients in C.

If N <0, then y = 0 together with > """, ¢;¢; = 0, which can be reduced to linear constraints
with coefficients in C, is the only solution.

If N =0, then y € k, so write a; = Zj:o aijtj and ¢; = E?:o qijtj where d is large enough
and a;;,q;; € k. Our equation becomes

d n d m
Z tj Z aijﬁiy = Z tj Z CiQ;j
7=0 i=0 j=0 =1

so equating the coefficients of equal powers of ¢ on both sides we get either new linear
constraints for the ¢;’s (when the left-hand side is 0) or parameterized linear 6—equations
over k for y, which we can solve by our hypothesis. As earlier, the linear contraints can be
reduced to linear constraints with coefficients in C.

If N >0,let R=k[t]/(p) and 7 : k[t] — R be the reduction modulo p. Write y = yo + pz
where v, 2 € k[t] and deg(yo) < deg(p), a; = E?:o a;;p’ and ¢; = E‘LO ¢;;p’ where d
is large enough and ai;,q;; € k[t] satisfy deg(as;;) < deg(p) and deg(q,vjs < deg(p). Our

equation becomes
d n d m
DY aity=> Y cig;.
j=0 =0 =0  4=1
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On solutions of linear ordinary difference equations in their coefficient field 17

By Lemma 8, R is a o—differential extension of k, and by Lemma 6, 8 induces a pseudo-linear
map 0* on R, which satisfies 8* o m = w0 6. Applying 7 to the above equation and noting
that 7(y) = yo, 7(a;) = as and 7(¢;) = g0, we get

Z a8 yo = Z Cigio -

Since ged(ag, - ..,a,) = 1, there is at least one index ¢ for which a;p # 0, so the above
is a nonzero linear #*—equation with coefficients in R. Using the induction hypothesis we
compute hy,...,h, € R and a matrix A with entries in C such that for any solution 4y € R,
we must have yo = Y_._, e;h, and A(e1,... e, c1,...,cm)T = 0. Considering hi,. .., h, as
elements of k[t], let u1,...,ur,v1,...,0, € k[t] be such that deg(us) < deg(p) for each s and

Zaioﬁihs =us+pvs forl<s<r.
i=0

Summing over s we get
i ests = i es i ainf'hs — pi esvs = i aiof’ (i esh5> -p i esvs
s=1 s=1 1=0 s=1 =0 s=1 s=1
and applying 7 yields
T n ) T m
D esus = aigh* (Z eshs) = cigio
s=1 i=0 s=1 i=1

whenever A(ey,...,er,c1,...,¢n)T =0. Replacing y by >.7_, eshs + pz in our equation and
using Lemma 4 as well as the above equalities, we get

zm: ciq; = i a;0* (pz + i esh5> = i a;0' (pz) + i a6 (i eshs>

i=1 ; = ; i=0 s=1

= piaz<a—p0+—> Z+pzaz_a10 (Zes s) +iai00i<ieshs>
= p az<ap0+6p) z+pZesZa1 “’Oom +Zczng+pZe Vs -

1=0

Therefore,

IR pR S o ( .S ;0h> |
p i=1 p s=1 i—o P

1=0 p
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The above is a linear parameterized 6—equation with coefficients and right-hand side in k[t],
so we solve it with the bound N — deg(p) for deg(z) using the same method. This process
eventually terminates since the degree bound is reduced at each step. O

Note that the above algorithm can be used without a bound on the degree of the poly-
nomial solutions in order to compute formal power series solutions in k[[p]]. That modified
algorithm does not terminate, but a basis of the polynomial solutions is produced along the
way, as illustrated by the following example.

Example 2 Consider the recurrence equation
ym+2)—(n!+n)y(n+1) +n(n!—1)y(n) =0 (10)

whose coefficients are in (k(t),o0,6) where k = Q(n), t is an indeterminate over k, 6 = 0,
and o is the automorphism of k(t) over Q that mapsn ton+1 andt to (n+1)t, i.e. t = nl.
As will be proven later (Corollaries 1 and 2), n is a monomial over Q, t is a monomial
over k, Const, s(k(t)) = Const,s(k) = Q, and p =t is the only monic irreducible special
of k[t]. Applying the algorithm of Theorem 1 to look for solutions y € k[t] of (10), we write
y =Y + tz and specialize at t = 0 to get

Yor2 —nY,p1 —nY, =0.
Using the algorithm of [3], we find that the above equation has no nonzero solution in Q(n),
implying that Y = 0. Replacing y by tz in (10) and using Lemma 4 we get the new equation
(n+2)n+1)zpt2 —(E+n)(n+1)zp41 +n(t—1)z, =0. (11)
Writing z = Z + tu and specializing ot t = 0, we get
(n+2)n+1)Zpy2—n(n+1)Zpy1 —nZ, =0,

whose solution space in Q(n) is Z = c1hy where hy = 1/n and ¢; is an arbitrary constant.
Replacing z by c1hy + tu in (11) and using Lemma 4 we get the new equation

(n+2)%(n + 1) %upgo — (t+n)(n + 1) %upy1 +n(t —Du, =0,
which is homogeneous, implying that uw = 0 is a solution, therefore that

t n!
y=_== ( )

is a solution of (10) in Q(n)[n!].

Finally, we remark that in the case of g—difference equations with polynomial coefficients,
our algorithm provides an efficient alternative to either the undetermined coefficient method
or the method proposed in [1], since each specialization yields a single linear algebraic
equation for the next term of the series (we use the bounding method of [1] followed by
repeated specialization at x = 0).
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On solutions of linear ordinary difference equations in their coefficient field 19

Example 3 [1] Consider the q—difference equation

(1-¢" = (g-¢")2)y(¢’z) - (1-¢*—(®—¢)z)y(qx)
+ (1 —¢" = (& —¢"Mz)y(z) =0 (12)

whose coefficients are in (k(x),0,8) where k = Q(q), q is transcendental over Q, = is an
indeterminate over k, 6 =0, and o is the automorphism of k(x) over k that maps x to qx.
As will be proven later (Corollary 2), x is a monomial over k, Const, s(k(z)) =k andp ==
is the only monic irreducible special of k[z]. Applying the algorithm of Theorem 1 to look
for solutions y € k[x] of (12), we write y =Y + xz and specialize at © = 0 to get

(1-¢")Y -(1-)Y+¢°1-¢)Y =0.

The above is the linear algebraic equation O0Y = 0, whose solution space in k is Y = ethy
where hy = 1 and ey is an arbitrary constant. Replacing y by e1hy + xz in (12) and using
Lemma 4 we get the new equation

1-¢""=(¢-q¢"")z)2(¢’x) - q(1-¢*° = (¢* — ¢**)z)2(qz)
+¢"°1-¢"" = (®—¢Mr)2(z) = —e(@® —¢* -+ +F—q). (13)

Writing z = Z + zu and specializing at x = 0, we get
@ =g -2+ g0+ —)Z = —er(¢® — ¢ — 2+ ¢ + ¢ —q)

whose solution space in k is Z = exhy together with the linear constraint e; + es = 0, where
ha =1 and es is a constant. Replacing z by eahs + xu in (13) and using Lemma 4 we get
the new equation

(1-¢" = (g=¢"2)u(@r) - C1-¢" (" -")r)u(gz)
+ 01— ¢" — (¢ — ¢ )a)ula) =0,

which is homogeneous, implying that u = 0 is a solution, therefore that y = 1—x is a solution
of (12) in Q(q)[x]. Continuing this process would eventually yield the second polynomial
solution 1 — x + 2%, as found in [1].

4 Unimonomial extensions

In order to study rational rather than polynomial solutions of equations, we now turn our
attention to the analogues of the Liouvillian extensions of differential fields. Those extensions
were introduced and studied in [17, 16] in the context of symbolic summation and are a
special type of monomial extensions.

Definition 8 Let (k,0,6) be a o—differential field and K be o field and o o—differential
extension of k. We say that t € K is o unimonomial over k (with respect to o and §) if o is
an automorphism of k and t is a monomial over k such that deg,(ot) = 1.
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It is easily checked that o is an automorphism of k(¢) when ¢ is a unimonomial. Note that in
the ordinary differential case (¢ = 1x) monomials and unimonomials are the same notions.
As a consequence of Lemma 3, we can describe the factors of the special polynomials in
unimonomial extensions.

Lemma 12 Let (k,0,6) be a o—differential field and t be a unimonomial over k. Then,
S C k[t]° and equality holds if 6 = 0. Furthermore, if ¢ € S then any factor of q is in k[t]"*.

Proof. Since t is a unimonomial over k, deg,(op) = deg,(p) for any p € k[t], which implies
that S C k[t]°. If 6§ = 0, then any p dividing op is special, so S = k[t]”. The last statement
follows from Lemma 3 and the fact that S C k[t]” C k[t]”". O

Example 4 Going back to Ezample 1 we had t> —t € S while t and t — 1 were not special.
However, 02t =t and 0?(1 —t) =1 —t.

The following example shows that when § # 0, the semi—invariants of ¢ are not always
special, even when ¢ is a unimonomial and o # 1.

Example 5 Lett be an indeterminate over Q, o the the automorphism of Q(t) over Q that
maps t to 2—t, and § be the inner derivation (1—t)~(c—1). We have 6t = (o(t)—t)/(1—t) =
2, so t is a unimonomial over Q. The polynomial t — 1 is a semi—invariant of o, but is not
special, since 6(t — 1) = 2.

For a o—differential field k£ and a,b € k we introduce the notation
Vap(k) = {w € k such that ow = aw + b} .

We also say that an element a of a o—differential field & is a o—radical over k if oz = a™z for
some z € k* and an integer n > 0. Note that V; ;(k) has at most one element when a is not
a o—radical over k: if ow = aw + b and 0z = az + b for w, z € k, then o(w — z) = a(w — 2),
which implies that w = z. Karr [16] used V, (k) to characterize the semi-invariants of ¢ in
extensions where ot = at + b and either V, ;(k) is empty or a is not a o-radical over k.

Theorem 2 [16, Theorem 2.1] Let (k,0,6) be a o—differential field with o an automorphism
of k, K be a field and a o—differential extension of k, and t € K be such that ot = at + b
for a,b € k. The following are equivalent:

() k[t]” #Fk.
(ii) Vap(k) is not empty.
(iii) There exists g € k(t) \ k such that og/g € k.

Note that w € V, (k) implies that ou = au where u = t—w. This means that a unimonomial
extension with a nontrivial semi-invariant can always be written as k(u) where ou/u € k.
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Example 6 Going back to Example 1 we had t> —t € S, so ow = 1 —w for some w € Q.
This equation is indeed solved by w = 1/2, and k(t) = k(t—1/2) witht—1/2 € S. Note that
even though V_11(Q) = {1/2} is a singleton, —1 is a o-radical over Q since oc = (—1)%¢c
for any c € Q.

Lemma 13 [16] Let (k,0,6) be a o—differential field with o an automorphism of k, K be a
field and a o—differential extension of k, and t € K* be algebraic over k such that ot = at+b
for a,b € k. Then, V, (k) is not empty. Furthermore, if b= 0 then either a =0 or a is a
o-radical over k.

Proof. If a = 0 then o7 1b € V, ,(k), so suppose that a # 0. We then follow the proof
outlined in Theorem 2.3 of [16]: let g = X™ + E:';Bl a; X" be the minimal polynomial for ¢
over k where m > 0. Then,

0=0(g(t)) = (at +b)™ + o(a;)(at +b)",

1

3

Il
<)

m—1

which implies that h = a™g where h = (aX + b)™ + >~ o(a;)(aX + b)*. Equating the
coefficients of X™~! on both sides yields
a" o (amo1) +ma™ b =a"am_1,

which implies that ocam,—1 = aam_1 — mb, hence that w = —an_1/m € V (k). If b =0
and a # 0, we follow the proof of Theorem 2.2 of [16]: since t # 0, a; # 0 for some j < m.
Equating the coefficients of X7 on both sides yields a’ca; = a™a;, which implies that
oz=a"z wheren=m—j>0and 2z =a; € k" 0

As a consequence, adjoining a solution of a first—order equation that does not have any
solution in k, creates a transcendental extension with no new constant or special.

Corollary 1 [16] Let (k,0,6) be a o—differential field with o an automorphism of k, K
be a field and a o—differential extension of k, and t € K be such that ot = at + b for
a,b € k. If Vo, (k) is empty, then t is a unimonomial over k, Const, s(k(t)) = Const, s(k)
and S = k[t]” = k[t]” = k.

Proof. If V, (k) is empty, then ¢ is transcendental over k¥ by Lemma 13. Furthermore,
0g/g ¢ k for any g € k(t) \ k by Theorem 2, which implies that k[t]° = k, hence that S = k
by Lemma 12. Lemma 9 then implies that Const, s(k(t)) = Const, s(k). Let p € k[t]°" for
some n > 0. Then, ¢ = H:L;OI o'p € k[t]” by Lemma 3, so q € k, which implies that p € k,
hence that k[t]°" = k. O

Adjoining a solution of a first—order equation whose leading coefficient is not a o—radical
over k creates a transcendental extension with no new constant and known semi-invariants.
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Corollary 2 [16] Let (k,0,6) be a o—differential field with o an automorphism of k, K be
a field and a o—differential extension of k, t € K be such that ot = at + b for a,b € k. Ifa
is not a o—radical over k, then t is a unimonomial over k, Const, s(k(t)) = Const, s(k) and

k[t]”" = k[t]” = kU {c(t — w)™ such that ¢ € k,w € V,4(k),m € Z,m > 0}. (14)

Proof. If V, ,(k) is empty, then the results follow by Corollary 1, so suppose that V, (k)
is not empty, and let w € V, (k) and v = ¢t — w. Then, ou = au, and, since a is not a
o-radical over k, Lemma 13 implies that u, and hence t, is transcendental over k. We now
follow the proof of Theorem 2.2 of [16]: let p € k[t]” \ k, ¢ € k* be its leading coeflicient and
¢ = ¢ 'p. We have o = o(c)op, which implies that ¢ € k[t]”. Write ¢ = u™+ 1" a;u’
where a; € k. Then,

m—1
og=a"u™+ Z o(a;)a'u' = a™q,
i=0

which implies that o(a;) = a™ “a; for 0 < i < m. Since a is not a o—radical over k, we
must have a; = 0 for 0 < ¢ < m, and p = cu™ = ¢(t — w)™. Conversely, o(c(t — w)™) =
o(c)a™(t — w)™, which proves that k[t]” is given by (14). Let p € k[t]°" for some n > 0.
Then, g = H?:_OI o'p € k[t]° by Lemma 3, so ¢ = ¢(t —w)™ for ¢ € k and m > 0. Since p | g,
t — w is the only possible monic irreducible factor of p, which implies that k[t]” = k[t]°.
Let d € Consty s(k(t)) and write d = p/q where p,q € k[t] are such that ged(p,q) = 1.
Then, p,q € S by Lemma 9, so p,q € k[t]” by Lemma 12, which implies that d = ¢(t — w)™
for c € k and m € Z. If ¢ = 0, then d € Const, s(k), so suppose that ¢ # 0. Since 1/d
is also a constant, we can assume that m < 0. We have, od = o(c)a™(t — w)™, which
implies that oc = a~™e¢. Since a is not a o-radical over k, we must have m = 0, so
Conste s(k(t)) = Conste s(k). O

Note that V, (k) = V1,0(k) = k when ¢ is the identity on k(t), so Corollaries 1 and 2 do
not give information for differential extensions. It is possible to have o be the identity on k
however. When a is a o-radical over k, it is possible for V, ;(k) to be a singleton and for the
right-hand side of (14) to form only a proper subset of the semi-invariants, as Example 6
illustrates, since V_11(Q) = {1/2} but t? —t € S.

We can now generalize the ordinary differential definitions of primitives and exponentials
and obtain necessary conditions on them for the specials to be fully characterized.

Definition 9 Let (k,0,6) be a o—differential field and K be a o—differential extension of k.
We say that t € K is a primitive over k if ot —t € k and 6t € k. We say that t € K* is an
hyperexponential over k if ot/t € k and é6t/t € k.

If o is the identity over K, then the above definitions simply coincide with the corresponding
ones for differential fields [10]. Otherwise, they define their discrete analogues: if ot — ¢ =
1 € k, then for integers n < m,

m m m
o™t — o™t = Z (et —o't) = Z ol(ot —t) = Z o'n
i=n 1=n i=n
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so t is an antidifference of 7. Similarly, if ot/t = n € k, then for integers n < m,

o™t

o™t :,

ot

= 1(F) = 1o
=n =n

so t is an hypergeometric term over k. Note that ot/t € k\ {1} does not necessarily imply
that ¢ is special, as the following example points out.

m
=N

Example 7 Lett be an indeterminate over Q, o the the automorphism of Q(t) over Q that
maps t to 2t and & be the inner derivation t=1(c—1). We have 6t =1, so t is a unimonomial
over Q but t is not special.

The necessary condition for a primitive to be transcendental with no new specials or con-
stants is simply that it is not redundant.

Theorem 3 Let (k,0,6) be a o—differential field where o is an automorphism of k, K be
a field and a o—differential extension of k and t € K be a primitive over k. If k contains
no element w satisfying ow — w = ot —t and dbw = Ot, then t is a unimonomial over k,
Const, s(k(t)) = Const, s(k) and S = k. Furthermore, if o is not the identity on K, then
k[t]” = k[t]°” = k.

Proof. Suppose first that ¢ is the identity on K. Then 6 is an ordinary derivation on K
and ow —w = ot —t = 0 for any w € k. Therefore, k£ contains no element w satisfying
dw = 6t and the result follows by Theorem 5.1.1 of [10]. Suppose now that o is not the
identity on K and let n = ot — ¢ € k. Since § = u(s — 1) for some v € K by Lemma 2, we
have éw = 6t = un for any w € V; (k). Therefore V4 ,(k) must be empty and the results
follow by Corollary 1. O

The condition for hyperexponentials is somewhat stronger, as it requires that the exten-
sion cannot be replaced by constants and algebraic extensions. We say that an element «
of a o—differential field (k,o,é) is a logarithmic derivative of a k-radical if na = édw/w for
some integer n # 0 and w € k*.

Theorem 4 Let (k,0,68) be a o—differential field where o is an automorphism of k, K
be a field and a o—differential extension of k and t € K™ be an hypererponential over k.
If either (i) ot/t is not a o—radical over k, or (ii) ot = t and 6t/t is not a logarithmic
derivative of a k—radical, then t is a unimonomial over k, Const, s5(k(t)) = Const, s(k) and
S = {ct™ such that ¢ € k,m € Z,m > 0}. Furthermore, if ot # t, then k[t]” = k[]”” = S.

Proof. Suppose first that n = ot/t € k is not a o-radical over k. Then, V, o(k) = {0}
since it has at most one element, and Corollary 2 implies that ¢ is a unimonomial over k,
Conste s(k(t)) = Consty s(k) and k[t]” = {ct™,c € k,m € Z,m > 0}. We have t € S since
6t/t € k, so ct™ € S for ¢ € k and m > 0 by Lemma 10. Since S C k[t]° by Lemma 12, it
follows that S = {ct™ such that ¢ € k,m € Z,m > 0}.

Suppose now that ot = t and that 6t/t is not a logarithmic derivative of a k-radical. This
implies in particular that 6t # 0, hence that 6 is not a multiple of ¢ — 1. Lemma 2 then
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implies that o is the identity on K, so ¢ is an ordinary derivation on K and and the result

follows by Theorem 5.1.2 of [10].

If in addition, ot # t, then ot/t is not a o-radical over k, and Corollary 2 implies that

k[t]” = k[t]”” = S. o
The restriction ot = t in hypothesis (ii) of the above theorem cannot be removed, as the

following example illustrates.

Example 8 Let K = Q(v/2), o be the automorphism of K over Q that maps V2 to —v/2
and & be the inner derivation o —1. Then, /2 is hyperexponential over Q and 6v/2 / V2 =-2
is mot the logarithmic derivative of a Q-radical, but K is algebraic over Q.

5 The dispersion

The key quantity needed to compute denominators of rational solutions of linear difference
equations is the dispersion, which was first introduced with respect to the shift in [2] for
computing rational sums. We generalize its definition and properties in this section to more
general coefficients and morphisms.

Definition 10 Let R[X] be a polynomial ring over a unique factorization domain R and ¢
be any mapping from R[X] into itself. For any p,q € R[X]\ {0}, we define the spread of p
and ¢ with respect to ¢ to be

Spry(p,q) = {m € Z,m > 0 such that deg(gcd(p,4™q)) > 0}

and the dispersion of p and ¢ with respect to ¢ to be

-1 if Spry(p,q) is empty,
Disy(p,q) = § max(Spry(p,q)) if Spry(p,q) is finite and nonempty,
+00 if Spry(p,q) is infinite.

When ¢ is an endomorphism of R[X], we also define the dispersion of a fraction f € R(X)*
to be

Disy(f) = max (Disy(p), Disy(p, ), Disy(q,p), Disy(q))
where p,q € R[X]\ {0} are such that f = p/q, q is primitive and ged(p,q) = 1.

We also write Spry(p) and Disy(p) for Spry(p,p) and Disy(p,p) respectively. Note that
0 € Spry(p) for p € R[X]\ R, which implies that Diss(p) > 0. The dispersion of p can
be infinite however, for example Dis; , ,(p) = +oo for p € R[X]\ R where 1g[x] is the
identity map on R[X]. We also use the following equivalent characterisation of the spread:
m € Spry(p, q) if and only if res(p, #™q) = 0, where res denotes the resultant in R[X].

Example 9 Let R[X] be a polynomial ring over a unique factorization domain R, and q €
R[X]\{0}. For any irreducible p € R[X], we have p"*! | q if and only if p" | ged(q, dg/dX).
It follows that p™*' | q if and only if p | ged(q,d™q/dX™), hence that

Sprasax(q) = {n > 0 such that p" | q for some irreducible p € R[X]}
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and therefore

Disyjax(q) = > A
d/ax\q) = max{n > 0 such that p" | q for somep € RIX]\ R} -1 ifq¢ R.

Lemma 14 Let R[X] be a polynomial ring over o unique factorization domain R and ¢ be
an injective endomorphism of R[X]. Then, for any a € R\ {0} and any p,q € R[X]\ {0},
Sprq&(pa q) = Sprmﬁ(pa q) and Disé(pa q) = Disaé(pv CI)

Proof. Since ¢ is an endomorphism, we have

(ap)™q = ( 1:[ ¢ia> ¢™q
=0

for any integer m > 0. Therefore,

m—1 m—1 deg(p)
S A | AT B 67 R
i=0 i=0

Since ¢ is injective and a # 0, ¢'a # 0 for i > 0, which implies that res(p, (a$)™q) = 0
if and only if res(p, #™q) = 0, hence that Spr,(p,q) = Spr,,(p,q), and the equality of the
dispersions follows. m|

Dispersion computations can be reduced to squarefree polynomials, and the dispersion
of a product is related to the dispersions of its components.

Lemma 15 Let R[X] be a polynomial ring over a unique factorization domain R, ¢ be an
endomorphism of R[X] and p1,...,Dn.q1,---,qm € R[X]\ {0}. Then,

©)

Spry(ps* - pir .l -y = | U Sprs(pir0)) (= Sprg(py---pn, @1 -.-qm)>
i=1j=1

and

Disy(p(* ... p5r af* - aly) = max  (Disy(pi, a5)) ( = Disg(p1-- - Pn.q1 - ‘-qm))
1<i<n
1<j<m

for any integers e;, f; > 0.

(ii) If Spry(p:,ps) is empty for i # j, then
Spry(pf* ...p5r) = | Spry(pi)  and  Disy(pf* ...p5r) = max (Disy(p:))

, 1<i<n
=1 -

for any integers e; > 0.
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(iii) If n = m, Spry(pi,pj), Spre(4i,q;), Spre(pisq;) and Spry(g;,pi) are all empty for
i # §, and ged(ps,qi) = 1 for all i, then

Disg(fi* ... fam) = 1?%Xn(Di5¢(fi))

for any integers e; > 0, where f; = p;/q;.

Proof. (i) Let s € Spry(pf* ...pif,q{l ...qim) and p € R[X] be an irreducible common
factor of pi*...pS» and ¢S(q{1 ...qJm), Since p is irreducible, it divides one of the p;’s, so
let ip be such that p | p;,. Similarly, p divides one of the ¢°(g;)’s, so let jo be such that
p | ¢°(gj,)- Then, s € Spr,(piy, gj, ), 50 Spry(py - .pi",q{l cgimycur, UL, Spry(pis g5)-
Converserly, any irreducible factor of gcd(p;, ¢°(g;)) divides pi* ...pSr and q&s(q{l coaglm),
which proves the reverse inclusion. The statement about the dispersion then follows from
the definition.
(ii) The statement follows from taking m = n, ¢; = p; and f; = e; in (i).
(iii) Let @ = [];~, py* and b =[]}, ¢f*. Since an empty spread means that the arguments are
coprime and since ged(p;,g:) = 1, it follows that ged(a,b) = 1. Furthermore, Disg(p;, g;) =
Disg(g;,p:) = —1 for i # j, so using parts (i) and (ii) we get
Disg(fit ... fem) = max{Dise(a),Dise(a,b),Disy(b,a), Disg(b)}
= ma‘X{lnSlza‘SXn(Dls¢(p1))7 12’%SH(DIS¢(pi7 Qj))a

 max (Disy(gj,pi)), max (Dise(g:))}
max {Disy (pi)), Dis(ps, ¢i), Disg (¢, p:), Disg (i)} = max (Disg(f:))-
1<i<n 1<i<n

O
Since some of the additional properties of the dispersion hold only with respect to au-
tomorphisms of R[X], we recall that any automorphism ¢ of R[X] that maps R onto R
preserves the degree. Indeed, since deg(d(p)) = deg(é(X)) deg(p) for any p € R[X], taking
p = ¢~ 1(X) shows that deg(¢(X)) = 1. Since K[X]* = K* when K is a field, any automor-
phism of K[X] maps K onto K. In order to use parts (ii) and (iii) of Lemma 15 we have to
compute Spr,(p;, ;) whenever i # j. In the case of automorphisms mapping R onto R, the
following lemma allows the spreads for the pairs (¢, 7) and (4,7) to be computed together.

Lemma 16 Let R[X] be a polynomial ring over a unique factorization domain R, ¢ be an
automorphism of R[X] mapping R onto R, p,q € R[X]\ {0} and

S(p,q) = {m € Z such that deg(ged(p, $™q)) > 0}.

Then,
Spry(p,q) = {m for m € S(p,q) such that m > 0} = Spry—1(q,p)

and
Spry(q,p) = {—m for m € S(p,q) such that m < 0} = Spry—1(p,q) -

Furthermore for any n € Z, S(¢"p,q) = {m +n for m € S(p,q)}.
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Proof. Spr,(p,q) is the set of the nonnegative elements of S(p,q) by definition. Let now
m >0 be in S(p,q) and g = ged(p, 9™q). Then, p~™g divides both ¢~™p and ¢. Since ¢!
preserves degrees, this implies that m € Spr,-1(g,p). Conversely, let m € Spry-1(g,p) and
g = ged(q, 6~ ™p). Then, ¢™g divides both ¢™q and p, which implies that m € Spry(p, q).
For the second equality, Spry—(p, q) = {—m for m € S(p,q),m < 0} by definition. Applying
the first equality, we get Spr,-.(p,q) = Spry(q,p). For the last statement, let n € Z,
m € S(p,q) and g = ged(p, ¥™q). Then, ¢™g divides both ¢™p and ¢™T™q, which implies
that m +n € S(¢"p,q). Conversely, let k € S(¢"p, q) and g = ged(d™p, ¢*q). Then, ¢~ "g
divides both p and ¢* "¢, which implies that k —n € S(p, q). O

We now characterize the polynomials with infinite dispersion, first in the differential case.

Theorem 5 Let (k,D) be a differential field and t be a monomial over k. Then, for any
q € k[t] \ {0}, Disp(q) = +oo if and only if ¢ has a nontrivial special factor.

Proof. Suppose first that p | ¢ where p € S\ k. Then, ¢ = pr and Dp = hp for some
r,h € k[t], which implies by Lemma 4 that D™q = D™(pr) = p(D + h)™r hence that
p | D™q for any integer m > 0, so Disp(q) = +o0o. Conversely, let ¢ = u[]; q;j be the
irreducible factorization of ¢ where u € k* the g;’s are distinct monic irreducibles and
e; > 0, and suppose that all the ¢;’s are not special. Then ged(g;,Dg;) = 1 for each j,

which implies [10, Lemma 3.4.4] that ged(g, Dg) = []; qjj_l, hence that

ged(g, D™q) = [[ =" ~™
j

for any integer m > 0. If ¢ € k*, then Disp(q) = —1. Otherwise, ¢ ¢ k and Disp(q) =
max;(e;) — 1. Therefore, Disp(q) = +oo implies that ¢ has a special irreducible factor. O

We obtain a similar result in the difference case, namely that having an infinite dispersion
with respect to an automorphism mapping R onto R is equivalent to having a nontrivial
semi—periodic factor.

Theorem 6 Let R[X] be a polynomial ring over a unique factorization domain R and ¢ be
an endomorphism of R[X].

(i) Letp € RIX]|\ R and n,m € Z be such thatn >0, ¢"p ¢ R, m >0 and p | ¢"p. Then,
Disy(ho™p, qp) = +00 for any q,h € R[X]\ {0}.

(ii) Let q,r € R[X]\{0} and suppose that ¢ is an automorphism mapping R onto R. Then,
Disg(g,7) = 400 if and only if v has a nontrivial factor p € R[X]*" \ R such that
@"p | q for some n > 0.

(iii) Let g € R[X]\ {0} and suppose that ¢ is an automorphism mapping R onto R. Then,
Disg(q) = +00 if and only if ¢ has a nontrivial factor p € R[X]?" \ R.
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Proof. (i) Let r € R[X] be such that ¢™p = rp. Since ¢ is a morphism, it follows that

"t (qp) = T (@)e" T (p) = ¢" T (@) (6 (0))
ot (1)) oo )
1=0 1=0

for any ¢ € R[X]\ {0} and any integer s > 0, hence that n + sm € Spry(h¢™p, gp) for any
h € R[X]\ {0} and any integer s > 0, so Disy(h¢™p,gp) = +00.

(ii) Since ¢ is an automorphism mapping R onto R, it maps irreducibles to irreducibles.
Suppose that Disy(g,7) = +00 and let ¢ = u vail q;j andr =v vazl h;c" be the irreducible
factorizations of ¢ and r, where u,v € R\ {0}, ¢; > 0 and f; > 0. By Lemma 15,
S = Spr¢(qs,ht) is infinite for some pair s,¢t. Since ¢s and h; are irreducible, for each
m € S, there exists u,, € R* such that ¢™h; = u.,qs. Since S is infinite, there are integers
n,m € S such that n > m > 0. We have

—1 -1
¢nht = unqs = unum qus = unum ¢mht ’

which implies that h; € R[X ]4’* since it is a semi—invariant of "~ ™. Furthermore, ¢"h; =

ungs | g. Conversely, if p | » and ¢™p | ¢ for some p € R[X]?" \ R and n > 0, then

Disg(g,r) = 00 by (i) since deg(¢™p) = deg(p) > 0.

(iii) If Diss(g) = +00, then g has a nontrivial factor p € R[X]?" \ R by (ii). Conversely, if

p | q for some p € R[X]?" \ R, then Disg(g) = +oc by (i). O
We can now generalize the splitting factorizations of [10] to monomial extensions of

o—differential fields.

Definition 11 Let (k,0,6) be a o—differential field, t be a monomial over k and 6 €
Endy - 5(k). For any p € k[t], we say that p = p..P is a splitting factorization of p with re-
spect to 8 if po, P € k[t], Disg(q) = +o00 for every irreducible factor q of pso, and Disg(q) € Z
for every irreducible factor q of p. We call b and py, the finite and infinite parts of p respec-
tively (they are defined up to multiplication by an element of k*).

Note that ged(poo,P) = 1 in any splitting factorization of p # 0. When ¢ = 1 and 6 = §,
Theorem 5 implies that p. is the special part of p, hence that the above factorization
coincides with the one defined in [10] in the differential case. When ¢ is a unimonomial over
k and @ = o, Theorem 6 implies that the irreducible factors of p., are exactly those factors of
p that are semi—periodic w.r.t. o. For an arbitrary § € Endy, s (k), splitting—factorizations
can be computed if we have algorithms for computing Disy and for factoring elements of k[t]
into irreducibles, since it is then sufficient to check which irreducible factors of p have finite
dispersion. The situation is simpler in the case of primitive or hyperexponential extensions
satisfying the hypotheses of Theorem 3 or 4, where we can compute splitting factorizations
a priori in the following ways:

o If ¢t is a primitive satisfying the hypothesis of Theorem 3, then & = k. If ¢ is the
identity on k(t), then the infinite part of p is in k for any splitting factorization of p
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with respect to §. If ¢ is not the identity on k(t), then k[t]°" = k by Theorem 3, so
Theorem 6 implies that the infinite part of p is in k for any splitting factorization of
p with respect to o.

e If ¢ is an hyperexponential satisfying the hypothesis of Theorem 4, then any special is
of the form c¢t™ for ¢ € k. If ¢ is the identity on k(t), then po, = ct™ and ged(t,D) =1
in any splitting factorization of p with respect to 6. If ot # t, then any semi—periodic
polynomial w.r.t. ¢ is of the form ¢t™ for ¢ € k by Theorem 4, so p,, = ct™ and
ged(t,p) = 1 in any splitting factorization of p with respect to o.

A further refinement of the splitting factorization is useful for computing dispersions and
when considering the action of a skew—polynomial on a rational function.

Definition 12 Let R[X] be a polynomial ring over o unique factorization domain R, ¢ be
an endormorphism of R|X] and p € R[X]\ R. We say that ¢ € R[X] is p-orbital (with
respect to ¢) if ¢ can be written as ¢ = u[],_,; ¢ (p)® where u € R and e; > 0. We say that
f € R(X) is p—orbital (with respect to ¢) if f can be written as the quotient of two p—orbital
polynomials. An orbital decomposition of h € R[X] (resp. h € R(X)) with respect to ¢ is
a factorization h = hy ... hy, such that each h; € R[X] (resp. h; € R(X)) is p;-orbital for
some irreducible p; € R[X] and Spr,(p:,p;) is empty for i # j.

For a given p € R[X]\ R, we write Of for the set of p-orbital polynomials. It can be
immediately checked that it is a multiplicative monoid containing R and p, and that it is
closed under ¢. It is not in general closed under taking factors, except in the following case,
which also guarantees the existence of orbital decompositions.

Lemma 17 Let R[X] be a polynomial ring over a unique factorization domain R and ¢ be
an automorphism of R[X]| mapping R onto R.

(i) Any f € R[X] (resp. R(X)) has an orbital decomposition.
(ii) If p € R[X] is irreducible, then q € (’)g’ \{0} = he (’)gf for any factor h of q.

(iii) If p € R[X] is irreducible and p ¢ R[X]?", then any p-orbital f € R[X]\ {0}
(resp. R(X)*) has a unique decomposition f = qu:a @' (p)® where u # 0 is in
R (resp. the quotient field of R), e; € N (resp. 7Z), and eqeg # 0.

(iv) Let p € R[X] be irreducible such that p ¢ R[X]?", and q,¢' € OF \ {0} with decompo-
sitions ¢ = u Hiﬁ:a ' (p)¢ and ¢ =’ Hf;a, 1oy (p)eg'. Then,
Spry(q,q') = {i — j such that i > j,e; > 0 and € > 0} .

Furthermore, if eg > 0 and e, > 0, then Disy(q,q') = max(—1,3 —«a'). Let f €
R(X)* be p—orbital with decomposition f = v]_[f:au ¢ (p)%. If earegn # 0, then
Disy(f) =p" —a".
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(v) Letpi,p2 € RIX]\ R, ¢ € OF, and q» € OF,. If Spr,(p1,p2) and Spry(p2,p1) are both
empty, then Spry(qi,q2) and Spry(qe,q1) are both empty.

Proof. (i) Let f € R[X] (resp. R(X)) and let f = u[]\, p;* be its irreducible factorization
(where e; € N, resp. Z), and suppose that Spr(p;,p;) is not empty for some i # j. Then,
pi | ¢™p; for some integer m > 0, which implies that p; = v¢™p; for some v € R* since
¢@™p; is irreducible. Replacing p; by v¢™p; in the factorization and repeating this process
yields an orbital decomposition of f after at most n steps.

(ii) Write ¢ = u[[/—, ¢'(p)® and let h € R[X] be any factor of ¢q. Then, any irreducible
factor of h must divide ¢'p for some . But ¢'p is irreducible for each 4, so any irreducible
factor of h is of the form u;¢'p for u; € R*, which implies that h € O9.

(iii) Let f = u[]; ¢'(p)* = v ]I, #/(p)’s and suppose that e;, # fi, for some index 7o. Since
each ¢'p is irreducible, the unicity of the prime factorization implies that ¢p = weip
for some index i; and w € R*, which implies in turn that ¢! ~%/(p)/p € R*, hence that
p € R[X]?". Therefore, p ¢ R[X]?" implies that that e; = f; for each i, hence that the lower
and upper bounds of the product are uniquely determined if they correspond to nonzero
exponents. If follows that u = v.

(iv) Let m € Spr,(q,¢’) and h be an irreducible factor of ged(g, #™¢'). Since h | ¢, h € O, by
(ii), so let s > 0 be such that ¢°p | h. Since ¢°p | ¢, @ < s <  and e; > 0. Since ¢°p | ¢™¢/,
o +m<s< B +mande, ,, >0. Therefore m =i—j wherei=s>j=s—m,e; >0
and e} > 0. Conversely, let m = i — j where ¢ > j, e; > 0 and e > 0. Then, #'p | ¢ and
#p | ¢', which implies that ¢/T™p | ¢™q'. But j +m = i, so ¢'p | ged(g, $™q') and m €
Spr,(g,q'). The result about the Disy(g, ") follows immediately since 3 > o' implies that
B—a’ € Spry(g,q'). Let now f = u]_[f:a,, ¢'(p)® with eqregr # 0, I = {i such that e; > 0},
J = {i such that e; < 0}, v,w € R\ {0} be such that gcd(v,w) = 1 and v = v/w, a =
u[lic; @' () and b= [];c; ¢’ (p)~%. Then f = a/b and since p ¢ R[X]"", ged(a,b) = 1.
By what we have just proven, Dis,s(a) = max(I) — min(I), Dis,s(b) = max(J) — min(J),
Disg(a,b) = max(—1,max(]) — min(J)) and Dis,(b,a) = max(—1, max(J) — min(I)). It
follows that

Disy(f) = max(max(])— min([), max(]) — min(J), max(J) — min(T), max(J) — min(J))
= max(max(I),max(J)) — min(min(7), min(J)) = 8" —a".

(v) Write g1 = u1 [1; 6*(p1)%, g2 = u2[]; ¢/ (p2)’7 and let m € Spry(qi,¢2) and p € R[X]
be an irreducible common factor of ¢; and ¢™(g2). Then p | ¢'p; for some i and p | '™ py
for some j. If i < j+m, then ¢—'p, which is irreducible, divides p; and ¢’*™ip,, implying
that j 4+ m — i € Spry(p1,p2)- Similarly, j +m < i implies that i — (j 4+ m) € Spry(p2, p1),
so Spry(q1,¢2) is empty. The proof that Spry(g2,q1) is empty follows by symmetry. m|

Note that a consequence of part (v) of Lemma 17 is that the components of an orbital
decomposition are two by two coprime. Orbital decompositions reduce computing spreads in
polynomial rings for which an irreducible factorization algorithm is available, to computing
spreads of irreducibles.
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Theorem 7 Let R[X] be a polynomial ring over a unique factorization domain R and ¢ be
an automorphism of R[X] mapping R onto R. If there are algorithms for factoring elements
of R[X] into irreducibles, and for computing Spr,(p,q) for any irreducible p,q € R[X], then
there is an algorithm for deciding whether Spry(a,b) is finite for any a,b € R[X], and for
computing it when it is finite.

Proof. Since we can factor into irreducibles and compute the spreads of irreducibles,
Lemma, 17 shows that orbital decompositions exist and can be computed, solet a = a; ... a,
and b = by...b,, be orbital decompositions of ¢ and b. By Lemma 15, Spr¢(a, b) =
Uiy UL, Spry(ai, bj) so we are reduced to computing Spr(ai, b;) for all pairs 4,j. Since
Spry (a4, b;) is empty whenever a; € R or b; € R, we only consider the pairs for which a; ¢ R
and b; ¢ R. Let p;,q; € R[X] be irreducibles such that a; € Og, and b; € OF . If Spry(p;, ¢;)
and Spry(g;, p:) are both empty, then Spr,(a;, b;) is empty by Lemma 17. If Spry(p;, g;) or
Spry(gj,pi) is not empty, then either ¢°p; | ¢; or ¢°q; | p; for some integer s > 0, which
implies that a;,b; € Of where p is either p; or g;. If p € R[X]*", then it follows from The-
orem 6 that Disy(as,b;) = +00, hence that Spry(as,b;) is infinite. Otherwise, p ¢ R[X]¢"
and Spr,(a;, b;) is given by Lemma 17. |

Even when computing dispersions can be done by computing resultants rather than
factoring (for example this is the case when ¢ is the identity on R and ¢X is either X + 1
or ¢X for some ¢ in R), the algorithm of Theorem 7 can be more efficient if irreducible
factorization is fast: rather than computing the resultant of a and ¢™b for given a,b € R[X]
(or of their squarefree parts as suggested in [18]), we can compute the resultants of all their
pairs of irreducible factors. We can also halve the number of resultants to be computed,
since Lemma 16 implies that Spry(p;,p;) and Spry(p;,p;) are both empty if and only if
S(pi,p;) is empty.

Example 10 Let a = 227 + 1925 + 632° + 812* + 2723 € Q] and ¢ be the automorphism
of Q[z] over Q that maps x to x + 1. The resultant of a and ¢™a is a polynomial of degree
49, containing 16 terms with 16—digit coefficients, wich factors as

4m™(2m + 5)3(2m + 1)*(2m — 1)3(2m — 5)*(m — 3)°(m + 3)?,

implying that Spry(a) = {0,3} and that Disg(a) = 3. The squarefree part of a is a* =
223 + Tx? + 3z, and the resultant of a* and ¢™a* is

64m? —992m” + 3844m® — 900m?® = 4m*(m + 3)(2m + 1)(m — 3)(2m + 5)(2m — 1)(2m - 5),

also implying that Spr,(a) = {0,3} and that Disy(a) = 3. We can instead factor a*, obtain-
ing a* = x(z + 3)(2z + 1), and then compute resz(z + 3,¢9™(x)) = m — 3. This shows that
Spry(w + 3,z) = {3}, so we replace the factorization by a* = (x¢3z)(2z + 1) and compute
resy(x, d™ (22 + 1)) = 2m + 1, which implies that the above is an orbital decomposition of
a*. Lemma 17 implies that Spry(z¢®z) = {0,3} and Spry(2z + 1) = {0}, and Lemma 15
concludes that Spry(a) = {0,3} and Disg(a) = 3.
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But the main application of Theorem 7 is that together with an algorithm of [17], it
provides a complete algorithm for computing spreads and dispersions in an important class
of nested unimonomial extensions, namely the II¥—fields of [17, 16]. Indeed, given a uni-
monomial ¢ over such a field F, and p,q € Ft] irreducible, Spr,(p,q) is connected to
Karr’s spec(q, p) by the following relation: Spr,(p,q) is empty if and only if spec(q, p) = *
or spec(q,p) < 0. Otherwise, spec(q,p) > 0, which implies that Spr,(p,q) is infinite if
q € F[t]°" (Theorem 6), and that Spr,(p,q) = {spec(q,p)} otherwise. Theorem 9 of [17]
gives an algorithm for computing spec whenever F'(¢) is a [I¥—extension of F' and the orbit
problem (see [15]) is solvable in Const,(F). This means that spreads and dispersions can
be computed in such fields.

Definition 13 Let R[X] be a polynomial ring over o unique factorization domain R, ¢ be
an automorphism of R[X] mapping R onto R, p € RX]\ R[X]?" be irreducible, q € 0? and
g=ull; ¢'(p)% be its decomposition (unique by Lemma 17). The right-max of q is the set

BT (q) = {i such that e; > 0 and e; > e; for j > i} = {i1 < iy <...< i}
and the left—-max of q is the set
B7(q) = {i such that e; > 0 and e; > ej for j <i}.={j1 <joa<...<jr}.

Purthermore, we say that a € R[X] is aright-bound for q if ¢*» (p)*» ~“n+1 | a for 1 <h < s
where e;,,, = 0 by convention. Similary, b € R[X] is aleft-bound for g if ¢/»(p)®n ~“n-1 | b
for 1 < h <r wheree;, = 0. Letd € R[X] have no irreducible factor in R[X]|?". We say that
d is bounded by (a,b) if a is a right-bound of each component of its orbital decomposition,
and b is a left-bound of each such component.

Note that if d is bounded by (a, b), then it is bounded by (ga,rb) for any ¢,r € R[X]\ {0}.
Furthermore, each component d, of the orbital decomposition of d is bounded by (ay,b,),
where a, and b, are the corresponding components in the orbital decompositions of a and b.
Given a,b € R[X], we want to compute a common multiple of all the primitive polynomials
¢ € R[X] having no factor in R[X]?" and bounded by (a,b). We first show that those
polynomials have a bounded dispersion whenever Spr,(a, b) is finite.

Lemma 18 Let R[X] be a polynomial ring over a unique factorization domain R, ¢ be an
automorphism of R[X] mapping R onto R and a,b,d € R[X] be such that d # 0 and d has
no irreducible factor in R[X]® and is bounded by (a,b). Then, Diss(d) < Diss(a,b).

Proof. Let d = ¢1...qs be the orbital decomposition of d and m = Disg(d). Since m =

max;<i<s(Disy(¢;)) by Lemma 15, let ¢ be one of the g;’s satisfying m = Disy(g), let

p € R[X]\ R[X]®" be the irreducible such that ¢ € Of and write ¢ = u T2, ¢'(p)® where

u € R\ {0}, eq > 0and ez > 0. Then, @ = min(B~(¢)) and 8 = max(B*(q)), which implies

that ¢°p | b and ¢°p | a, hence that ¢° | ged(a, $°~*b). Therefore, 8 — a € Spry(a,b). But

Diss(q) = 8 — o by Lemma 17, which proves the lemma. O
The following generalizes Theorem 2 of [4].
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Lemma 19 Let R[X] be a polynomial ring over o unique factorization domain R, ¢ be
an automorphism of R[X] mapping R onto R, a,b € R[X]\ {0}, m € Z be such that
m > Disg(a,b), d be the primitive part of gcd(a, d™b), o' = a/d, b/ = b/¢p™™d and ¢ =
[, ¢7%d. If ¢ € RIX]\ {0} has no irreducible factor in R[X]®" and is bounded by (a,b),
then ¢' = q/ ged(c, q) is bounded by o’ and V.

Proof. If m > Disg(a,b), then ¢ = d = 1, which implies that ¢’ = a, ' = b and ¢’ = ¢,
hence that ¢’ is bounded by a’ and ¥, so assume from now on that m = Disy(a,b). Suppose
first that a,b,q € OF for some irreducible p € R[X] \ R[X]?", and write a = qu:a o (p)®
and b= ]—[f:7 #'(p)¥ where aq > 0, ag > 0, b, > 0 and bs > 0. Since m = Disy(a,b) > 0,
we must have v < 3 and m = (3 — v. Therefore, d = ¢’ (p)* where u = min(ag, by) > 0, and
c= Hiﬂ:V ¢'(p). Since g € OF is bounded by (a,b), we can write ¢ = w Hfzv ¢ (p)¢ where
e; > 0 for each i (we can have e, = 0 and/or eg = 0). Therefore, ¢ = w Hf:7 #'(p)fi where
fi = max(e; — p,0), which implies that e; < f; + u for each i. Let i € B¥(q'). Then, f; > 0,
which implies that e; = f; + p, and f; > f; for j > 4, which implies that e; > f; + p > ¢;
for j > i, hence that i € B¥(¢). In a similar way, B~(¢') C B~ (q). Let now i € B*(q).
If e, < p, then f; = 0 and i ¢ BT(¢'). Ife; > p, then f; = e; —pu > 0. Let j > 4. If
fj =0, then f; > f;. Otherwise, f; = e; —pu < e; — u = f;, so i € BT(q'). Therefore, if
Bt(q) = {i1 <i2 < ... <}, then BT(¢') = {i1 < ... < iy} where iy is the last index
whose corresponding exponent is greater than . Similarly, if B~ (¢) = {j1 < j2 < ... <Jjr},
then B~ (¢') = {j» < ... < jr} where j,» is the first index whose corresponding exponent
is greater than u. Let i, € Bt(¢) for 1 < h < s'. Then, ¢ (p)*r"n+1 | a. Since
in <iny1 < B, ¢'(p) does not divide d, so ¢ (p)*» ~“n+1 | a'. In addition,

fin — fih+1 = (eih - N) - (eih+1 - N) =€ — Cipga

so ¢t (p)fin ~¢ir+1 | o/, We have ¢%' (p)“'s' “s'+1 | a and ei,,, < p, which implies that
fisl+1 = 07 hence that fisl - f’isl+1 = e’isl —p S e’isl - e’isl+1' If is’ < /87 then ¢is, (p)
does not divide d, so ¢+ (p)*s' ~“»'+1 | o/, which implies that @i (p)’'s 41 | o/ If
is = f3, then e;, , = 0, which implies that ¢*'(p)*~ | a, hence that ¢*' (p)*~ ™" | a/, so
s (p)f o i | @', and @’ is a right—bound for ¢’. A similar argument shows that V' is a
left—bound for ¢’, hence that ¢’ is bounded by (a’,b').

Suppose now that a,b,q € R[X], where ¢ has no irreducible factor in R[X]?" and write the
orbital decompositions of a,b and ¢ as a = HpeP ap, b= Hpe’P b, and ¢ = ]_[p€7> gp where
each p is irreducible, Spry(p,p’) is empty for p # p' and a,,b, and g, are p-orbital (some
of those components are allowed to be in R). Let m = Disy(a, b) be finite and nonnegative.
Since each ij is closed under ¢ and any two nonzero elements of O;’f and (9;5, have an
empty spread, hence are coprime, by Lemma 17 whenever p # p’, we have d = ]_[pe73 dp
where d, = ged(ap, $™b,), which implies that the orbital decompositions of a' and b’ are

a’:Ha;:HZ—Z and b/:Hb;}:H¢—a—7rZZ(1}"

PEP peEP peP peP
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Furthermore, ¢ = [] .pc, where ¢, = H;"zo ¢~7d,, so the orbital decomposition of ¢’
is ¢ = [Iep 4 = [1,ep(ap/ 8cd(cp, p))- Since Disy(a,b) is finite, Disy(ay, bp) is finite for
each p, and m > Disy(ay, by ), so either m > Disg(ay, bp), in which case d, = 1, which implies
that a}, = a,, b, = b, and q;, = g,, hence that ¢, is bounded by (a;,,b;,), or m = Disg(ay, b,),
in which case the above proof shows that g, is bounded by (ay,,b;,). Thus, g, is bounded by
(ay,,b,), hence by (a', V') in any case, so ¢’ is bounded by (a', ). O

We can now generalize the algorithm of [5] for computing a common multiple of primitive
polynomials bounded by a given pair.

Theorem 8 Let R[X] be a polynomial ring over a unique factorization domain R, ¢ be an
automorphism of R[X]| mapping R onto R and a,b € R[X] be such that Spry(a,b) is finite.
Write

Spry(a,b) = {m1 >ma > ... >m, >0}
and let (g:), (ai), (bi) and (u;) be the sequences given by a1 = a, by = b, uy = 1, g; 4s the
primitive part of ged(a;, ¢™ib;) and

a; b 7
Air1 = — 041 = T——
i ¢=™ig;

—m,; ’
i 7

m;
Uit1 =UiH¢7jgi for1<i<s.
=0

Let d € R[X]\ {0} be primitive and have no irreducible factor in R[X]?®", and suppose that
d is bounded by (a,b). Then, d | usy1.

Proof. We first show by induction on 4 that Spry(a:,b;) € {m; > ... > m.}. This holds
by hypothesis for i = 1, so suppose that it holds for some i > 1. Let m € Spry(aiy1,biy1)
and p € R[X] be an irreducible factor of ged(a;y1,d™bit1). Since air1 | a; and biyq | b,
p | ged(ai, 9™b;), which implies that m € Sprqs(ai, b;), hence that Spr¢(ai+1,bi+1) C {m; >
... > my}. Let now h € R[X] be any divisor of gcd(ait1,¢™ biy1). Then, h | a;/g;
and h | 9™ (b;/d ™ g;) = ¢™i(b;)/gi- But ged(ai/gi, 9™ (bi)/g:) € R, which implies that
h € R, hence that m; ¢ Spr¢(ai+1,bi+1) SO Spr¢(ai+1,bi+1) C {mit1 > ... > ms}. As
a consequence, Spry(as41,bs11) must be empty. Consider now the sequence (d;) given
by di = d and d;11 = d;/ged(d;, wit1/u;) for 1 < ¢ < s. Multiplying the definition of
di+1 by ui+1/ui, we see that dl | di+1u,~+1/ui, SO Uidi | Ui+1di+1. Since d = uldl, it
follows that d | u;d; for 1 < i < s+ 1, hence that d | usy1dsy1. Since d;y; | d; for
1 < i < s and d; has no irreducible factor in R[X]?", it follows that d; has no irreducible
factor in R[X]?" for 1 < i < s. We now show by induction on 4 that d; is bounded by
(a4, b;). This holds by hypothesis for i = 1, so suppose that it holds for some ¢ > 1. Since
m; > Disg(as, bi) and wiy1/u; = H;n:"o ¢~ (ged(a;, @™ b;)), Lemma 19 implies that d;y; is
bounded by (a@it1,bi+1). Therefore, dsy1 is bounded by (asy1,bs41). But Spr¢(as+1, bst1)

is empty, so Dis4(ds41) = —1 by Lemma 18, which implies that d,11 € R\ {0}. Since
d | ds41us41, taking the primitive parts on both sides we get that d divides the primitive
part of usy1, hence that d | usy1. O

We conclude by remarking that the orbital decomposition is a different concept than the
greatest factorial factorization of [20], since we allow gaps in the factorials. The empty—
spread hypothesis of Lemma 15 does not hold in general for greatest factorial factorizations.

INRIA



On solutions of linear ordinary difference equations in their coefficient field 35

On the other hand, we do not know how to compute orbital decompositions using only ged
computations (unless an a priori bound on the dispersion is known), while this is possible
for greatest factorial factorizations. Greatest factorial factorizations and the algorithm to
compute them can be generalized to the finite parts of splitting factorization whenever ¢ is
an automorphism of R[X] mapping R onto R.

6 Rational solutions

We consider in this section the problem of finding the denominators of the solutions in k()
of linear functional equations. The main result is that the dispersion of the finite part of
such denominators can be bounded, and this allows the finite part to be computed.

Theorem 9 Let (k,0,6) be a o—differential field, t be a unimonomial over k, ag,...,an in
k[t] be such that ag # 0 # a, and let ag = agcao be a splitting factorization of ag with
respect to o. Then, Dis,(an,ag) is finite and any y € k(t) satisfying

i a;o'y € k[t], (15)
=0

can be written as y = a/d with a,d € k[t] and d has a splitting factorization d = dod where
Dis,(d) < max (—1, Dis,(an, @) —n).

Proof. Since @y has no nontrivial factor in k[t]”", Theorem 6 implies that Dis,(an,ag) is
finite. Let y € k(t) satisfy (15). If y = 0, then we can take ¢ = 0 and d = d = 1, so
Dis, (d) = —1, which satisfies the theorem, so suppose that y # 0 and write y = a/d where
a,d € k[t] \ {0}, d is monic and gcd(a,d) = 1. Let d = deod be a splitting factorization of d
where both d., and d are monic and m = Dis,(d). If m = —1, then the theorem is satisfied,
so suppose that m > 0 and let p € k[t] be an irreducible common factor of d and c™d. Then,
q = o~ ™pis irreducible, ¢ | d and 0™¢q | d. Furthermore, 0~7¢[d for any j > 0, otherwise we
would have p | ¢™*+7d and m + j € Spr,(d). This implies that ¢?~7¢[o’d for any i > 0 and
j > 0, hence in particular that g fo'd for any i > 0. Every irreducible factor of d., must be
in k[t]°" by Theorem 6. Since o maps irreducibles to irreducibles and k[t]”" is closed under o
by Lemma 3, it follows that every irreducible factor of o’d,, is in k[t]°", hence that ¢ fo'deo
for any ¢ > 0. Therefore, g [o'd for any i > 0. Since q | d and y satisfies (15), it follows that
q | ao, hence that g | @ since ¢ ¢ k[t]° . In a similar fashion, ¢™+*+/qfo'd for any i > 0
and j > 0, otherwise we would have ¢7p | d and m + j € Spr,(d). This implies in particular
that c™*"q)o'd for 0 < i < m. As above, 6™ t"qfo'dy for any i > 0, so e™+"qfo'd
for 0 < 4 < n. Since ¢™*"q | o™d and ged(o™a,0™d) = ged(a,d) = 1, it follows that
o™*"q | an. Therefore, o™+ "q | gcd(an,c™ ™ag), which implies that m + n € Spr, (a., @)
and the theorem follows. O

Recall that the notions of being in k[t]°" or having all its irreducible factors in k[t]”" are
equivalent (Lemma 3).
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Corollary 3 With the hypotheses and notations of Theorem 9, if Dis,(an,a9) < n, then
any y € k(t) satisfying (15) can be written as y = a/d where a € k[t] and d € k[t]"".

Proof. This follows immediately from Theorems 6 and 9. O
Note that the hypothesis of Corollary 3 is satisfied when either @, € k* or a,, € k*, as in
the following example.

Example 11 Consider the recurrence equation (10) from Ezample 2. Since its leading
coefficient is 1, Corollary 3 implies that any solution y € Q(n,n!) must be in fact in

Q(n)[n!,n!—1].

Once we have a bound on the dispersion of the finite part of the denominator, the
algorithm of [3] can be generalized to arbitrary unimonomial extensions as follows: with the
hypotheses and notations as in Theorem 9, let L = a,E™ + ...+ ag be a difference operator
in R = k(t)[E;0,0], V=R/RL and 7y : R — V be the right-remainder by L. Let h > 0
be an integer and z; = w7 (E™) for i > 0. Since V is a finite-dimensional vector space over
k(t), the family (z;);>o is linearly dependent over k(t), so let bozo+ ...+ bs2s = 0 be a linear
dependence relation over k(t) with b; # 0 (such a relation can be computed by Gaussian
elimination) and L, = bsE" + ... + by € R. Since 7z (Ly) =0, L, = RL for some R € R,
which can be computed by Euclidean division in R. It follows that Ly = Rb for any b € k[t
and any solution y € k(t) of Ly = b. Clearing denominators, we get that every solution
y € k(t) of Ly = b satisfies an equation of the form

ey + ...+ ity + coy = by (16)

where ¢y, ...,cs,bn, € k[t] and ¢; # 0. Suppose now that h was chosen so that the denom-
inator of y has a splitting factorization of the form d = d.,d where Dis,(d) < h (such a
bound can be obtained by Theorem 9) and let p € k[t] be an irreducible factor of d and
ep > 0 be such that p°» | d and pe»*! fd. Then, (¢*"p)¢» | oi*d for any i > 0. But o*'p[aitd
for any i,j > 0 and i # j, otherwise we would have |i — j|h € Spr,(d). As in the proof
of Theorem 9, every factor of 0**d, is in k[t]°", which implies that o*"pJo7"d., for any
i,j > 0. Therefore, (6*"p)r | 0*"d for any i > 0 and o**pJo’"d whenever i # j. Since y is
a solution of (16), it follows that (o?"p)°» | ¢;, hence that p°» | ¢ ~"¢; for 0 < i < s. Since
this holds for every irreducible factor of d, we get that

d| ged (0*h¢;),

0<i<s

which allows us to compute a multiple of d. We note that the above algorithm can be used
in order to compute the denominators of solutions with bounded dispersions, even when
no algorithm to compute the dispersion is available. A dispersion algorithm is however
necessary in order to compute a bound by Theorem 9. Combining Karr’s computation of the
specification of equivalence [17] with Theorem 7, this yields an algorithm for computing the
finite part of denominators of solutions in II¥—extensions. Also, since a rational algorithm
for computing the dispersion exists for g—difference equations with polynomial coefficients,
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this yields the following alternative to [4, 5] for computing the rational solutions of such
equations: let C be a field and ¢ € C be such that ¢ is not a root of unity and C is g-suitable
in the sense of [6],i.e. there is an algorithm for finding the roots of the form ¢™ with m € Z
and m > 0 of univariate algebraic equations over C. For example, any finitely generated
extension of F(q) is g—suitable where F is a finitely generated extension of @ and g is either
transcendental over F' or algebraic over @ with complex norm not equal to 1 [4]. Let = be
an indeterminate over C' and ¢ be the automorphism of F(x) given by oz = gz and ca = a
for any a € F. Since ox/z = ¢ is not a root of unity, ca # ¢"a for any a € F* and integer
n > 0, so q is not a o—radical over F'. Corollary 2 then implies that x is a unimonomial over
F, Const, o(F(z)) = F and

Flz]°" = Flz]° = F U {az™ such that a € F,m > 0}.

Therefore a splitting factorization of p € F|x] is simply p = ™p where m > 0 and p(0) #
0. Since C is g-suitable, spreads and dispersions with respect to ¢ can be computed via
resultants [4, 6]. Given a g—difference equation Y . a;o'y = b where aq,...,an,b € F[z]
and ag # 0 # a,, the above algorithm for the denominator reduces the problem of computing
its solutions in F(z) to computing its solutions in F[z,z~1]. A bound for the power of z that
can appear in the denominator is obtained by solving the indicial equation of [4], thereby
reducing the problem to computing its solutions in F[z]. The recurrence of [1] gives an
upper bound for the degree of those solutions, and we conclude by applying the algorithm
of Section 3, specializing the equation at x = 0.

Example 12 [/] Consider the q—difference equation
¢*(qz +1)y(¢*z) — 2¢*(z + 1)y(qz) + (¢ + @)y(z) = 0 (17)

whose coefficients are in (k(z),0,8) where k = Q(q), q is transcendental over Q, x is an
indeterminate over k, 6 =0, and o is the automorphism of k(x) over k that maps x to qz.
We have ag = x + q, as = ¢°(qz + 1) and

resy (¢*(qr + 1), 0™(z + q)) = res.(¢*(gz + 1), ¢z + ¢) = ¢*(¢> —¢™),

which implies that Dis,(a2,@) = 2, hence that any solution of (17) has a denominator of
the form x™d where Disy(d) < 0. Using the bound h = 1, we get Ly, = L and

d|ged(@+q,07 (P (x+1)),0 (P (gz + 1)) = ged(z + ¢, q(z + q), *(z +q)) =z +q.

Therefore, any rational solution of (17) can be written as y = p/(x™(x + q)) where n > 0
and p € klz]. The indicial equation at x =0 is [4]:

07’ —2¢°Z +¢* =0.

Its only solution of the form Z = q™ is for m = 1, which implies that any rational solution
of (17) can be written as y = p/(x(z + q)). Replacing y by this form in (17) we get

p(q*z) — 2p(gz) + p(z) = 0. (18)
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The indicial equation for the degree of the polynomial solutions is [1]:
Z?-2Z+1=0.

Its only solution of the form Z = q™ 1is for m = 0, which implies that any polynomial solution
of (18) must be of the form py € k. The equation (18) now becomes py — 2po +po = 0, whose
solution space is k. This implies that the general rational solution of (17) is

C

m for any C € Q(q) .

y =

We now generalize Abramov’s second algorithm for the denominator [4, 5] to unimono-

mial extensions. The following Lemma first reduces the problem to bounding p—orbital
denominators.

Lemma 20 Let (k,0,6) be a o—differential field, t be a unimonomial over k, aqg,...,a, in
klt] and y € k( ) be such that Y7 aioty € k[t]. Write y = a/d where a,d € k[t], d # 0,
ged(a,d) = 1, let d = dood be a splitting factorization of d, d = dy ...d,, be an orbital
decompositwn of d with respect to o and

be a partial fraction decomposition of y where beo,b1,...,bm € k[t] and ged(beo,dwo) =
ged(bj,d;) =1 for 1 < j <m. We then have

Za,( )ek[t] and Zal (d—J>€k[t]for1<]<m

Proof. Write L =Y. ,a;c*. Then,
L —LIL"’Jrf:Lﬁ € k[t]
V=t =74 .

Let p1,...,pm € R[X] be irreducibles such that ¢; € Oy, for 1 < j < m. Since Of is
closed under ¢ as well as under taking factors by Lemma 17, we have L(b;/d;) = ¢; /h
where ¢; € k[t] and h; € Of, for each j. Since Spr, (p;,p;) is empty for ¢ # j in an orbital
decomposition, Lemma 17 also implies that Spr, (i, h;) is empty, hence that ged(h;, h;) =1
for ¢ # j. In addition, dy, € k[t]”*, which is closed under o and under taking factors by
Lemma 3, 50 L(boo/doo) = Coo/hoo Where coo € k[t] and ho, € k[t]°", which implies that
gcd(hoo, hj) = 1 for 1 < j < m since p; ¢ k[t]°  implies that c™p; ¢ k[t]°" for any m > 0.

We now have .
_;-0 Y crn
I z::hje [t]
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where the denominators are two by two coprime, which implies that each term in the above
sum must be in k[t]. O

We can now show that the denominator of a solution of a linear functional equation is
bounded by its leading and trailing coefficients.

Theorem 10 Let (k,0,6) be a o—differential field, t be a unimonomial over k, ag,...,an
in k[t] be such that ag # 0 # an and let ag = ap.ao be a splitting factorization of ag with
respect to o. Let y € k(t) be such that Y ., a;,0'y € k[t], write y = a/d where a,d € k[t],
d# 0, ged(a,d) =1, and let d = dood be a splitting factorization of d. Then, d is bounded
by (0~ ™an, o).

Proof. Let d = d; ...d,, be an orbital decomposition of d with respect to ¢ and

be a partial fraction decomposition of y where beo,b1,...,bn € k[t] and ged(boo,dos) =
ged(bj,d;) =1for 1 < j < m. Since Y 1, a;0%(b;/d;) € k[t] for each j by Lemma 20, we
can replace y by b;/d; and assume that its denominator d is p—orbital for some irreducible
p € k[t] such that p ¢ k[t]”". If d € k, then B—(d) and B*(d) are empty and the theorem
holds, so assume that d ¢ k and let B~(d) = {j1 < ... < j»} where r > 1, w be an integer
between 1 and 7 and p,, = o7»p. Then, p,, € k[t] is irreducible and pi* | d. Suppose that
p¢, | o™d for some integers m > 0 and e > 0. Then, o/»~™(p)¢ | d, which implies that
m < j, and that e < e;, since j, € B~ (d). By definition of B, e; < ¢, for j < j, and
e;j < €;,_, for j < jy_1. Let p = max;,_,<j<j,(€;) and v be minimal among the indices
such that j,_1 < v < ju and e, = p. Since v ¢ B~ (d), we must have p < e;, _,, which
implies that e; < e;,_, for j,—1 < 7 < juw, hence that e; < e;, _, for j < j,. Taking
J = Jw—m < ju, we get that e < e;, ., hence that the largest power of p,, that can divide

€iw—1

the denominator of o™y for m > 0 is p,”~'. Since Y"1, a;o'y € k[t] and ag # 0, it follows
that pa”  "“~' | ap. Since p ¢ k[t]°", pw € k[t]°", so pa” "' | ag and @y is a left—bound
for d. Let now B*(d) = {i1 < ... <'is} where s > 1, w be an integer between 1 and s and
pw = o t"p. Then, p, € k[t] is irreducible and py™ | o"d. Suppose that p¢, | c™d for
some integers 0 < m < n and e > 0. Then, o®*t"~™(p)¢ | d, which implies that e < e;,
since i, € BT (d). As above, the definition of B implies that e; < e;, ,, for i > i,,. Taking
i =iy +n —m > iy, we get that e < e;,,,, hence that the largest power of p,, that can
divide the denominator of o™y for 0 < m < n is pu"*+". Since > o aio'y € k[t] and a, # 0,
it follows that py”  “** | @n, hence that g% (p)*» ~%w+1 | ¢~ "a,, implying that o "a,, is
a right—bound for d. m|

Our generalization of Abramov’s second algorithm now follows from Theorems 8 and 10:
let hg,...,hn,h € k[t] be such that hg # 0 # h, and let hy = hos.ho be a splitting
factorization of hy with respect to o. Then, Spr, (6 ~"h,, ho) is finite by Theorem 6, so let
us41 be the result of the iteration of Theorem 8 with a = ¢~ ™h,, and b = hg. Then, if
y € k(t) is a solution of 3"7_, h;o'y = h, the denominator of us;1y must be in k[t]"".
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Example 13 Consider again the q-difference equation (17) of Ezample 12. As in that
example, we have hg = x + q and ho = ¢*(qz + 1), s0 07 2hy = ¢*(x + q) and

rese (¢ (z + q), 0™ (z + q)) = reso (P (z + @), ¢"z + @) = ¢*(1 = ¢™),

which implies that Spr,(0=2ha, ho) = {0}. The iteration is then a1 = ¢*(x +q), b1 = v +4¢,
up =1, g1 = ged(ar,b1) =2+ ¢, and u2 = g1 = x + q, so we find again that any rational
solution of (17) can be written asy = a/(z™(x+q)) wheren > 0 and a € Q(q)[z]. Continuing
as in Example 12 yields the general rational solution y = C/(x(x + q)) for C € Q(q).

We remark that Theorem 9 can be obtained as a corollary of Theorem 10: since d
is bounded by (0 "a,,@), Lemma 18 implies that Dis,(d) < Dis, (¢ "an,d). Since
Lemma, 16 implies that Dis, (0™ "ay,ap) = max(—1,Dis, (an,ap) — n), Theorem 9 follows.

Another consequence of Theorem 9 is useful in the context of symbolic summation: we
see from Example 9 that Dis,;/4x (¢) is a measure of the multiplicities of the factors of ¢, and
that applying d/dz to a fraction increases the dispersion of its denominator (w.r.t. d/dz).
This property is fundamental for integration methods, such as the Hermite reduction [10, 14],
which can be seen as a processus for gradually decreasing the dispersion of the denominator
of an integrand. A similar property for finite differences was given in [2] and has been
used in summation algorithms. Its generalization to unimonomial extensions follows from
Theorem 9.

Corollary 4 Let (k,0,06) be a o—differential field, t be a unimonomial over k and a,b,c,d €
k[t] be such that b# 0 # d, ged(a,b) = ged(e,d) =1 and
a a ¢

b d
Let b = boob and d = dod be splitting factorizations of b and d. If d ¢ k, then

Dis,(d) =1+ Dis(b) .
Proof. Suppose that d ¢ k. Applying Theorem 9 to (do — d)(a/b) = c € k[t], we get
Dis, (b) < max(—1,Dis, (d,d) — 1).

Since k[t]°" is closed under o' by Lemma 3, ¢™(d) has no irreducible factor in k[t]°",
which implies that Dis, (d,d) = Dis,(d) > 0, hence that Dis, (b) < Dis, (d) — 1. Conversely,
using (2) with § = o — 1 shows that d | bob, hence that d | bob. Let m = Dis,(d) > 0 and
p be an irreducible common factor of d and ¢™d. Then p | bob so either p | b or p | ob.
Similarly, p | 0™ (bob) so either p | e™b or p | ™+b. Therefore, one of m — 1,m or m + 1 is
in Spr, (b), which implies that Dis, (b) > m — 1 and the corollary follows. O
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