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Abstract: The asymptotic behaviour of the M/M/n queue, with servers subject to in-
dependent breakdowns and repairs, is examined in the limit where the number of servers
tends to infinity and the repair rate tends to 0, such that their product remains finite. It is
shown that the limiting two-dimensional Markov process corresponds to a queue where the
number of servers has the same stationary distribution as the number of jobs in an M /M /oo
queue. Hence, the limiting model is referred to as the M/M/[M /M /o] queue. Its numerical
solution is discussed.

Next, the behaviour of the M /M /[M /M ]] queue is analysed in heavy traffic. When the
traffic intensity approaches 1, the distribution of the (suitably normalized) number of jobs
in the system is approximately exponential. This result relies on two limiting processes—a
diffusion and a normalized heavy traffic limit—being essentially the same.
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Etude asymptotique de systémes de serveurs avec panne

Résumé : Le comportement asymptotique de la file M /M /n avec des serveurs sujets a des
pannes est étudié quand n tend vers 'infini et quand le taux de réparation 5 tend vers 0 de
telle sorte que nn soit constant. On montre que le systéme converge vers une file d’attente
ou le nombre de serveurs est le nombre de clients d’une file M/M/co. Ce modéle limite
est noté M/M/[M/M/c]. Les aspects numériques de cette file d’attente sont discutés. Le
comportement 3 la saturation de cette file d’attente est ensuite étudié quand l'intensité de
trafic converge vers 1. On montre que le processus convenablement renormalisé converge
vers une diffusion réfléchie.

Mots-clés : Serveurs avec panne. Mesures invariantes. Approximations aux diffusions.
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1. INTRODUCTION

The multi-server queue subject to random breakdowns and repairs is a well known model,
with applications in the fields of computing, communications and manufacturing. Its equi-
librium distribution has been studied quite extensively (e.g., see [10, 14, 11] and references
therein). In principle, the exact solution can be obtained numerically for any parameter
setting. However, the computational complexity of all proposed solutions increases quite
quickly with the number of servers (in some cases it may also depend on the offered load).
Consequently, very large systems tend to be numerically intractable.

It is thus of interest, both from a theoretical point of view and for purposes of approxi-
mation, to examine the behaviour of this queue under various extreme parameter settings.
Two different kinds of asymptotic regimes were analysed by Mitrani and Puhalskii in [12]:
(a) the number of servers is fixed, the breakdown and repair rates are bounded away from
0 and the traffic intensity approaches 1; (b) the number of servers and the traffic intensity
are fixed, while the breakdown and repair rates approach 0 in a fixed ratio. In case (a), the
limiting normalized number of jobs in the system is distributed exponentially, while in case
(b) it has a distribution with a rational Laplace transform with simple poles.

Here we are interested, first, in the behaviour of the M/M/n queue when the number
of servers, m, tends to infinity. The arrival, service and breakdown rates are kept fixed,
while the repair rate, 5, tends to 0 so that the product nn approaches a finite limit, . In
other words, the objective is to approximate very large systems where broken servers take
relatively long time to repair. The main result of section 3 is to establish that the limiting
two-dimensional Markov process corresponds to an unbounded FIFO queue served by servers
which arrive into the system in a Poisson stream with rate «y, remain for an exponentially
distributed period and then depart. In the steady-state, the number of servers present has
the same distribution as the number of jobs in an M/M /oo queue. Hence, the limiting
model is referred to as the M /M /[M /M /oo] queue.

The exact analytical solution of the M/M/[M /M oco] queue is still an open problem.
However, we show how one can compute an efficient numerical approximation without too
much difficulty.

The second main result of this paper concerns the heavy traffic asymptotics of the
M/M/[M/M/oo] queue. The random variable of interest is J(1 — p), where J is the steady-
state number of jobs in the system and p is the traffic intensity, when the latter approaches
1. In fact, rather than consider the heavy traffic limit directly, we examine a diffusion limit
which is intuitively equivalent. The normalized queue size is shown to be asymptotically ex-
ponentialy distributed, with mean depending on all system parameters. These developments
are described in section 4.

2. THE BASIC MODEL

Our point of departure is an M /M /n queue with independent random breakdowns and
repairs. Jobs arrive in a Poisson stream at rate A and join a single, unbounded queue. The
required service times are i.i.d. random variables distributed exponentially with parameter
i There are n identical parallel servers, each of which goes through alternating periods
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of being operative and inoperative, independently of the others. The operative periods are
i.i.d. random variables distributed exponentially with parameter ¢; similarly, the inoperative
(repair) periods are i.i.d. random variables distributed exponentially with parameter 7.
Jobs are taken for service from the front of the queue, one at a time, by available operative
servers. No operative server can be idle if there are jobs waiting to be served. If a service
is interrupted by a breakdown, then the relevant job is returned to the front of the queue.
When an operative server becomes again available for it, the service is resumed from the
point of interruption; there are no switching overheads. This model is illustrated in figure
1.

FI1GURE 1. The M/M/n queue with breakdowns and repairs

The evolution of the system state is represented by the irreducible Markov process X,, =
{[In(¢), Ju(t)] ; t > 0}, where I,,(t) is the number of operative servers, out the n that are
available, and .J,,(¢) is the number of jobs (in the queue and/or in service), at time ¢. Denote
the stationary distribution of X, by

(1) Pa(i;J) = lim P(I(8) =4, Ju(t) = j) 5 1= 0,1,...,n; j=0,1,....
— 00
The probabilities p, (¢, j) satisfy the following balance equations

(2) A+ pij+i&+ (n—inlpa(i,5) = Apn(i,J — 1) + pij41pa(d, 5 + 1)
+ (0 +1)8pa(i+1,5) + (n =i+ Vnpn(i — 1, 5)
where p; ; is the state-dependent instantaneous service rate, y; ; = min(é, j)p = (i A j)p,
and p,(—1,7) = pp(n + 1,5) = pp(i, —1) = 0 by definition.
It is important to note that, since server breakdowns and repairs occur independently of
the arrivals and services of jobs, the marginal distribution of the number of operative servers
is binomial:

(3) Pa(s,) = (T;) (#) (%)n_ Ci=0,1,...,n.

INRIA



Large Scale and Heavy Traffic Asymptotics 5

Hence, the processing capacity of the system, which is defined as the average number of
operative servers, is equal to

nn
4 E(I,) = .
The process X, is ergodic if, and only if, the offered load is less than the processing capacity:
A nn
5 —<—.
) poo &+

It is assumed that this condition is satisfied. In terms of the traffic intensity, p,, the
assumption is that

©) pa=2EE1
nnp

The fact that the state space of the process X,, depends on n is a source of some incon-
venience. To get around that, we shall formally extend the state space to all non-negative
integer pairs {(4,7) |7 > 0,5 > 0}. The instantaneous transition rates out of state (i, j) are
as before (X, p1;5,4€), except that the transition rate to state (¢ + 1,j), which is equal to
(n —i)n when i < n, is defined as 0 for ¢ > n. Thus, all states with more than n opera-
tive servers, {(i,)|% > n}, are unreachable and their steady-state probabilities are 0. The
extended process is no longer irreducible, but the solution of the balance and normalising
equations is unaffected.

3. LARGE SCALE LIMIT

Consider an infinite sequence, {X,, ; n = 1,2,...} of the above processes. The parameters
A, 1 and & are kept fixed, but the average repair time is allowed to grow with the number
of servers, in a ratio that approaches a finite limit:
lim np =1,
n—oo
for some v > 0.
Every state, (i,J), is reachable by all X,, such that n > 4. In the limit n — oo, the
transitions out of state (i, ) are

to state (4,7 + 1) with rate X;

to state (i + 1, j) with rate v (since (n —i)p — 7);
to state (4,7 — 1) with rate (4 A j)p;

to state (i — 1,7) with rate €.

We observe that these are precisely the transition rates corresponding to a queueing
system where jobs and servers arrive in independent Poisson processes, with rates A and ~y
respectively; each server remains in the system for an independent, exponentially distributed
period (with parameter &), during which it may serve jobs at rate p, and then departs.
Services that are interrupted due to a server departure are eventually resumed on another
server. We refer to this system as the M/M/[M /M /] queue (see figure 2), because the
number of servers present behaves like the number of jobs in an M/M/co ‘queue’ with
parameters vy and &.

RR no 3807
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FIGURE 2. The M/M/[M /M /] queue

Let X = {[I(t), J(t)] ; t > 0} (where I(t) is the number of servers and J(t) is the number
of jobs at time t), be the Markov process modelling the M /M /[M /M /o] queue. Denote
its stationary distribution by

(7) p(i,j) = lim PUI(t) =4, J(t) =§); i =0,1,... 5 j=0,1,.....

The marginal stationary distribution of the number of servers always exists and is given
by

Q P = 5 (/) e i=0,1,

The average number of available servers is E(I) = v/£. Hence, the condition for ergodicity
of X is clearly

Ay
9 2«1,
©) o€
or, in terms of the traffic intensity,
A
(10) p= L3 <l1.
T

So far, we have seen that the generator matrices of X,, converge, element by element, to
the generator matrix of X. Now our aim is to demonstrate a much stronger result, namely
the existence and similar convergence of stationary distributions:

INRIA
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Theorem 1. If the condition (9) holds, then X, and X, for all sufficiently large n, are
ergodic, and

lim p,(i,7) =p(,75);i=0,1,...;j=0,1,... .
n—oo

The proof relies on a rather general theorem by Malyshev and Menshikov, [5], which we
restate here in a form suitable to the present context. Let Y, = {Y,(k) ; ¥ = 0,1,...},
n=1,2,..., be a sequence of Markov chains, and Y = {Y(k) ; £k =0,1,...} be a Markov
chain, all on the same state space, S. Then

Theorem 2. If there exist numbers 3 > 0 and o > 2, a positive real-valued function f(-)
defined over S, and a finite subset, F' of S, such that for all sufficiently large n,

(1) E(f(Ya(k+1)— f(z)|Yo(k) =2) < -0, forz € S—F,

(ii) E(f(Y(k+1) - f(2)|Y(k) =2) < -8, forz € S - F,
then those Y, and Y are ergodic; denote their stationary distributions by m,(x) and w(x)
respectively. Moreover, if

(i) $Upy, (IS (Y (b + 1)) — F(@)|% | Valk) = 2) < oo,

(iv) the transition matrices of Y, converge, element by element, to that of Y,
then

lim m,(x) =7n(z) ; z€S.
n—od
The function f(-) is sometimes called a Lyapunov function. Conditions (i), (ii) and (iii)
refer to conditional negative drift, and integrability of transitions, of Y;, and Y with respect
to the Lyapunov function.

Proof. For our purposes, Y,, and Y are the Markov chains embedded at the jump epochs of
processes X, and X respectively. The state space, S, is the set of all non-negative integer
pairs. Finding a Lyapunov function that satisfies (i), (ii) and (iii) (condition (iv) is already
satisfied), will establish Theorem 1 as a corollary of Theorem 2.

We start by defining a sequence of numbers, a;, according to the recurrences

1
(11) ap =0 ; al+1=;(l§al—)\+l,u—19) ; 1=1,2,...,
where ¥ is a positive constant chosen so that
A+
ATV B
gl §
Such a choice is possible whenever the inequality (9) holds. Then (11) implies {a; > —p.

Hence, and from

V(a1 —ar) = U(p + &ar) ,

it is easy to deduce that

l
az+1>a1+;(u+€a1) ; I>1.

RR no 3807



8 Dantzer € Mitrani € Robert

Thus, (9) allows the construction of aq, az,. .., such that (11) is satisfied, and a; — oo when
- .

Now, let the finite subset F' mentioned in Theorem 2 be of the form F = {(¢,5)]i <
N,j < N}, where N is is a suitably large integer. For any given N, define the following

Lyapunov function:
N . . P
- N f N
(12) flig) = {Zimo @ Tim N A e ifi> N,
Diom+jtc if i <N,

where ¢ is a constant chosen so that f(i,j) is positive. The conditional drift of ¥ with
respect to f is given by:

(13) d@d)IEUOWk+1D—f@JHYUOI(Lﬂ%=;;ﬂ%j+ﬂ

,J
)+ DG Gy o1y - i)

Tij Ti,j Ti,j

where r;; = A+ + (i A j)u + i€ is the total transition rate out of state (¢,5). We shall
show that, when N is sufficiently large and (i, ) is outside the corresponding set F', the
right-hand side of (13) is bounded above by a negative constant.

There are three cases to be considered (see figure 3).

i=N,j>N

i<N,j>N

i>N

FIGURE 3. The sets of states F and S — F

Case 1, ¢ > N . Substituting (12) into (13), we note that the sums of a; cancel out:
oy A=A p—i Aty —i
(14) d(i, j) = Ar = A= v i€
Ad+v+0EAPDp+iE " A+v+ip+i€

INRIA
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When N — oo, the right-hand side of (14) approaches —¢&/(p + £). Hence, we can clearly
find constants Ny and 81 < &/(u + &), such that if N; is used to define F, d(i,j) < —f for
all ¢ > N;.

Case 2,7 = N < j. The expression for d(N,j) is
A+~v—Np—Néan

A+7+ Np+ N¢

When N — o0, this approaches —oo, since ay — o0. Again, we can choose N» and (2 such
that d(N2,j) < —f for all j > Na.

Case 3,7 < N < j. The recurrences for q; yield:

(16) d(i, j) =

(15) d(N,j) =

A+ 7ait1 —ip —ifa; -

X+ +ip+ i€ A+~+Nu+ NE
Any 3 smaller, in absolute value, than the right-hand side of (16), and any positive N3,
ensure that d(i,j) < —f3 for all i < N3 < j.

Thus, condition (ii) of Theorem 2 is satisfied by choosing

N = max(N1,No, N3) ; 8= min(B, B2, 03) -

Almost exactly the same arguments show that condition (i) is satisfied, with the same
values for N and S, for all sufficiently large n. Where terms of the form (n — i)n appear,
neglecting iy enhances the inequalities, while nn uniformly approaches ~.

It remains to verify condition (iii) for the value of N, and Lyapunov function, determined
above. Take any a > 2 and substitute (12) into the expressions for

Dn(i, j) = E(|f(Ya(k + 1)) — f(i,5)|* | Ya(k) = (i,7)) -
This yields, when 7 > N,

D,(i,j)=1.
When ¢ = N,
D,(i,j) < max(1,|an|®) .
Finally, when i < N,
Di(i, ) < max(1, |as|*, [ait1]®) -

Denoting A = max(1,las|%,...,|an|*), we see that D,(i,5) < A for all (i,5) and all n
(including the chain Y").

This completes the verification of the conditions of Theorem 2, and hence the proof of
Theorem 1. O

3.1. Solution of the M/M/[M/M/co] queue. The stationary distribution of the Markov
process associated to the M /M /[M/M /], X, satisfies the following balance equations:

(A7) A+ + @A Jp+i&]p(, )
=Ap(i,j = 1) +yp(i —1,5) + (A Aj+ 1)pp(i,j+ 1) + (i + 1) p(i + 1, 5),

RR no 3807
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fori, 7 =0, 1, ..., where p(—1,7) = p(i, —1) = 0 by definition. These equations, together
with the normalizing equation, determine, in principle, the probabilities p(4, 7).

Unfortunately, there is no analytical solution of (17). Methods that have been used suc-
cessfully with other two-dimensional processes (eg, reduction to a boundary value problem)
do not appear to work here. A numerical approximation can of course be obtained by
truncating the state space to, say, ¢ < N, 7 < M, for some integers N and M, and then
solving the resulting finite set of equations. However, that approach can be very expensive,
of uncertain accuracy, or both.

An efficient and accurate numerical solution can be obtained by exploiting the fact that
the marginal stationary distribution of the number of servers is given by (8). Fix a tolerance
level, €, and find an integer, N, such that
> S e <

i=N.+1
Truncate the state space by neglecting all states (4,7) for which 4 > N,. The sum of
the stationary probabilities of the discarded states is then known to be less than e. The
remaining state space is still infinite, but only in the j-dimension. Moreover, when j > N,
the instantaneous transition rates do not depend on j. The resulting Markov process can
be solved either by the matrix-geometric method [13] or by spectral expansion [11].

If this approach is used to compute a performance measure such as the average number
of jobs in the system, then the result is not just an approximation but also an upper bound.
This is because the truncation under-estimates the average number of servers in the system.

Figure 4 shows the effect of € on the value of N, and on the computed performance
measure E(J). The solution was obtained by spectral expansion.

The parameters used in this example were A =3, v = 0.3, p = 1, £ = 0.05. This is not a
heavily loaded system; the average number of servers present is 6, and the traffic intensity is
p = 0.5. The figure shows that a four-digit accuracy in E(J) is obtained for e = 10~%. The
corresponding level of truncation is N = 18; neither that, nor the truncation at N = 21,
presents any computational problems.

It is worth pointing out that, while € decreases exponentially, the truncation level, IV,
increases roughly linearly. This justifies the claim that the proposed solution is efficient
(more examples of this type can be found in [4]). However, one can anticipate a deterioration
in the accuracy of the truncated model, and hence intractably high values of N, when the
offered load approaches the average number of servers. Then a small underestimate in E(I)
can have a big effect on E(J).

The following section provides an analytic approximation which applies in the cases where
the numerical approach breaks down.

4. THE M/M/[M/M/c0] QUEUE IN HEAVY TRAFFIC

Suppose that the parameters of the M /M /[M /M /oo] queue are changed in such a way
that the average number of servers remains constant (one could also handle the case where
that number varies but remains bounded), while the offered load increases, causing the traffic

INRIA
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6.26 T

6.25 —+

6.24

10~2 1073 10~% 107° €
13 16 18 21 N.

FIGURE 4. E(J) and N, for different values of €

intensity to approach 1. To be precise, consider a sequence of parameter sets {\y, fin,7, &},
n =1,2,..., such that

(18) An_’)‘;l‘n_’lL;pnzﬁ/‘ﬁz
Yy~ oy

for some positive constants A and u. Moreover, assume that (1 — p,)~! approaches oo in
the manner of \/n, i.e.

(19) (1—pu)yn—1.

Denote the corresponding sequence of Markov processes by

Xn = (@), Jn(®)]; 120) 5 n=1,2,...,

L,

where I(t) is the number of servers and J,(t) is the number of jobs in the system at time ¢.
Note that all the X,,’s correspond to M /M /[M /M ]oc] queues; they should not be con-
fused with the sequence of M /M /n processes introduced in the previous section.
Let @, (t) be the following normalized queue length process:

(20) Qult) = "’é;i”

The transformation (20) is known as ‘diffusion scaling’.

= Jo(nt)(1 = pn) -

We shall denote by 2 the convergence of distributions of processes in D([0, +o00[), the
space of functions on [0, +oo[ which are continuous on the right and have left limits. The
space D([0, 4+o0]) is endowed with the Skorokhod topology (see Billingsley [2]).

RR no 3807
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The main result of this section is the following.

Theorem 3.
(21) (Qn(t) % (R[ 2A(1 + %)B(t) —/\tD ,

where B(t) is the standard Brownian motion; the process in the square brackets is o diffusion
with negative drift. R[X(t)] is the Skorokhod reflection of (X(t)):

RIX(#)] = suplX(t) - X(u)]

(For a nice illustration of (X (¢)) and (R[X(t)]), albeit in a slightly different context, see
Feller [6], page 192).

Before proceeding with the proof, consider the implications of this theorem. First, let us
assume that the stationary distribution of the limiting process in (21) is the same as the
limiting stationary distribution of the normalized queue size:

(22) lim lim (1 — p,)Jn(nt) = lim (1 —p,) tlim Jn(nt) .

t—o00o n—oo

(The interchangeability of these two limits is normally taken for granted. There are very
few instances where it has been proved, e.g. the G/G/1 queue [1, 9].)

Now, it is known that the stationary distribution of a Skorokhod reflection of a diffusion
process with negative drift is given by

(23) tlirgo P(R[aB(t) — bt] > z) = ]P’(SI>1p[aB(t) —bt] > x) .

Also, it is known (see [1] or [15]) that
(24) P(sup[B(t) — bt] > z) = e~ 2% .
>0
These last two results, together with the fact that B(t) has the same distribution as
B(a’t)/a , imply that
(25) lim P(R[aB(t) - bf] > z) = e~2ba/a®
— 00

The process in (21) has b = X and a® = 2A(1+p/¢). Hence, Theorem 3 and the equivalence
(22) imply that the limiting normalized stationary queue size is distributed exponentially:

(26) lim P((1— pp)Jn > z) = e—&e/(E+n) — o—ra/(7+A)
n—oo

(the last equality follows from A\ = ).

Thus, the heavy traffic approximation for the average number of jobs in a system with
traffic intensity pp, is
7+ A

(27) BU) S

INRIA
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Proof of Theorem 3. Let N*(t) be an independent Poisson process with parameter z. Dif-
ferent instances of such processes will be distinguished by indexing.

Assume, without affecting the long-term results, that I(0) = J,(0) = 0. Since I(t) is
equal to the number of servers that arrive during the interval (0,t), minus the number of
servers that depart during that interval, we can write

[e) t k
(28) It =N -3 / Lt yory 3 ANS () |
k=1 =1

where 17, is the indicator function and u— is the instant ‘just before’ u .
Any Poisson process can be expressed in the form

(29) N®(t) = ot + M(t)

where M (t) is a locally square integrable martingale. Applying (29) to (28) and remembering
that the sum of martingales is a martingale, we get

o0 t
0 =yt—€3 k / Ltuyesy du + Mi(t)
k=1 7O

or, exchanging the order of summation and integration,

(30) I(6) =yt — & /0 T(u)du + Mi(t) ,

where M;(t) is a locally square integrable martingale.
A similar argument shows that

(31) Jn(t) = Ant — pn /Ot[Jn(u) AI(w)]du + My, (t),

where M ,(t) is a locally square integrable martingale.
Rather than attack directly the scaled queueing process, Q,(t), defined in (20), consider
the scaled difference between the number of jobs and the number of servers:
Jn(nt) — I(nt)
vn '
First, using the fact that J,(u) AI(u) = I(u) — [I(u) — Jo(u)]t, where zt = z V0, rewrite
(31) as

(32) Ya(t) =

t t
(33) Ta(t) = At — i /0 I(u) du + pn /0 [T(u) = Jn(@)]* du + Myn(t) -

Eliminating the first integral in the right-hand side of (33) with the aid of (30), setting
t = nt and dividing by /n, and bearing in mind that
Ta(t) = I(t) = [Ja(t) = IO = [1(t) = Ju (],
we obtain the following equation:
(34) [Yn(t)]+ = Zn(t) + Vn(t) ’

RR no 3807
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where
_ _ﬁ =1 — B u_nMI(nt) M n(nt)
(35) Zy(t) = on (1—pa)t £ Jn + Jn
pn o I(nt)  [I(nt) — Jn(nt)]t
+( ¢ 1) Jn + Tn ,
and
nt
(36) Va(t) = 22 | [1w) = Ja(w)* du

From the above definitions it is immediately clear that, for every n, the pair of processes
([Yn(t)]") and (V,(t)) have the following properties:
(a) [Ya(®)]" 2 0;
(b) V,(t) is non-decreasing and V,,(0) = 0;
(¢) if V() > 0 then [Y,(t)]T = 0.
That pair is therefore the unique solution of the Skorokhod reflection problem for the process
(Z,(t)). Consequently, for ¢t > 0,

(37) Yo" = zlg[zn(t) — Zn(u)] = R[Zn(t)] .

Moreover, if (Z,(t)) converges in distribution to some process (Z(t)) when n — oo, then
([Yn(t)]") converges in distribution to the Skorokhod reflection (R[Z(t)]) (see, for example [8,
15, 16] and references therein).

The next step is to show that the sequence (35) converges in distribution to the diffusion
process in square brackets in (21). The first term in the right-hand side of (35) approaches
—\t, due to (19).

The convergence of the two martingales in (35). To prove that they converge to Brownian
motions, it is sufficient (see for example Theorem 1.4, page 339 of Ethier et Kurtz [3]) to show
that their quadratic characteristics converge in probability to the quadratic characteristics
of Brownian motions. If (X) denotes the increasing process of the process X (see Rogers
and Williams [15]), we have

Mr(nt) 1 1 /"t
38 ———= )= —(Mp(nt)) =yt + &= I(u)d
(39) (FE) = S0ty = e+ [ 1w
(the two terms in the right-hand side are the continuously increasing parts of the server
arrival and server departure processes, respectively; they have to be added because the
jumps of those two processes are disjoint). For ¢ > 0 the variables

1 nt 1 nt
— I =t— I
- /0 (u) du tnt /0 (u) du

converge in probability to ty/€ by the ergodic theorem applied to I(t). Hence,

(39) <M\’/(gt)> = 2yt

INRIA



Large Scale and Heavy Traffic Asymptotics 15

for the convergence in probability.
Similarly,

(40) = At s / " ) du— L / " 1) - ()]t du.
n Jo n Jo

By the same argument as above, and remembering that uy/¢ = A, the first two terms in
the right-hand side of (40) approach 2A¢. The third term vanishes, as shown by the first
assertion of the following;:

>=AM+M%L”hWMHMMu

Proposition 1. The variable

L [ - @) aw
n Jo
converges in probability to 0 and
I(nt)\ q
() %o

The proof of this proposition is in the Appendix.
Since the jumps of (Mj(nt)//n) and (M;,(nt)/\/n) occur according to independent
Poisson processes, the quadratic covariation of these martingales is zero,

<M1(nt) MJ,n(nt)> —0

VI
The above developments imply the convergence
fn M1(nt) MJn(nt)> d (u )
41 _fn + = S EV29B(t) + V2ABy(t) ),
() (-l 2 Mo L /5B(0) + VB (D)

where (B(t)), (Bi1(t)) are standard independent Brownian motions. The term on the right
hand side of (41) has the same distribution as

w _ T
(42) (’/276_2 +2) B(t)) = ( 20(1 + g)B(t)) :

The last two terms of (35). The second part of proposition 1 shows that they converge
in distribution to 0 since
[I(nt) — Jn(nt)]* < I(nt)
vn - ovnoo

Therefore,

(43) (Zn()) S (—/\t+ 201+ g) B(t)) _

Thus, ([Y,(t)]T) converges in distribution to the Skorokhod reflection in the right-hand
side of (21).
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Finally, note that

Jn(nt)
NG

_ I(nt) _ [I(nt) — Jn(nt)]*
= [Yu(®)]" + N NG :

Since the last two terms converge in distribution to 0, (Qn(t)) and ([Y,(¢)]T) converge in
distribution to the same process. This completes the proof of Theorem 3. O

4.1. Empirical evaluation of the approximation. We have compared the approxima-
tion provided by (27), with estimates of E(J) obtained from simulations. Each estimate
is obtained from a simulation run generating approximately one million job arrivals; this
is divided into 21 portions of roughly equal size (of which the first is discarded), for the
purpose of computing a 90% confidence interval.

Two sets of experiments were carried out. In the first, the parameters u, v and & are
fixed as in the example of section 3.1: p =1, v = 0.3, £ = 0.05; the average number of
servers present is E(I) = 6. The job arrival rate, ), is increased from 5.2 to 5.8, with a
corresponding increase in the traffic intensity from p = 0.867 to p = 0.967. The saturation
point p = 1 is reached when A = 6.

The results are illustrated in figure 5. It appears that the approximations are always
pessimistic: they over-estimate the average number of jobs in the system. Moreover, the
absolute difference between an observation and the corresponding approximation does not
change much; of course, the relative difference decreases with the traffic intensity, as pre-
dicted by theorem 3. It should be pointed out that when the traffic intensity approaches
1, the simulation estimates become less and less reliable; the big variability in the observed
queue sizes causes the confidence intervals to become very large.

In the second set of experiments, the breakdown rate is reduced by a factor of 10, to
& = 0.005. Consequently, the average number of servers present is 60. The service rate is
also reduced by a factor of 10, to = 0.1, so that the saturation point is again reached when
A =6.

These changes do not affect the heavy traffic approximation, but they do affect the
queueing process (see figure 6). The same traffic intensity produces a lower average queue
size in the second system than in the first (intuitively, this may be explained by the fact
that the variance of the number of servers has increased by a factor of ‘only’ 10, rather
than by a factor of 100). Thus, the absolute differences between the approximations and the
simulated queue sizes tend to be larger. However, they still appear to be roughly constant
as p increases.

These experiments suggest that the accuracy of the heavy traffic approximation (27) can
be improved by simulating the system for one (moderately large) value of p, and using the
observed difference between the approximated and simulated E(J), in order to calibrate the
approximations for larger values of p.

INRIA
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E()}
o approximation
600 1 ] )
e simulation
¢
500 +
400 +

300 4
200 1 ?
100 + +
| | >

|
5.2 5.4 5.6 5.8 A
0.867 0.900 0.933 0.967 p

FIGURE 5. Approximation and simulation; set 1 — 90% confidence intervals

APPENDIX

Proof of Proposition 1. To have the first assertion, it is enough to show that the limit is 0
in expectation, i.e. that

(44) E (% /0 ") — L)t du)

tends to 0 as n gets large.
We first prove that (J,(t)) grows sufficiently as n tends to infinity. With the same
notations as bove, the process (J,(t)) satisfies the following stochastic differential equation,

I(t—)
dIn(t) = AN (t) = Y Ly, yza AN (1)

i=1
One defines (J),(t)) by J/,(0) =0 and

I(t—)
dJ,(t) = AN* (t) — Ly 1 y>0 Z dN{"(t) ,

i=1
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E(J)
o approximation
1200 + . .
e simulation
1000 +
800 +
600 +
400 4 o
SO
200 + +
! ! ! I
5.6 5.7 5.8 5.9 A
0.933 0.950 0.967 0.983 p

FIGURE 6. Approximation and simulation; set 2 — 90% confidence intervals

it is easily seen that J) (¢) is non negative and J) (t) < J,(¢) for all ¢ > 0. The process
(J!.(t)) can be also written as

1
49) 0 =200 + i [ Loy du
0

with

t
Z'(t) = Ant — fin / I(u) du
0
+o0

+ (N (1) = Ant) — Z (/0 Lii<r(u—)} (AN (u) — pin du)) )

i=1

The identity (45) shows that the process (J/ (t)) is the first component of the Skorokhod
reflection problem for (Z],(t)). In this case, since JJ, does not play a role in the expression
of Z, it is easy to prove that (Z)(nt)/\/n) converges in distribution to the Brownian
motion with drift defined by (42). Consequently (J},(nt)/1/n) converges in distribution to
the corresponding reflected process.
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We come back to the integral (44), interchange expectation and integration and write
1 1

E/On E([I (u) — Jn(u)] ") du < ;/On E (I(u)ls,(u<1(wy) du

t
= / E (I(nu)1{s, (nu)<r(nu)}) du -
0
The above integrand can be bounded by applying Cauchy-Schwartz’s inequality:
(46) E (I(nu)l{Jn(nu)SI(nu)}) < \/]E([I(nu)]Q)\/]P’(Jn(nu) < I(nw)) .

Now, E([I(nu)]?) approaches the second moment of the stationary number of jobs in the
M /M /oo queue, which is finite (in fact this quantity can be calculated explicitly). For a
fixed u > 0, using again the convergence in distribution of I(nu), for € > 0, one can find a
C > 0 such that for n sufficiently large the inequality P(I(nu) > C) < ¢ holds. Since

P(Jn(nu) < I(nu)) < P(J) (nu) < I(nu))

< B(I(nu) > C) + B(T,(nu) /vt < C/v/m)

the convergence in distribution of (J},(nu)//n) shows that the last term is arbitrarily small
as n gets large. Hence the integrand (46) converges to 0, we conclude by using Lebesgue’s
theorem.

To prove the second part of Proposition 1, it is sufficient to show that for all ¢ > 0, the
variable supy<,<; I(nu)/y/n converges to 0 in distribution. For € > 0,

I(nu) )
P{ su >e| <P(H < nt),
(OSuI;t n )" (Hey < nt)
where H, is the hitting time of = by the process (I(t)). A classical result, see [7] for example,
shows that the distribution function of (v/£)*H,/(xz — 1)! converges, as z tends to infinity,
to a function continuous at 0. Consequently, the right hand side of the previous inequality
converges to 0. This establishes the proposition. O
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