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Abstract: Based on an earlier work, we present an in-depth discussion of the relationships
between synchrony and asynchrony. Simple models of both paradigms are presented, and
we state theorems which guarantee correct desynchronization, meaning that the original
synchronous semantics can be reconstructed from the result of this desynchronization. This
theory can be used as a basis for correct distributed code generation. The present paper
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Hiérarchies d'horloges pour la désynchronisation

Résumé : Nous présentons une étude approfondie des relations entre formalismes syn-
chrones et asynchrones, et nous étudions la désynchronisation de programmes synchrones.
Dans nos travaux précédents nous avions donné des critéres effectifs garantissant la préser-
vation de la sémantique lors de la désynchronisation et la génération de code distribuée. Ce
rapport se concentre sur les structures de données adéquates pour ce probléme, & savoir les
hiérarchies d’horloges. Ce travail apporte des éléments théoriques nouveaux sur les tech-
niques utilisées dans le compilateur SIGNAL.

Mots-clé : langages synchrones, désynchronisation, génération de code distribuée.
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1 Introduction
Synchronous programming [4, 9, 13] has been proposed as an efficient approach for the design

of reactive and real-time systems. It has been widely publicized, using the idealized picture
of “zero time” computation and instantaneous broadcast communication [8]. Criticisms
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4 Talpin, Benveniste, Caillaud, and Le Guernic

have been addressed to this approach. It has been argued that, very frequently, real-life
architectures do not obey the ideal model of perfect synchrony.

However, similarities and formal links between synchrony and asynchrony have already
been discussed in the literature, thus questioning the oversimplified vision of “zero time” com-
putation and instantaneous broadcast communication. Early paper [5] informally discussed
the link between perfect synchrony and token-based asynchronous data-flow networks, see
in particular section V therein. The first formal and deep study can be found in [12]. It es-
tablishes a precise relation between so-called well-clocked synchronous functional programs
and the subset of Kahn networks amenable to “buffer-less” evaluation.

Since then, the issue of synchronous program “desynchronisation” has been investigated
by several authors [11, 21, 3, 24, 23, 10], see [7] for a more detailed discussion.

In [7, 6] we have provided an extensive, in depth, analysis of the links between synchrony
and asynchrony. The proposed vision of asynchrony encompasses distributed systems, in
which no global synchronization state is available, and communications/actions are not
instantaneous. This extension allows us to handle incomplete designs, specifications, prop-
erties, architectures, and executable programs, in a unified framework, for both synchronous
and asynchronous semantics. The above papers investigated in particular the following two
issues related to desynchronisation, namely: 1/ when is desynchronisation revertible, for a
single synchronous program ?, and, 2/ when is a network of synchronous programs robust to
the desynchronisation of communications ¢ The new notions of endochrony and isochrony
were introduced to answer questions 1 and 2 respectively. Endo/Isochrony are properties
which can be checked on the synchronous specifications, prior to desynchronisation and code
distribution. Enforcing Endo/Isochrony in a given design is an efficient way to automatically
synthesize the schedulings and protocols needed for correct asynchronous code distribution.

In this paper we introduce suitable data structures for checking Endo/Isochrony, and we
provide corresponding algorithms. This data structure, called hierarchic normal form (HNF)
is a new kind of decision diagram. It is a normal form for transition relations, it does not
require any prior variable ordering. It deeply exploits the multiclock nature of Synchronous
Transition Systems (STS), a simple model for synchronous programs suggested by Amir
Pnueli and discussed in [7, 6]. In STS, signals can be present or absent in a given reaction.
The present/absent status of a signal is abstracted as its clock. A HNF provides a canonical
form for signals in which corresponding clocks are nested. Using HNF, Endo/Isochrony is
efficiently checked or can be synthesized.

The paper is organised as follows. In section 2 we introduce a simple Statecharts example
to motivate our approach. The STS model is briefly recalled in section 3, and the results of
[7, 6] are summarized in section 4. HNF are introduced in section 5, for the simpler case
of boolean STS. As STS are equipped with synchronous parallel composition, we provide
in section 6 compositional algorithms for computing them. In section 7 we discuss how
HNF can be used in Endo/Isochrony. HNF for general STS is discussed in section 8. The
Statecharts example is re-discussed in section 9, and then conclusions and perspectives are
drawn.

INRIA
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2 Discussing a Statecharts example

The motivations for choosing Statecharts for our example are the following. First, State-
charts are a widely known and visual formalism [16]. And, second, we wish to convince the
reader that our technique for distributing synchronous programs extends beyond our own
SIGNAL formalism [20], and even beyond the “french” synchronous ESTEREL [9] and LUSTRE
[14, 15].

The Statecharts example shown in figure 1 will support our discussion throughout this
paper. The Statecharts has four and-states working in parallel : an arbiter, an emitter, and

a p out
arbiter : emitter
plst2 : out_1/out:=2
out:=
|
p/st p/sp_2 E out 2/ out =4
__________________ R
1 bit # 1 2_bit # ouf:=2
1
! running_2
sp_t , running_1 : sp_2 q
1
=
| a a
st 1 1 st 2
1 alout 2 out_2
! out:=4
1 sp_2

Figure 1: A Statecharts example, and a scenario.

two counters (1_bit— and 2_ bit—counter). When receiving the push-button message p, the
arbiter switches to the next state, in a circular way, and emits the start (st) or stop (sp)
messages toward the two counters. Thus the two counters are activated according to an
interleaving mode. When activated, each counter counts the occurrences of event a, and
returns an out message when reaching his zero state. The emitter emits the result to the
environment. Note the different reactivation mode for the two counters, with and without
history (i.e., resume and restart mode). A possible scenario is depicted. It shows two active
phases for the 2 bit—counter, and one for the 1 bit—counter. Counting the a is figured by
the length of the horizontal thick bars.
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2.1 First attempts

Brute force distribution. In figure 2 we show a distribution scenario with three commu-

1 bit_# arbiter 2_bit_#
aL PL out
' ! st 2

out_1/out:=2

arbiter

E out 2/out:=4

a st1| spt out_1 a| st2 Sp_2 out 2

ITIIlII

1_bit_# 2 bit_#

running_2

L83

alout 2

running_1

alout 1

I'IIlII

sp_2

Figure 2: Brute force distribution. Loss of semantics.

nicating sequential processes, in which we have glued together the arbiter and the emitter to
form a single, synchronous, component. Focus on the grey patches on arbiter and 2_bit_#:
they exhibit a change in the interleaving, causing in turn a change in the history of process
arbiter (in the scenario of figure 1 we first observe out:=4, while in the scenario of figure
2 we first observe out:=2). Whence the loss of so-called serial semantics.

Preserving step semantics. In figure 3 we remove the undesirable effect observed in
figure 2 by fully distributing the synchronous semantics: the step is broadcast and is used
to activate each communicating StateChart. By doing this we restore the semantics, even
globally. However, as revealed by the scenario shown in figure 3, each step is blocking. This
is often unacceptable as a mode of execution. And it turns out that this is unnecessary as
we show next.

INRIA
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Tout -
' —
arbiter g —
: out_1/out:=2 e
5 @ =4l -
st 1
g out2/out:=4 L "
. [ ot F--------- -
al s1| st a8 St2| sp2|  fout2 — > out:=2
[ L REEEETEESTTELTEITEEE -
sp_1
1_bit # 2 bit_#
running_2
p—
running_1 a
;
alout 1 J @:%————%
alout 2 -

Figure 3: Preserving step semantics. blocking at each step : not acceptable !!

2.2 Preserving semantics: discussion and proposed solution

1. Referring to figure 2, focus on the downward communications a, st_2, sp_2: they
are awaited by 2_bit_# asynchronously, hence we need to explicitly preserve the global
interleaving from the emitter down to the receiver.

This is achieved by the way of introducing a “local superstep”, which has as a clock
the supremum of the clocks of a, st_2, sp_2; this “local superstep” is emitted by
the arbiter and it indicates to the 2_bit_# which signal it is supposed to await in the
considered reaction.

2. Then, focus on the out_2 communication ; again the arbiter is awaiting for it asyn-
chronously, and we again need a “local superstep” ; but it already exists, as we can use
for this purpose the immediate step following the emission of the a signal. The “step”
we refer to here is the local step of the arbiter.

Thus we only need to convert the out_2 event into a boolean signal with clock identical
to that of the immediate step following the emission of a, and encodes out_2 via the
true occurrences of this boolean signal, which we keep calling out_2.

Comparing with figure 3, we see that, with our new solution, the arbiter is blocked on-
ly when waiting for the echo (boolean) signal out_2. We have proposed an application-
dependent protocol generation, this is illustrated in the figure 4.

RR n-~ 3822
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1_bit_# arbiter 2_bit_#
al Pl Tout

out 1/out:=2

out 2/out:=4

arbiter

out_2:=tt,ff a |[st2 lsp_z a_st_sp

2 bit # ': out out:=2
— sp_1

running_2

5p2 a F i—
a a

t2 : blockin
st alout_2 I g
convention out_2: out_2=tt

Figure 4: Desynchronizing 2_bit_#. The new “local superstep” a_st_sp has been introduced,
it has as a clock the union of the instants of a, st, sp, and it indicates which of these three
events are present in the considered reaction. Therefore it synchronizes the reception of the
triple a, st, sp. Also, out_2 has been converted from pure signal to boolean. For simplicity,
we did not modify the Statecharts, so the production of a_st_sp in the arbiter has not been
made explicit.

2.3 The key idea

This was just an example, but it indicates what kind of tool we need to make this systematic.
When a process is waiting for stimuli from the environment in an asynchronous mode, we
need to ensure that a sort of a “local superstep” is transmitted first, from which the proper
synchronization of the original stimuli can be inferred by the receiver without resourcing
to any global clocking mechanism. As indicated in figure 4, we had to add such a local
superstep in order to synchronize the reception of messages a, st, sp, by the 2_bit_#.
On the other hand, such a local superstep to synchronize the reception of out_2 by the
arbiter was already available, as arbiter knows that out_2 can be received only when he
had emitted an a. From this quick analysis the following conclusions emerge :

INRIA
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e Reasoning on the nesting of clocks (implication of presence/absence between different
signals) is the basic tool. To this end we shall introduce a so-called hierarchic nor-
mal form for synchronous specifications, which makes the nested structure of clocks
fully explicit. This nesting of clocks can be formally manipulated to automatically
synthesize the “local supersteps”.

e To prove the correctness of our approach, we first need a semantic framework in which
synchrony and asynchrony can be jointly handled and the preservation of semantics
can be proved.

This task is the subject of the rest of this paper.

3 Synchronous Transition Systems (STS)

Synchronous Transition Systems (sTS). We assume a vocabulary V which is a set of
typed variables. All types are implicitly extended with a special element L, interpreted
as absence. Among the types we consider, there are the type of pure signals with domain
{T}, and the boolean type with domain {T,F} (recall both types are extended with the
distinguished element 1). We define a state s to be a type-consistent interpretation of V,
assigning a value to each variable. We denote by S the set of all states. For a subset of
variables V' C V, a V-state is a type-consistent interpretation of V. Thus a V-state s assigns
a value s[v] to each variable v in set V; the tuple of values assigned to the set of variables
V is denoted by s[V].

We define a Synchronous Transition System (STS) to be a tuple @ = (V, 0, p) consisting
of the following components: V is a finite set of typed variables, O is an assertion on V' -states
characterizing the set of initial states {s|s = ©} and p is the transition relation relating past
and current V-states, s~ and s, by referring to both past! and current values of variables
in V. For example the assertion 2 = 2~ + 1 states that the value of z in s is greater by 1
than its value in s~. If (s7,s) = p then we say that state s~ is a p-predecessor of state s.
Transitions are pairs (s—,s) € S x S. For t = (s7, s) a transition and v € V a variable, we
write t[v] = (s~ [v], s[v]).

Runs. A run o : sg,81,82,... is a sequence of states such that so = © A Vi >
0, (si-1,8i) F p.

Composition. The composition of two STS & = &, || P, is defined as follows:

Q) || &2 = (Vi1UV2,01 AO2,p1 A p2) (1)

1Usually, variables and primed variables are used to refer to current and nezt states. This is equivalent
to our present notation. We have preferred to consider s~ and s, just because the formulas we shall write
mostly involve current variables, rather than past ones. Using the standard notation would have resulted in
a burden of primed variables in the formulas.

RR n-~ 3822



10 Talpin, Benveniste, Caillaud, and Le Guernic

The composition is thus the pairwise conjunction of initial and transition relations. It should
be noticed that, in STS composition, interaction occurs through common variables only.

Notations for sts. For the convenience of specification, sTS will have a set of reactive
variables written V;, implicitly augmented with associated awziliary variables: the whole
constitutes the set V' of variables. We shall use the following generic notations in the sequel:

e b,c,v,w,...denote reactive variables, and b, ¢ are used to refer to variables of boolean
type.

e for v a variable, h, € {T, L} denotes its clock: [h, # L] < [v # 1]
e for v a reactive variable, £, denotes its associated state variable, defined by:
if h, then &, =velse &, =&

Values can be given to sg[£,] as part of the initial condition. Then, £, is always
present after the first occurrence of v. Finally, &, = &,, therefore “state variables of
state variables” need not be considered.

As modularity is desirable, every STS should be permitted to do nothing while its environ-
ment is possibly working. This feature has been yet identified in the literature and is known
as stuttering invariance or robustness [18, 19]. For a STS ®, stuttering invariance is defined

as follows: If ¢ = s¢, 51, S2,... is a run of @, so is
!
0 =80, LsgyevvsLsy,81,LsyseeesLsr82, LagyeeeyLag,ens
—_——

0< #{Llsg} <00

where, for s an arbitrary state, symbol L, denotes the silent state associated with s, defined
by

. J—S['U] = 1
wels {Ls[sv] -

meaning that state variables are kept unchanged whenever their associated reactive vari-
ables are absent. It should be noticed that stuttering invariance allows for runs pos-
sessing only a finite number of present states. We shall require in the sequel that all
STs we consider are stuttering invariant. They should indeed satisfy: (s7,s) |= p =
(s7,L1s-) |= pand (Ls-,s) |= p. When this condition is not satisfied, we extend p
minimally so that stuttering invariance is satisfied. By convention, we shall simply write L
instead of 1; when mentioning a particular state s is not required.

Examples for subsequent reuse. We now introduce several simple examples to illustrate
our algorithms. The Statecharts example is rediscussed in section 9.

INRIA
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Example. Our first example is an sTs with transition relation specified by the statement

hy = hy = hy
[ (2)
if b=7Tthen y=uelse y=v
where b is boolean. This is a selector guarded by the boolean b. <
Example. Our second example is an sTs with transition relation specified by the statement
if hy, # L then y =u else y =v (3)
This selector is not guarded. <
4 A theory of desynchronisation
The synchronous programming paradigm is essentially characterized as follows:
1. Programs progress via an infinite sequence of reactions: P = RY, where R denotes

the family of possible reactions.
Within a reaction, decisions can be taken on the basis of the absence of some events.

Parallel composition is given by taking the pairwise conjunction of associated reactions,
whenever they are composable: Pi||P, = (R; A Ry)”.

In contrast, the following can be stated about the kind of asynchrony we consider in this
work :

1.

Reactions cannot be observed any more: since no global clock exists, global synchro-
nization barriers which indicate the transition from one reaction to the next one are
no more observable. Instead, a reliable communication medium is assumed, in which
messages are not lost, and, for each individual channel, messages are sent and received
in the same order. We call a flow the totally ordered sequence of values sent or received
on a given communication channel.

Absence cannot be detected, and thus cannot be used to exercise control.

Composition occurs by means of unifying each individual flow shared between two
processes. This models in particular the communications via asynchronous unbounded
FIFOs, such as those in Kahn networks. Rendez-vous type of communication can also
be abstracted in this way.

In the rest of this section we summarize the formal results from [7, 6].

RR n~ 3822



12 Talpin, Benveniste, Caillaud, and Le Guernic

4.1 Desynchronizing sTS, and Two Fundamental Problems

From the definition of a run of a STS, we can say that a run is a sequence of tuples of
values in domains extended with the extra symbol 1. Desynchronizing a run amounts to
discarding the synchronization barriers defining the successive reactions. Hence, for each
variable v € V| we only know the ordered sequence of present values. Thus desynchronizing
a run amounts to mapping a sequence of tuples of values in domains extended with the extra
symbol L, into a tuple of sequences of present values, one sequence per variable. This is
formalized below.

For o = sq, 81, 82,... a run of ®, we decompose state sy as s = (sg[v])yey. Thus we
can rewrite run o as follows:

o = (o[v])yev, where ov] = so[v],s1[v],...,sk[v],-...

Now, each o[v] is compressed by deleting those si[v] that are equal to L. Formally, let
ko, k1,k2, ... be the subsequence of k = 0,1,2,... such that sg[v] # L (this subsequence
depends on v). Then we set:

0% = (6*[v])vev where o°%[v] = sko[v], Sk, [V], Sko[V], - - -

This defines our desynchronization mapping o — ¢, and each 6®[v] = sg,[v], Sk, [V], Sks[V], - - -
is called a flow in the sequel.
The asynchronous abstraction of a sTs & = (V, 0, p), is defined as follows:

ol —def (V,Ea)’ (4)

where ¥ is the family of all (asynchronous) runs ¢%, with ¢ ranging over the set of (syn-
chronous) runs of ®. For &; = (V;,0;,p;),i = 1,2, we define:

V. = huh,

Of [la @5 =aer (V,X%) , where { e = ¥o e xg ()

and U* denotes conjunction of sets of asynchronous runs, which we define now. For
o} € ¥¢,1=1,2, we say that of and o§ are unifiable, written
a a

o} >=* o5 (6)

if the following condition holds: Yo € V4 N V2 : of[v] = o§[v]. If of and ¢§ are unifiable,
then we define 0 =g of U 05 as:

(03 0] =aer if vEV; then offy]
Then
X = {ofU%0§ : o} €} A of =< 05}

Thus asynchronous composition proceeds via unification of shared flows.

INRIA
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Synchrony vs. Asynchrony? At this point two natural questions arise, namely:

Question 1 (desynchronizing a single sTS) Is resynchronization feasible and u-
niquely defined? More precisely, is it possible to reconstruct uniquely a synchronous run
o of our STS from a desynchronized run o°?

Question 2 (desynchronizing a communication) Does communication behave e-
quivalently for both the synchronous and asynchronous compositions? More pre-
cisely, does the following property hold:

flla @ = (B || B2)* ? (7)

If question 1 had a positive answer, then we could desynchronize a run of the considered
STS, and then still recover the original synchronous run. Thus a positive answer to question
1 would guarantee that the synchronous semantics is preserved when desynchronization is
performed on a single STS.

On the other hand, if question 2 had a positive answer, then we could interpret our STS
composition equivalently as synchronous or asynchronous.

Unfortunately, neither 1 nor 2 have positive answers in general, due to the possibility of
exercising control by the way of absence in synchronous composition || . In the following
section, we show that questions 1 and 2 have positive answers under certain sufficient condi-
tions, in which the two notions of endochrony (for point 1) and isochrony (for point 2) play
a central role.

4.2 Endochrony and Re-synchronization

In this section, we use notations from section 3. For an sTs & = (V, ©, p), and s a reachable
state of ®, the clock-abstraction of s (denoted by s") is defined as follows:

Yo eV : stu] e {L,T}, and s"[v] = L & s[v] = L (8)

For a sTs ® = (V, 0, p), s~ a reachable state for ®, and W' C W C V, we say that W' is a
clock inference of W given s~ , written

W' s W,

if for each state s of ®, reachable from s~, knowing the presence/absence and actual
value carried by each variable belonging to W', allows us to determine exactly the pres-
ence/absence of each variable belonging to W. In other words s[WW'] uniquely determines
shW].

If both W' <, Wy and W' < - W5 hold, then W’ <, (W; UW>) follows, thus there
exists a greatest W such that W' — - W holds. Hence we can consider the unique maximal
increasing sequence of subsets of V', for a given s,

0=V(0) o, V(1) oy V(2) g ... 9)

RR n~ 3822



14 Talpin, Benveniste, Caillaud, and Le Guernic

in which, for each k > 0, V (k) is the greatest set of variables such that V(k — 1) —,- V(k)
holds. In particular, in (9), V(1) consists of the subset of those variables that are either
always present or always absent in all successor states of s~. Of course sequence (9) must
become stationary at some finite kpax: V(kmax + 1) = V(kmax)- In general, we only know
that V(kmax) C V. Sequence (9) is called the synchronization sequence of ® in state s™.

Definition 1 (Endochrony) A sTs ® is said to be endochronous if, for each reachable
state s~ of ®, V(kmax) =V, i.e., if the synchronization sequence:

D =V(0) =4 V(1) >, V(2) <>4- ... converges to'V (10)

Condition (10) expresses that presence/absence of all variables can be inferred incrementally
from already known values carried by present variables and state variables of the STS in
consideration. Hence no test for presence/absence on the environment is needed. The
following theorem justifies our approach, we refer the reader to [7, 6] for a proof:

Theorem 1 Consider a STS ® = (V, 0, p).
1. Conditions (a) and (b) given below are equivalent:

(a) ® is endochronous.
(b) For each § € £%, we can reconstruct the corresponding synchronous run o such
that o = §, in a unique way up to silent reactions.

2. Let us assume ® is endochronous and stuttering invariant. If ® = (V,0, p') is another
endochronous and stuttering invariant STS then

(@) =3" = & =03 (11)

4.3 Isochrony, and Synchronous/Asynchronous Compositions

The next result addresses the question of when property (7) holds. We are given two sTS
®; = (Vi,04,p:),1 = 1,2. Let W = V5 N V4 be the set of their common variables, and
® = &, || 5 their synchronous composition. We use the notations of the beginning of
section 3. We need to weaken the definition of sTS parallel composition (1) as follows 2.

Desynchronized conjunction of transition relations. The desynchronized conjunc-
tion of two transition relations p; A, p2 is defined as follows. For ¢; and t; two transitions,
we define asynchronous unifiability t, < ty by :

tl p® tg iff (tl[’l}] # 1 and tQ[’U] 75 L) = (tl [1)] = tQ[U]) (12)

Note that t; <% t5 means that transitions ¢; and ¢ are unifiable on their common present
ports, regardless of absence (this is just the restriction to transitions of the definition (6)

2 We follow here a presentation which is slightly different from, but equivalent to that of [7, 6].
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Hierarchic Normal Forms for desynchronization 15

which was formulated for flows). Definition (12) is in contrast to synchronous unifiability,
or unifiability for short, ¢; > t5 defined by :

ity iff (veViNVa) = (ti[v] =tafv]) (13)

which means that transitions #; and ts are unifiable on their common ports, including
presence/absence. Condition (13) corresponds to the conjunction of transition relations
introduced in the definition of STS composition.

If t; <® ty, we can define t; L% t5 by

(t1 U t2)[v] =qer if F=1,2 : (veV; and t;v] # L) then t;[v]
else L

With this in mind, we define p; A, p2 as follows:
P1Ngp2 = {tl Uty : ¢ |= pi N\ t1 > tQ} (14)

Definition 2 (Isochrony) Let (®,,®2) be a pair of STS and ® = &, || B, be their parallel
composition. The pair (81, P2) is called isochronous if

pLAp2 = p1lap2 (15)

holds, restricted to the set of reachable states for ®.

COMMENT. Roughly speaking, condition of isochrony expresses that unifying over present
common variables is enough to guarantee the unification of the two considered states s; and
S9.

The following theorem justifies introducing this notion of isochrony, we refer the reader
to [7, 6] for a proof.

Theorem 2
1. If the pair (®1,P2) is isochronous, then it satisfies property (7).

2. Conversely, we assume in addition that ®1 and ®2 are both endochronous. If the pair
(®1,®2) satisfies property (7), then it is isochronous.

Thus, isochrony is a sufficient condition of property (7), and it is also in fact necessary when
the components are endochronous.

Now we collect from reference [6] the following consequences of theorem 2, we refer the
reader to the above reference for proofs :

1. If pairs (¥, ®;) and (¥, ®3) are isochronous, then so is pair (¥, ®; || ®2).
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16 Talpin, Benveniste, Caillaud, and Le Guernic

2. We are given a finite family (®4)r=1,.. .k of STS. Assume that each pair (®, Py ) is
isochronous. Then

(a) For each disjoints subsets I and J of set {1,..., K}, the pair
( ”keI T “k’EJ CI)k') (16)

is isochronous. Thus isochrony is compositional.
(b) Also, desynchronization extends to the network :

(@[l - 12x)" = ¥ la - [l Pk - (17)

3. Assume pair (®;, ®3) is isochronous, and pair (¥, ¥s) is such that ¥; has no common
variable with ®5 || ¥2 and ¥y has no common variable with ®; || ¥;. Then pair
(¥ || D1, @2 || T2) is also isochronous. Thus isochrony is a local property.

5 Hierarchic normal form: the case of boolean STS

To simplify our presentation, we first consider the case of STS in which only pure or boolean
variables are considered 2, we call them boolean STS. Boolean STS have finite state.

While BDD’s or related decision diagrams have proved useful for symbolic manipula-
tions of boolean relations, they are of little help to analyze the properties of endochrony
or isochrony efficiently. Here we introduce an alternative decision diagram as a canonical
form for transition relations, which we call the hierarchic normal form. As will be seen, this
new type of decision diagram directly matches the notion of endochrony *, and it allows an
efficient checking of isochrony.

Example. To motivate our new notion of hierarchy we first discuss examples (2) and (3). In particular,
example (2) is endochronous, as boolean b is present in all activations of the considered sTs, and its value
T/F determines which branch of the alternative is selected. To capture the fact that (2) is endochronous,
we suggest to rewrite it as the following tree structure:

(he = T,u,v)

v N (18)
(b=1,y=u) (b=rF,y=1)

which reads as follows. 1/ When b is present, read u and v. 2/ Assuming b present, then if b = T
select the left branch to produce y, otherwise select the right branch. Structure (18) is a simple case
of a guarded hierarchy: each branch is guarded by a predicate whose value selects the branch, and this
predicate can be evaluated prior to selecting the branch, this is figured by the fact that hy (“b is present”,
hence it can be evaluated) is a father of the two branches in this hierarchy.

On the other hand, no such guarded selection occurs in example (3): the presence/absence of the
two variables u, v must be checked prior to select the way ¥ is produced. This sTs is not endochronous,
and it cannot be rewritten in a form like (18). <

3

still augmented with symbol L for absence.
41t was proposed by Paul Le Guernic in 1990 for this purpose [1], although the present formalization was
not available until now.
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Hierarchic Normal Forms for desynchronization 17

5.1 Hierarchies

The type of decision diagram we introduce is a collection of trees, we call it a hierarchy, and
define it now.

Partial transitions and other notations. We use the notations of section 3. Transitions
are pairs (s7,s) € S x S. For t = (s7,s) a transition and v € V a variable, we write
tlv] = (s7[v],s[v]). For W C V, we write t{iV] = (s~ [W],s[W]); if W = 0 we take the
convention that ¢{W] = %, where * is a distinguished symbol. Partial transitions are defined
now :

a transition = ¢
a partial transition == ¢ | t{W], WCV

For t[WW] a partial transition, we call W its associated set of variables. Notation t[W] is
inconvenient as it explicitly refers to the, non unique, underlying transition ¢t. Thus we shall
instead generically denote by ¢ a partial transition, and denote by V; its associated set of
variables. Hence, for ¢ a partial transition, there exists some transition ¢ such that t = tN[Vt]
Note that such a 7 is non unique. For t = #[V;] a partial transition, we decompose it into
its previous partial state and its current partial state: ¢ = (s, s), where t = (37,3) and
s~ = 3 [Vi],s = 3[V4], and t is a (total) transition such that ¢ = ¢[V;]. Finally, for p a
transition relation, we denote by V, its set of variables.

For t,t' two partial transitions such that V; NV = ), we denote by t Ut’ the join of ¢t and
t', defined by

(tUt)[v]

{ veEV, : t (19)

veEVy : tv

Definition 3 (hierarchy) Hierarchies are defined over the following inductive grammar :

a partial transition t == (s7,s)
a tree 0 == t | [tv® : VinVe =0, s[Vi] # 1]
a forest ¢ = C] | ®v P

where

o Vo = U Vi, where t ranges over the set of the partial transitions that are the nodes of
hierarchy ®.

e > points to the set of children, and V is the disjunction.

o The bracket [t>® : ViNVe =0, s[Vi] # L] indicates that, in term t>®, the attached
conditions must be satisfied, and s[V;] # L means that Vv € Vi, s[v] # L. On the other
hand, no condition is attached to the singleton term t in the same line.
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18 Talpin, Benveniste, Caillaud, and Le Guernic

Using this notation, the informally introduced hierarchy (18) rewrites as follows: (hy, =
T,u,v) > ((b =T,y =u)V (b =F,y =v)). Transition relations are just flat hierarchies,
i.e., hierarchies which do not involve the symbol >, thus we shall freely regard transition
relations as hierarchies in the sequel.

Maximal paths t; >ty > ...> ¢, in ® are generically denoted by 7, and we denote by
path(®) the set of maximal paths of ®.

Definition 4 (associating transition relations to hierarchies) Every hierarchy ® de-
fines a unique transition relation pgs as follows. For each maximal path T = ti>ta>...>t, €
path(®), set

t(r) = t1UtU...Ut,, (20)

#
and, if U Vi, C Va, extend t(7) to the remaining set of variables of Vo by assigning to
them the value L. Then, ps is defined as the set of the so defined transitions t(r).

Partial transition t is well defined thanks to the condition V; N Vg = @ attached to the term
t> @ in the definition 3. Also, using condition s[V;] # L attached to the term ¢ > ®, we get
the following property : referring to definition 4, pick a pair (v;,v;),v; € Vi;,v; € Vi, and
assume ¢ < j. Then, decomposing t = (s7, s), we have:

sl £ L = sl AL (21)

Property (21) expresses that, if variables v; and v; are associated to partial transitions ¢;
and t; such that ¢; sits above ¢; in hierarchy ®, then the presence of v; implies the presence
of v;. Thus, in a hierarchy, clocks are nested.

We have introduced hierarchies, and we have shown how hierarchies uniquely define
transition relations. In the next section we show that the converse can be done as well,
namely that every transition relation uniquely defines a hierarchy, we call it its hierarchic

normal form (HNF).

5.2 Getting the hierarchic normal form ®, for a transition relation
P
Consider the following function #, mapping transition relations to hierarchies:

1. For p a transition relation defined over a set V' of variables, and ¢t = (s7, s) a transition
satisfying p, we define

tE=p

W] W=SwveV : sp]#LA |3, A t#¢
A tv] = tv]

tA

v HV \W]
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where \ denotes set difference. Note that t* and tV are partial transitions, and ¢
decomposes as t = t2 U tV. Also, if W = () or V'\ W = @, then convention ¢[f}] = *
applies.

2. Denote by p” the set of partial transitions ¢*, where ¢ ranges over p.

3. Pick a ¢’ € p®. Define py/ as the set of partial transitions ¢V, where ¢ ranges over the
set of transitions of p such that t© = ¢'.

4. Define H by the formula
Hp) = \/ tepy (23)

H(p) is a hierarchy.
In (23) we take the following conventions:
Convention 1

1. Ift' = % we substitute p,/ for the tree (t' > py/).

2. Similarly, if tV € ptY 1s such that tV = %, we substitute the single partial transition t'
for the branch (t' >tV).

3. Finally, if p,/ is a singleton, we collapse the branch (' > py/) into the single partial
transition (t' U p)/) (this avoids having nodes with a single child).

With these conventions, hierarchy #(p) has at most two levels. Thanks to (22) we have

PH(p) = P (24)
i.e., applying definition 4 to hierarchy H(p) reproduces transition relation p.

The hierarchic normal form of a transition relation p is obtained by inductively re-
applying H to p® in (23). This is illustrated in figure 5 and is formalized next. For

® = \/ t>d,
tep

a hierarchy, set

H(P) = \V > B, (25)

T € path(H(p))

where H(p) was defined in (23), and path(?(p)) is the set of maximal paths of hierarchy
H(p). As H(p) generally possesses two levels, formula (25) generally increases the number
of levels by one. In (25), we have H(®) = ® iff H(p) = p, i.e., applying H to p returns a flat
hierarchy.

Tterating H ultimately yields a fixpoint, i.e., In < 0o : H"TH(®) = H™(®) =ger H* (D),
i.e., we denote by H* the function mapping ® to the fixpoint of the orbit of H containing
d.
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#(p)

e R/p—\A A

AA@---A N

glue

Figure 5: Illustrating induction step (25). The 1st diagram depicts ®. Extract from ® its top
nodes, this defines a transition relation p. Apply # to p, this is depicted in the 2nd diagram.
Then we glue the bottom part of the 1st diagram to the 2nd diagram, this yields the 3rd diagram,
and illustrates formula (25).

Definition 5 (hierarchic normal form) Since transition relations are just particular cas-
es of hierarchies, for p a transition relation, we can define

By =aet H(p) (26)
The following result is a consequence of property (24):

Theorem 3 For every transition relation p, we have

ps, = p.

In section 7 we show how hierarchies can be used to handle endochrony and isochrony
efficiently. The algorithm we just introduced for constructing the hierarchic normal form is
not practical, as it requires that the transition relation, and hence the state space, be at
hand in an enumerative form. In section 6 we provide more practical algorithms.

Discussion: BDD’s. Asrevealed by definition 4, the hierarchic normal form is a decision
diagram to represent transition relations, this is a feature common with BDD. In BDD,
however, one first need to fix an ordering of the variables, and then the BDD becomes
a canonical representation. In our case, the hierarchic normal form does not require any
variable ordering prior to its definition. In some sense, a (partial) ordering of the variables is
canonically derived as part of the algorithm, this ordering is provided by the tree structures
building the hierarchy.

Example. Consider example (2). To simplify our discussion, we abstract the values carried by u, v,y
(but not b). With this simplification, and introducing the clock of b, the enumerated form for this
transition relation is:

V hy=T,b=F,u,y=v
v 1

hy =T,b=T,y = u,v
p =
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where disjunct L denotes the silent transition, in which every variable is absent. Denote by t1,t2,t3 the
corresponding three transitions. We have

tu®=(h=1) tV=(b=1y=uy)
2 =(hy=T) YV =(b=F,uy=0)
taA:* t3v:J_

Hence, applying # and then convention 1.1 to 3 yields:

= G2205E0)

v 1

3, =

<

Example. Consider example (3). Again, we abstract the values carried by u, v, y. With this conven-
tion, the enumerated form for this transition relation is:

_ y=u,u# Lv
p= V u=1l,y=v

Denote by t1,%2 the corresponding two transitions. We have

tlA = X tlv =t1
tQA = % t2V =t2

Hence &, = p in this case. <

Example. Here we show how a hierarchy of states can be revealed by the HNF. Consider the following
simple Statechart:

¥ pIPS

Its sTS specification is:

o =1AaANor=2AY =¥=1

V o] =2AaNho1=1AE" =3¥=1
V o, =1ANaNo2=2AE =X =2
V 0, =2AaAoa=1ANE" =¥ =2
% (27)
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YT =1AbAE =2
V X7 =2AbANE=1

1

\

In these formulas, statement L is a shortage to indicate that all variables are absent in the considered
reaction, i.e., the reaction is silent. For the sake of clarity, we have dropped expressions of the form
o1 = L etc, i.e., not mentioning a variable within a given disjunct indicates that the considered variable
is absent in this disjunct. Also, for variables of pure type (modelling events), we write a for short instead
of statement a = T, and similarly for b.

This sTs has two components of an overall choice. The first component models the four exclusive
states named oy, 4,7 = 1,2 in the figure. To this end we use two variables o;, i+ = 1,2 to indicate
which local state is currently active (o1 = 2 indicates that state 01,2 is active in the diagram of the
figure). We introduce the variables o, ¢ = 1,2 to indicate the previous state. The second component
of the overall choice models the top level transition. State variables 3, X~ are introduced to encode
the top states in the diagram. Note that state variables are not persistent, but they return their current
value when they are sensed.

Note that b-transitions are strongly preemptive, as they are exclusive from low level transitions.
Introducing clock variables hy, etc., to denote the clocks of I, etc., yields the following HNF for (27)
(we have omitted the additional branch L for clarity):

o =1ANaANoy1 =2

(E :E:l/\hglzT)D<V 0'1_:2/\(1/\0'1:1
\
e . oy, =1ANaANo2 =2
(hs =T) > & _E_zAh"Q_T)D<v 0y =2AaAor =1
\
YT =1AbAE=2
\
3T =2AbNE=1
In writing this HNF, we have taken advantage of the relations hy,- = hx,, etc. This HNF again reveals

i

the hierarchy depicted in the diagram. Thus nested states and transitions are reflected in the HNF. <

6 Compositional algorithms

Algorithm (23,25,26) uses an enumerated form for the transition relation. This is clearly not
practical. As actual transition relations are obtained by inductively composing transition
relations or performing hiding, we provide incremental algorithms for these two operations.
Then, we indicate how concatenation of transition relations translates into their correspond-
ing hierarchies.
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6.1 Hiding in a hierarchy

Consider a transition relation p defined over the set V' of variables, and let v € V' be a given
variable, for hiding. Hiding v in p is denoted (Fv.p).
Now, for ® a hierarchy defined over set V' of variables, and v € V', define Jv.® as follows:

Algorithm 1 (hiding)

1. Hide v in each node t of hierarchy ® : by doing this some nodes of the resulting
hierarchy become equal to *.

2. Having this done for each node of ®, apply the conventions 1.

Theorem 4 The following holds, for any transition relation p and associated hierarchic
normal form @, :

b, = @3,,

6.2 Composition of hierarchies

We want an incremental formula for computing ®,, | ,, given ®,, and ®,,. This will be
obtained by introducing the parallel composition of hierarchies, denoted 7| , and defined
in such a way that formula ®,, "|| ®,, = &,, | ,, will hold.

Preliminaries.

1. For t; and t, two transitions, we have considered asynchronous unifiability t; <® to
in (12). If t; >ty holds we can unify the two considered transitions and construct
transition ¢, U to by setting:

(t1 Uta)[v] =der if v €V; then #;[v]
If ¢4 >x® to holds, decompose t;,i = 1,2 as follows. Define transitions ¢} and ] by

Vie = (Vi\Va)U{veVinVe:ti[v] =ts[v] }
vE€ Vi = t{[v] = ti[v]

(28)
Vie = Vi, \ Viy
vEVir = ti[v] =ti[v]
and similarly for ¢t§ and t5. These transitions satisfy
t; =ty Ut] and t} >ty (29)

and pair (#¥,#%) is maximal ® having this property. The unification of #* and t¥ is well
defined and is denoted ¢} U 5.

meaning that Vju,7 = 1,2 are maximal for set inclusion.
i

5

RR n~ 3822



24 Talpin, Benveniste, Caillaud, and Le Guernic

2. For @ a hierarchy, and to a transition such that Vi, N Ve = @, we define
toU® (30)

by substituting in ® each root node tmin by to U tmin- Note that to U @ is indeed a
hierarchy.

Algorithm 2 (composition of hierarchies)

1. For two transition relations p; and ps, we regard them as flat hierarchies and define

pr " pe = pi |l ope (31)
i.e., || and || coincide over pairs of flat hierarchies®.
2. Then we recursively define”
(Ve @) ™ (Vto>@,) (32)
t1 to
=V (@ru)e ((Hud,) ™| (t5Ussy)))
t1D<%to

where <% t¥ t7 are defined in (12,29).

[ a4

Theorem 5 The following holds :

B o) = Por Tl Bp (33)
Proof: see appendix A. <&

6.3 Discussion

As discussed when introducing this section, algorithm (23,25,26) for computing the hierarchic
normal form is not practical, as it uses an enumerated form for the transition relation.

An alternative algorithm, based on theorem 5, is the following. Given a transition relation
p, inductively composed of the parallel composition || of flat transition relations p;,i € I:

1. Apply algorithm (23,25,26) to derive hierarchy ®,,.

2. Pick a pair (i,7) € I x I to form ®;; = ®,, || ®,,.

3. Inductively pairwise compose such partial hierarchies to finally derive ®,.

6 by abuse of notation, we write p1 || p2 to mean p1 A pa.

7. .
in (32) we write Vt1[><1“t2 tomean \/ ;o\ gag,-
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As they involve selection procedures, steps 2 and 3 may have a very different performance
depending on the way pairs are selected. The number of nodes |®; ;| of ®;; (we call it
the size of the hierarchy) is at worst equal to |®;| x |®,|. Carefully selecting the pair (¢, j)
can result in a drastic reduction of the actual size |®; ;| as compared to worst case ®. The
objective of the selection procedure is to avoid intermediate explosion of the size of the
partial hierarchies built in this way. Such a selection procedure involves heuristics. Such a
heuristics, kown as the clock calculus, is implemented as a main step of the SIGNAL compiler

[2].

6.4 Concatenation of hierarchies

So far, in defining hierarchies and constructing the HNF of a transition relation, we just
ignored the initial condition. This implies that we might have considered transitions ¢ =
(s7,s) such that s~ is not reachable. As revealed by the theorems 1 and 2, reachability
should be taken into account. The natural way of taking reachability into account is to
provide incremental algorithms for computing reachable states. We do this by providing
an algorithm for computing the concatenation ®~ "o & of hierarchies ®~ and @ in such a
way that the following theorem holds, where p~ o p denotes the concatenation of transition
relations p~ and p °:

Theorem 6
P-0p = P,- 0 @, (34)

It turns out that the new algorithm needed is a variation of the ones we provided just before.
Therefore we shall only sketch it and shall not give full details. The idea is simple. Regard
transition concatenation as the composition of the following maps:

1. Project transition relation p on its set of new states. Equivalently, encode previous
states using “previous variables”, i.e., for each variable v € V', add a variable v~ such
that s[v™] = s~ [v], this defines v~. Rewrite p in terms of the augmented set of
variable V™~ UV, where V™ is the set of variables v~ where v ranges over V', and
without explicitly referring to previous state s~. Then the desired projection amounts
to hiding V'~ in p, and we have the algorithm 1 for performing this on the corresponding
hierarchy. In the next step, V'~ shall generically denote the set of previous variables
of a transition relation with variable set V.

2. Consider concatenation p~ o p, and denote by W the set of variables of p~. Using
step 1 we can compute hierarchy 3W~.®,- from hierarchy ®¢,-. Concatenating &,
to IW™.®,- is just a composition M| of these two hierarchies in which variables W
of AW ~.®,- have been relabelled by superscript ~. Again we have algorithm 2 for
computing this incrementally.

8In particular, one may choose ®; and ®; of maximal |Vp, N Vo, | to compose &;,; = @p; || p;
9 the concatenation of two transition relations p1 and p» is defined by: (s7,s) = p1 o p2 iff
3" (s7,8) =P A(sy8) = pa-
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To summarize

®,- o @, =ge¢ | (@AW ., )[W/W]| M| @,

algorithm 1

~ S

algorithm 2

Clearly, these two steps can be collapsed into a more compact algorithm, but we prefer not
giving the details here.

7 Hierarchies and endo/isochrony

Hierarchies are tightly related to endochrony. The idea is that the successive levels of
a hierarchy ® correspond to the nested sequence V(0) <, V(1) <, V(2) <, ...
introduced in (10). To really achieve this we first need to investigate the structure of guards
in a hierarchy.

7.1 Guards

We wish to regard a hierarchy as a data structure to support an operational semantics.
Assume the considered hierarchy is a tree ©. Variables sitting in the root note of © will be
present in any nonsilent transition of pg : their common clock is the activation clock of the
related STS. Assuming pe is activated, we wish to know which transition will occur. Using
(20), the transition will be incrementally constructed by selecting a path in tree ©. Thus
at each node t of ® we will have to choose a child of ¢. In the good case, this selection is
triggered by a guard, i.e., by the observed value of some boolean predicates. The material
for formalizing this machinery is introduced next.

Definition 6 (guards) Let ® be a hierarchy and t a node of ®. We assume that t is not
a root node, and we denote by 1y the downgoing path to t in hierarchy ®. We say that t is
guarded if

there exists a nonempty subset By C V; of boolean wvariables such that, for each
b € By, its clock hy belongs to Vi for some t' € 7.

(Clock hy, sits “above” b in hierarchy ®). The conjunction of the predicates t[b] where b ranges
over By is called the guard of t.

In the sequel, guards are generically denoted by the symbol a. For example, if B; = {b, c},
then a = ¢[b] A ¢[c].

Definition 7 (guarded hierarchy) Let ® be a hierarchy.

1. A subtree © of ® is guarded by ag if its root node is guarded in ® by ag.
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2. A tree tv (VI 0;) is well-guarded if each ©; is guarded, and if corresponding guards
ae, form a set of mutually exclusive guards.

3. The hierarchy ® is fully-guarded if is it an inductively well-guarded tree.

7.2 Characterizing endochrony
Theorem 7 The following two conditions are equivalent :

(a) The hierarchy ® is fully-guarded.

(b) The transition t = ps is recursively determined by the value of variables involved at

the successive nodes of ® whose union form t: the corresponding STS is endochronous
(definition 1).

Proof:

(a)=(b) Using decomposition (20), each transition ¢ = pe decomposes as t = U¥_ t; where
to>t1>...> 1t is a maximal path in ®. Since hierarchy @ is fully-guarded, it is firstly a
tree and its root is tg. Then, for i = 1,..., k, the successive nodes t; of each path are
guarded. Pick tg; due to condition 2 of definition 7, the choice among the children of
to is entirely determined by the value of some boolean variables b such that h, € V4.
Assume some child ¢; of ¢ is selected. Then the choice between the children of ¢; is
entirely determined by the value of some boolean variables b such that hy € V3, U V4, .
And so on. This proves the statement.

(b)=(a) If & is not fully-guarded, i.e., (a) is not satisfied, at least one of the following
cases must occur :

1. & is not a tree. Then the choice between the root nodes is not determined, and
thus (b) is not satisfied.

2. Some node, say t;, of ® is not guarded. Then choosing ¢; does not depend on the
values of the variables involved in the path to ¢;, and thus (b) is not satisfied.

3. Some node t; of the hierarchy has two childrens with non exclusive guards. When
both guards are true, then again choosing between the two childrens is not deter-
mined by the variables involved in the path to ¢;, and thus (b) is not satisfied.

This proves the statement (b) = (a), and the theorem follows. 3%

Example. Consider example (2). Its HNF is fully guarded, hence it is endochronous. On the other
hand, example (3) possesses a flat HNF, hence it is not fully guarded and is not endochronous. <o
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Enforcing endochrony

Let us now assume some non-endochronous p, how can we proceed to enforce endochrony ?
The hierarchic normal form of p, again, provides the adequate answer : it tells us where and
how fewest possible oracles should be added to p in order to reconstruct a fully-guarded tree
out of the initial hierarchy ®,. This is detailed next. Referring to the proof of case (b) =
(a) of theorem 7, the three cases 1,2,3 can occur. For each of them, we give a solution to
enforce endochrony.

1. If &, is not a tree, assume that it has k roots ¢y 1,...,%; x. Addtoeacht;;,i=1,...,k
a guard g ; Ajz; 7o 5, and add the root tg : Vi, ha,; = h on the top of @,, so that
to > @, is now a tree.

2. Assume that some node of ®,, say ¢;, is not guarded. Add to its parent node ¢;_; a
clock hy and add to t; the guard b[T].

3. Assume that some node t; of the hierarchy has childrens with guards that are not
pairwise mutually exclusive. Call conflict set a subset of this set of guards which
can be simultaneously satisfied. A set of boolean variables with equal clocks can be
introduced to solve this conflict. This generally yields a non unique solution. A unique
solution can be found if enumerated types are used in addition to boolean ones.

7.3 Characterizing isochrony

In this subsection we express the property of isochrony in terms of the hierarchic normal
forms for the two considered transition relations. To this end, we introduce a new composi-
tion operator for transition relations, and then for hierarchies. For p; and p; two transition
relations, define

prlla 2 = {tiUta|t1 € p1,ta € pa,ty %t} (35)

where < was defined in (12). Using this new operation, we can reformulate the property
of isochrony as follows :

Lemma 1 A pair (p1,p2) of transition relations is isochronous iff

prllap2 = p1llp2 (36)
holds.

We now indicate how condition (36) can be checked using hierarchies. We already defined
the composition || between hierarchies, as an extension of composition || on transition
relations. Similarly, we now introduce composition ’*||, between hierarchies, as an extension
of composition ||, on transition relations. To this end, the following variation of algorithm
2 is introduced :
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Algorithm 3 (variation of algorithm 2)

1. For two transition relations p1 and p2, we define

pr " Mape = p1llape (37)

i.e., || and M|, coincide over pairs of transition relations.

2. Same as step 2 of algorithm 2.

This algorithm is then used to check isochrony in the form of property (36) by checking
whether

(I>Pl H”a q)pz = (I)m H” (I>P2

holds. Since their step 2 is identical, algorithms 2 and 3 only differ on leaves of hierarchies.
Thus the marginal cost of computing ®,, "||, ®,, in addition to ®,, || ®,, is cheap. There-
fore the additional cost of checking for isochrony in addition to computing the composition
of the hierarchic normal forms of the two considered STS is cheap.

Enforcing isochrony

We first give a bruteforce algorithm directly working on transition relations, and then refine
it, using hierarchies.

The bruteforce approach. We are given two transition relations p; and ps. Introduce 19

Vp‘lli,s;,)g = {veV, NV, : Prop(v)}
where
Prop(v) = i Epr o [tv] #LIA[FtEp2 :t1 < tALv] = 1]
V o FtalEpe : [tav] #LIA[TFtEp it ta Atv] = L]

Thus Vp41i,s;,’2 is the set of variables which cause isochrony to fail. Then, for each v € Vp‘lli,s;,’z,
add, in p;, a boolean variable b, which is present when p; is activated, and is true iff v is
present, we call it a boolean clock. Add also such a b, to ps. One easily check that the so
modified pair (p1, p2) is isochronous, as by unifying over the wvalue of b,, transitions must
unify over presence/absence of v.

This algorithm is too expensive, as it forces to emit boolean control signals at the acti-
vation clock of each transition relation. The idea is to emit such a boolean control signal

only when it is really needed. Using hierarchies provides the solution.

108uperscript ...41%° is reminiscent of “for isochronizing”.
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Refinement using hierarchies. This is simple: just apply the bruteforce algorithm on
the leaves of recursion (32) of algorithm 2 for computing 7¢|| . More precisely, denote by
®; the HNF of p;,i = 1,2. Compute ®; ’|| &, using recursion (32). The next step of
this recursion is used to test whether ®; ™| ®; = ®; "||, ®, holds. If not, then apply
the bruteforce approach to each leaf of ®; || ®, which violates the desired condition
&, "|| &y = &; ™|, 5. In this way, the minimum number of additional boolean clocks is
created.

8 Hierarchic normal form in the general case: an ab-
straction technique

Section 5 discussed the boolean case. Here we discuss the general case, in which arbitrary
domains for variables are considered.

Subsection 5.1 generalizes without any change, as the finite nature of state space is not
used for introducing the notion of a hierarchy.

The situation is different, however, for subsection 5.2, as computing t* in (22) involves
a decision procedure. For general data types, testing for #[v] = t[v] may not be decidable.
Also, the right hand side of formula (23) becomes an infinite structure if set p* is infinite.
Thus we need to implement some abstraction of the construction of subsection 5.2. We
describe such an abstraction next (other constructions are possible).

To describe our abstraction procedure, we need to fix a syntax for sTs. To this end we
first use the objects introduced in the paragraph “notations” of section 3. In addition we
consider the following set of primitive statements:

if b then w = u else w =v (38)
R(vla" '7Uk)
By = ... = hy, (39)

Statement (38) is a selector: when boolean variable b is true, then w equals u, otherwise
w equals v. Note that “otherwise” means here that b is false or absent. In the second
statement, (v1,...,vx) is a tuple of variables of arbitrary types and of equal clocks, and R is
a relation over the domain of (vq,...,vx), properly extended in such a way that (L,...,1)
satisfies R. Note that (38,39) are both stuttering robust. As mentioned in [6], any transition
relation can be constructed as the conjunct of the the objects introduced in the paragraph
“notations” of section 3, together with primitive (38,39) above. We assume this mini syntax
in the sequel.

To each statement (39) we associate an assertion ag, which is a variable with domain
{T, L} (it can be either true or absent), with clock equal to that of the arguments of R:

haw = by, = ... = hy, (40)
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The abstraction p of a transition relation p is obtained by replacing in p each conjunct of
the form (39) by its corresponding abstract conjunct (40).

As our abstract transition relations only involves either boolean or pure data types, plus
a finite number of equalities or inequalities over arbitrary data types guarded by predicates
with boolean types, we know that, for t,? = p, the problem ﬂv] = ?[v] is decidable. To
show this, we refer the reader to [22]. In section 5.1 of this reference, a similar fragment of
logic is shown to have the so-called “small-model” property, this means that the validity of
tautologies involving this fragment of logic can be established by solely inspecting models
up to a certain finite cardinality.

Hence computing #2 in (22) is now decidable. Also, formula (23) yields a finite structure.
Then our whole apparatus applies. An abstraction technique of this kind is implemented in
SIGNAL’s clock calculus.

9 Back to the Statecharts example

Consider figure 3. Focus on signals a, st_2, sp_2, out_2. Abstract the behaviour of
this system by masking all signals except a, st_2, sp_2, out_2. The corresponding STS
has transition relation specified by :

if step=T then ifpre(a)=_1 thenout 2= 1
else 7 (41)

In (41), step is the activation step of the considered Statecharts, it is a pure signal (this
is examplified by the branch 7 of the choice). Signal pre(a) denotes the value of a at the
previous occurrence of step — for the sake of clarity, we did not include the statements
relating step, a, pre(a) together. The rest of the statement indicates that out_2 can
only occur when a was present at the previous step. Besides the constraint that step is the
activation step, the other variables a, st_2, sp_2 are unconstrained. Note that we have
discarded the counting of successive occurrences of a, this is an abstraction. Hence out_2
is not fully determined by the other variables, unlike in the detailed Statecharts.

Now we take advantage of the side information that communication are directed. Par-
tition the set { a, pre(a) , st_2, sp_2, out_2 } into downgoing communications a,
st_2, sp_2 and upgoing ones pre(a) , out_2 (we regard pre(a) as an “echo”).

Consider first a, st_2, sp_2 . As there is no constraint at all on this triple, this
communication prevents the involved pair of Statecharts from being isochronous. To enforce
isochrony we apply the trick of the end of subsection 7. As these three variable are not
organized into a nontrivial hierarchy, we only can apply the bruteforce approach. This
indeed consists in generating, as a guard, our so-called “local superstep” a_st_sp shown
in figure 4.

Then focus on the pair pre(a), out_2. From the statement if pre(a) = L then out 2
1, we know that out_2 is less frequent than pre(a) . Thus again we need to generate
a boolean variable which explicitly tells the arbiter when out_2 was sent back by the
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counter. This is equivalent to the conversion of out_2 from pure to boolean type suggested
in figure 4.

To summarize, our theory is a systematic extension of our proposed ad hoc solution for
the Statecharts example.

10 Summary and perspectives

A theory of desynchronisation. Building on our previous work [6, 7] we have presented
an in depth study of the relationship between synchrony and asynchrony. The overall ap-
proach consists in characterizing those networks of TS which can be safely desynchronized,
without semantic loss. Actual implementation of the communications only requests that 1/
message shall not be lost, and 2/ messages on each individual channel are sent and delivered
in the same order. This type of communication can be implemented either by FIFOs or by
rendez-vous. We have illustrated this approach on a simple Statecharts example.

Data structures. Then we have focussed on algorithms and data structures needed to
test for or enforce endo/isochrony. This paper can be seen as a mathematical reformulation
of [1, 2|, and a theoretical support for the techniques implemented in the SIGNAL compiler
developed at Inria, Rennes, and the STLDEX tool for the SIGNAL language, marketed by TNI,
Brest, France 1. A central tool is the Hierarchic Normal Form (HNF) for sTS, which is a
decision diagram different from BDD’s and their variants.

Assumptions on the communications layer. One may question the range of validity
of the assumptions needed for our method to apply (requirements 1/ and 2/ above, and the
resulting protocols which make use of blocking). It is certainly not applicable in general for
all parts of embedded reactive system design, but we believe it can be useful in combination
with other approaches. On the other hand, it seems well adapted to object oriented systems
design methodologies, such as based on UML : both synchronous and asynchronous modes of
interaction are useful and considered in this context, and our assumptions can be accepted
in this case.

Static vs. dynamic. The traditional range of application for synchronous programming
has been that of programs or systems with no dynamic creation of processes. Based on the
above study, a resticted form of dynamicity can be handled, we discuss here an example.
Consider an isochronous network of statically defined components (®x)k=1,... i, see (16,17).
Pick a pair (®;,®;) of components and perform a partial renaming using fresh names:
the result is still isochronous. Do this finitely many times. Thanks to compositionality and
locality of isochrony (see the consequences of theorem 2), we still get an isochronous network.
This implies that an isochronous network of prototypes can be dynamically instanciated
and deployed using asynchronous message communication. Of course, this is a restricted

11 see http://www.tni.fr/
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form of dynamic creation, as we assume a finite, statically defined, collection of prototype
components. But the need for such an architecture is frequently encountered in practice.
Work is under progress to establish this claim on a firm basis.

UML. From the previous results and remarks, it is natural to investigate the use of our
techniques to establish a behavioural semantic backbone for UML, targeted to reactive sys-
tems 2. To this end we have proposed a new formalism called BDL (Behavioural Description
Language) [17, 25]. As compared to existing synchronous languages, BDL possesses the fol-
lowing features:

e It is targeted to architectures and partial designs. It aims at providing behavioural
mechanisms of inheritance (a recognized difficult subject). To this end it is equipped
with two composition operators: the parallel composition || (to specialize behaviours
by adding constraints), and the nondeterministic choice V (to enrich a given behaviour
by adding new behaviours).

e It has a dual synchronous/asynchronous semantic.

e Statecharts as well as Sequence Diagrams and Message Sequence Charts can be trans-
lated into BDL, thus offering a blending of these formalisms at a semantic level.

¢ A visual syntax is under study, as a mild variation of Statecharts.

12 This ongoing work is the central subject of the ongoing REUTEL project, funded by Alcatel.

RR n~ 3822



34 Talpin, Benveniste, Caillaud, and Le Guernic

A Appendix: proof of theorem 5

It is enough to prove the following two statements :

(i) We have
Pe, .y = Pla, ™| ®,) (42)

i.e., both sides of equality (33) generate the same transition relation. In
fact, we shall instead prove the following, more general, result :

po |l por = p@ 7| e (43)

Clearly, (43) implies (42), but (43) can be formulated for arbitrary hierar-
chies @, ®’, not necessarily HNF. This will make the induction step in the
proof easier.

(ii) Expression

® =\ ((UB) > (ET U, T 1 US)) (44)

t1D<1%to

is a hierarchic normal form (note that it is clearly a hierarchy, as the con-
ditions of definition 3 are satisfied).

Both statements are proved by induction over the depth of the considered hierarchies. By
(31) they trivially hold for flat hierarchies, so we only need to investigate the induction step,

both for (i) and (ii).
Induction step for (i). This is performed into two steps.
1. Consider the second line of equation (32). Assume we know that

the desired property holds for hierarchies of depth at most equal to the
maximal depth of hierarchies ®;,.

In particular,
O, M B, = B, | ) (45)

where p;,,4 = 1,2 is the transition relation associated to hierarchy ®;,. Using the
definition (29) for ¢], formula (29) implies V;r N V3, = @ and, by the induction hy-
pothesis 13

(T Udy,) " (B5UR) = B(urupn,) |l (Upey)) (46)

13 this is where we take advantage of replacing (42) by (43), as (&7 U ®;;), ¢ = 1,2 involved in (46) are
hierarchies, but not HNF.
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2. Transitions satisfying the transition relations respectively associated with hierarchies
Vy, ti > ®@4,,i = 1,2 have the form ¢; U t; where t; ranges over transition relation py,.
Pick such a pair and assume it is synchronously unifiable, we have

tYUtiuty >ty Uty Ut (47)
Thanks to decomposition (29), (47) is equivalent to
tTut] > thUt,. (48)

But (46) and (48) together imply that both sides of (32) are associated to the same
transition relation.

Induction step for (ii). Thanks to the inductive definition (25) of function % and the
construction of the hierarchic normal form, it remains to prove the following:

H(po) = po, where po=aer \/ (t}U1E) (49)

t1>1%Eg

Define, for ¢ = 1,2 : pp,; =def Vt,- ti¥. Since ®,, is a hierarchic normal form, we have

,H(Vti tz’) = Vte ti, hence
H(po,i) = po,i (50)

follows. Assume (49) is falsified. This implies that there exists two pairs (¢1,t2) and (¢}, t5)
such that

tyx®ty , t; ="ty and
oo (U] = YUt # L (51)

Up to a permutation of the indices 1,2, only two cases are possible if (51) holds:

case 1 : tY[v] = t'{[v]
case 2 : tV[v] =t'5[v]

Case 1 contradicts (50). Case 2 is a bit more involved. Due to the maximality of the t¥ in
decomposition (29) we also have t¥[v] = t4[v], and we are back to case 1. This shows that
(51) cannot hold, and thus (49) cannot be falsified. This finishes the proof of the induction
step for (ii) and of the theorem 5. O
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