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Abstract:  The presence of a large external magnetic field in a plasma introduces an additional
time-scale which is very constraining for the numerical simulation. Hence it is very useful to introduce
averaged models which remove this time-scale. However, depending on other parameters of the
plasma different starting models for the asymptotic analysis may be considered. We introduce here
a generic framework for our analysis which fits many of the possible regimes and apply it in particular
to justify the Finite Larmor Radius approximation both in the linear case and in the non linear case
in the plane transverse to the magnetic field.
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L’approximation Rayon de Larmor Fini

Résumé : La présence d’un fort champ magnétique extérieur dans un plasma introduit une
échelle de temps supplémentaire qui est trés contraignante pour la simulation numérique. Pour
cette raison, il peut étre trés utile d’introduire des modéles approchés qui éliminent cette échelle de
temps. En fonction des autres grandeurs caractéristiques du plasma considéré, différentes asympto-
tiques peuvent étre considérées. Nous indroduisons un cadre générique pour notre analyse, et nous
appliquons ensuite les résultats obtenus aux différents régimes ce qui nous permet en particulier
d’obtenir ’approximation “Rayon de Larmor Fini” aussi bien dans le cas linéaire que dans le cas non
linéaire dans le plan perpendiculaire au champ magnétique.

Mots-clé : Equations de Vlasov-Poisson, équations cinétiques, homogénéisation, échelles de
temps multiples, convergence & deux échelles
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1 Introduction

The main goal of this paper is the investigation of an asymptotic regime taking place in the de-
scription of the behavior of charged particles under the action of a strong external magnetic field
and called: “The Finite Larmor Radius Approximation”. This approximation has a natural field of
application in tokamak physics.

This work was announced in E. Frénod & E. Sonnendriicker [8] and follows E. Frénod & E.
Sonnendriicker [9, 7] where we exhibited global asymptotic behavior of plasmas. Those global
behaviors have also been mathematically put in light by F. Golse & L. Saint Raymond [11, 10]
and E. Grenier [13]. The context of “The Finite Larmor Radius Approximation” is more local. Its
object is to describe the behavior of the considered plama’s particles when the observation length
scale is comparable with their Larmor radius.

We choose to lead our study in the framework of the Vlasov equation which writes, in this context

€

ot
fieo = fo,

where ¢ is a small parameter which will tend to 0. In (1.1) the distribution function f¢ = f¢(¢,x,v);
t € [0,T) for some T < oo is the time, x = (z1,Z2,73) € RS is the position and v = (v1,v2,v3) € RS
is the velocity. We denote O = R3 x R2, Q =[0,7) x R2 and Q = [0,T) x O. The magnetic field M
is supposed to be ey, the first vector of the frame (e, es, e3) of R®. For any vector v € R3, v stands
for v = (v- M)M = vie; and v for v, = v — v = vze; + vze3. The electric field E = E(t,x) is
external and non oscillating.

In order to make the process e — 0 in (1.1), we assume

fo>0, foeL'nL*(0), (1.2)

1 1
v Ve f =V f + (E+ v x M) -V, [ =0,
’ c (1.1)

and for E, we assume
E e CH(Q). (1.3)
Then we have the following Theorem.

THEOREM 1.1 Under assumptions (1.2) and (1.3), for each € > 0, there exists a unique solution f°¢
of (1.1) in L=(0,T,L' N L?(0)). Ase — 0,

e = fin L®(0,T, L*(0)) weak — *, (1.4)
where f is the unique solution of
of 1, [
27 TV Vel + (| R(=7)E(t,x + R(r)v)dr) - Vo f
6t 27 0 5
1 ™
3 REDBEx+REW I -V =0, (g

27

fica= 55 [ folx+ R(=r)v, R=r)v) dr,

where the matrices R and R are given by

1 0 0 0 0 0
R(t)=|0 cosT sinT|, R(r)=[0 sint 1-—cos7|. (1.6)
0 —sinT cosT 0 cosT—1 sinT

RR n -~ 3847



4 Emmanuel Frénod , Eric Sonnendriicker

The way to prove this Theorem uses the 2-scale convergence that says:

THEOREM 1.2 (N’Guetseng [17] and Allaire [2]) If a sequence f¢ is bounded in L>°(0,T; W), for a
Banach spaces W being the dual of a separable space and being compactly embedded in D'(O), then
for every period 0, there exists a 6-periodic profile Fy(t,7,x,v) € L*(0,T; LP(R,;W)) such that
for all ¥y (t, 7,%,v) regular, with compact support with respect to (t,x,v) and 0-periodic with respect
to T we have, up to a subsequence,

9
/f”’wédtdxdva// Fypg dr dt dx dv. (1.7)
Q QJo

Abovet, LP(R;) stands for the space of functions being L*°(R) and being 0-periodic and ¢ =
¢9(t7 E,X,V).

The profile Fy is called the 0-periodic two scale limit of f¢ and the link between Fy and the
weak—=x limit f of (f€) is given by

9
/0 Ey(t,r,x,v)dr = f(t,x,V). (1.8)

Moreover, if a sequence (g°) strongly converges to g in a second Banach space W' (with the same
assumption for W' as for W ), such that the product makes sense in a third Banach space W" | then,

feg° 2-scale converges to Fyg € L*°(0,T; Lg° (R, ; W")). (1.9)

The proof of Theorem 1.1 consist in finding a constraint equation for the two scale limit F of f¢,
using a weak formulation with oscillating test function of (1.1). This constraint imposes a form to
F. Then using oscillating test functions satisfying the constraint equation in the previously evoqued
weak formulation gives the equation satisfied by F. Integrating this last equation yields finally (1.5).

As the Proof of Theorem 1.1 in this paper and of Theorems 1.1 and 3.2 of E. Frénod & E. Son-
nendriicker [9] are very close, we develop here a generic framework inside which all those proofs may
be included. This generic framework consists in considering a conservation law linearly perturbed:

ou®
ot

1
+A-Vu® + =L -Vu® =0,
€ (1.10)

g —
ut:() — uo.

In this system, u® = u®(t,x), t € [0,T) for some T' < oo and x € R* = 0. We denote Q =[0,T) x O,
and we assume A = A(t,x) € L*(0,T;L? (0)), with V,, - A = 0 and L = Mx + N where M is

loc
a real n x n matrix with constant entries, satisfying trM = 0 and where N € ImM. We moreover

assume that e™™ is §—periodic for a given € R. The generic Theorem writes:

THEOREM 1.3 Under the assumptions above, if moreover the sequence (u®) of solution of (1.10)
satisfies

lu¥[| £ (0,7;12(0)) < C, (1.11)
for some constants C' independent on €, then extracting o subsequence,

u® two scale converges to a 6 — periodic profile U € L>®(0,T; L®(R,; L3(0))), (1.12)

INRIA



The Finite Larmor Radius Approximation 5
and
u® = u in L®(0,T; L*(0)) weak — *. (1.13)
We have,
U(t,7,x) = Ug(e ™™ (x — N) + N), (1.14)
where N is such that —M N = N and where Uy = Uy(t,y) is solution of
1 /? I
9% + —/ e "MA(t,e”™(y —N)+N)do - V,Up =0,
9t 9 Jo (1.15)
Uojt=o = §Uo-
Moreover, u is solution of
1 /? S —
Ou + —/ e MA(t,e™(x — N)+ N)do -V, u =0,
at 8/,
(1.16)

0
Ujp—o(X) = % /0 ug(e”"M(x — N) + N) do.

When restricting to the plane perpendicular to M, we may extend the previous result to the

Vlasov-Poisson system.

We suppose now that that f¢ does not depend on z; and v;, and we use the following notations:
t €[0,T), T < oo still denotes the time, the position- and velocity-variables become x = (z2,23) €
R and v = (vg,v3) € R2. Weset O =R2 x R2, Q =[0,7) x R2 and Q = [0,T) x O. The electric
field E° = E°(¢,x) standing in the Vlasov equation is now given by the Poisson equation, and then

the system we work with writes

afe 1
ot Tz
fﬁ:o = f07

E° = -V¢*, —A¢° = o5,

1
VeV ST (B 4 v x M)V fT =0,

p° = fedv.
R3

As the equation (1.17-a) is bidimensional, we precise the sense to give to v x M :

vx./\/l:( vs )
—Vy

fo>0, foe L' NI O), 0</ o1 + [v[2) dv < +oo,
(@)

We assume

for some p > 2, and we have the following Theorem

RR n "~ 3847
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THEOREM 1.4 Under assumption (1.19), for each ¢, there exists a solution (f¢,EF) of (1.17) in
L>(0,T; L' N LP(0)) x L0, T; Wh2(R2) for any T € R*. Moreover this solution is bounded in
L>°(0,T; L' N LP(O)) x L=(0,T; W (R2)) independently on e.

If we consider a sequence (f°,E%) of such solutions, extracting a subsequence, we have

f¢ 2-scale converges to F € L*°(0,T; L3> (R, ; LP(0))),

E* 2-scale converges to £ € L(0,T; LE (R, ; W3 (R2))), (1:20)
where F = F(t,7,x,v) and £ = E(t,T,X).
Moreover, there exists a function G = G(t,y,u) € L>(0,T; L' N L?(0")) such that
F(t,7,x,v) =G(t,x + R(—7)v,R(—T)V), (1.21)
and (G, €) is solution of
oG 1, [T
— + —( R(-7)E(t, 7,y + R(1)u)dr) - V,G
at 2 0 5
1 ™
+ %( R(—7)E(t,7,x + R(r)u)d7) - V,G =0,
0
. (1.22)
G|t:0 = %an
2w
E=E(t,7,x), with =-Ve®, —A® = G(t,x + R(-71)v,R(—T7)v) dv,
0
with R and R given by
cosT sinT sin T 1—cosT
R(r) = (— sinT COST) , R(7) = (cosr -1 sinT ) ) (1.23)

In order to prove this Theorem, we modify the generic framework previously introduced. We
consider here

ou’

ot

1
+ X -V,u*+-L-V,u® =0,
€ (1.24)

€ —
ut:() — ’U/O .

where the notations are similar as for equation (1.10): v* = v®(t,x),t € [0,T), T < o0;x € R" = O,
Q =1[0,T) x O. We suppose, as previously, that L = Mx + N, where M is a constant entry matrix
satisfying trM = 0 and €™ is §—periodic and where N € ImM. The assumption we make on A®
are the following: we suppose that, for all € > 0, V, - A° = 0 and that, for some ¢ > 1,

A° 2-scale converges to A € L™ (0,T; LP(R, ; WH(K))), (1.25)

for all compact sets K C R" and where A = A(t,7,x) is §—periodic in 7.
We have

THEOREM 1.5 Under the assumptions above, if moreover the sequence (u) of solutions of (1.24)
satisfies

lu]| oo (0,722 (0)) < C, (1.26)
INRIA



The Finite Larmor Radius Approximation 7

for some p > 1 such that 11—) + % < 1, where & = Maz{% — 1 0}; then, extracting a subsequence,

q g n
u® 2-scale converges to a profile U € L*(0,T; Lg°(R,; LP(O))). (1.27)
Moreover, we have
U(t,7,x) = Ug(e "™M(x = N) + N), (1.28)

where N is such that —M N = N and where Uy = Uy(t,y) is solution of

an 0 M M - -
—+/ e "V A0, (y —N)+ N)do - V,Uy =0,

at ' J (1.29)

_1
Uojt=0 = g,

The proof of this Theorem consists in finding the constraint equation imposed on U by the %L
operator. This yields (1.28). Then we remove the essential oscillation of 4 by defining w®(t,y) =
us(t,esM(y — N) 4+ N)). Using the equation w® satisfies, denoting (W, (K))* the dual of W, (K),
we prove that 83—“25 is bounded in L (0, T; (W, " (K))*), for some r > 1 (£ = %—{— % -1 141 =),
which, applying the Aubin-Lions Lemma gives that w® — 8U, strongly in L>°(0, T; (W, *%(K))*), for
any compact set K C R™. This fact, coupled with (1.25), enables to pass to the limit in the equation
satisfied by w® and find (1.29).

Theorem 1.4 is a direct application of Theorem 1.5 once the wanted regularity of E¢ is proved.
This is done with the help of classical kinetic energy estimates and regularization property of the
Laplace operator.

The paper is organized as follow. In section 2 we present the scaling leading to the “Finite Larmor
Radius Approximation”. We show how to obtain equation (1.1) and system (1.17). The next section
is devoted to the deduction of the asymptotic behavior of the linear Vlasov equation. Finally, in
section 4 we prove Theorems 1.5 and 1.4 concerning the non-linear case.

Acknowledgments: We would like to thank Pierre Bertrand for the very interesting discutions
we had with him and which helped us understand the “Finite Larmor Radius Approximation”.
We also thank Pierre-Arnaud Raviart for his pertinent advises about this work.

2 Scaling: The Finite Larmor Radius regime

We present here the scaling leading to equation (1.1) and system (1.17). We exhibit the important
parameters playing a role when charged particles are submitted to a strong magnetic field. For this

RR n "~ 3847



8 Emmanuel Frénod , Eric Sonnendriicker

purpose we consider the following Vlasov-Poisson system

of q -
E—}—V'me—}— E(E(t,x)—}—va(t,x))-va—O

f|t=0 = f07

E=-V¢, —Ap= %p,

plt,x) = [ [f(t,x,v)dv,
R3

before any scaling, which can be considered as a natural model to describe the behavior of charged
particles under the action of an external magnetic field B(¢, x).

We define some characteristic scales: ¢ stands for a characteristic time, L_” for a characteristic length
in the direction of the magnetic field, L, for a characteristic length in the direction orthogonal
to the magnetic field, v for a characteristic velocity. Denoting, for any vector x, x| and x, its
components parallel and perpendicular to the magnetic field, we now define new variables t' x’'
and v/, by t = ', x| = L_”xil, x,. = L,x/, and v = vv', making the characteristic scales the
unities. In the same way, we define the scaling factors for the fields: E for the electric field and
B for the magnetic field and the new fields £ and B are given by: EE(t',x') = E(#t', Ljx|, L1x/)
and BB(t',x') = B(#t', x|, L1x ). Lastly, defining a scaling factor f for the repartition function,
noticing that f is a repartition function on the phase-space it is natural to define the new repartition
function by

— -9 L —
fr@,x' v')=L /L. E3f(tt',L||x1|,LJ_x'J_,Ev'). (2.2)

With those new variables and fields we deduce the scaling equations.

2.1 Scaling of the Vlasov equation

Let us begin with the Vlasov equation, we obtain that f' is solution of

of  t o 1ors Bi
8—{, + j_j:”vﬁ Vo f + j%vi Vo '+ (e %) + %tv’ x B(,x) -V f =0.  (2.3)

Now, we introduce the characteristic cyclotron frequency: w, = % and the characteristic Larmor

radius: a7, = -~. Using those physical quantities, (2.3) becomes

off _a __a - E -
—f, + twca:Lvﬁ Ve f1 4+ twcw:Lv’L N f + (fo,—=Et', x") + tw.v' x B{t',x')) -V f' = 0. (2.4)
ot L” L, vB

Assuming the magnetic field is strong consists essentially in setting

tw, B (2.5)

We = — ald — = & .
‘e B

—

for a small parameter ¢, and, the “Finite Larmor Radius” regime consists in choosing

9L _ ¢ and 2L — 1. (2.6)
Ly Ly
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Hence the rescaled Vlasov equation writes

' 1 1
v Ve f 4 VLV f (€ X) v X B, X)) - f = 0. (2.7)

Concerning the initial data, under the scaling (2.2), (2.1.b) directly gives

—_——
LyL. v _  __ _
f|'t,:0 = ”ﬁfo(L”xh, Lx'|,ov'). (2.8)

Hence, if we assume that the scales of variations of the initial data fy (before scaling) is of the same

order than the characteristic lengths used, and that f = L_”K2E3, it is natural to consider equation
(1.1) as a relevant model to understand local behavior of charged particles under the action of a
strong external constant magnetic field.

This is the reason why we study (1.1) in section 3.

2.2 Scaling of the Poisson equation

We now turn to the Poisson equation (2.1.¢),(2.1.d). For this purpose, we define the new electric
potential by

EL||¢I(tlaxl) = ¢(¥tlaL_||xi|>Hle)7 (29)

and the new particle density by

P, x)= /f'(t',x',v') dv'. (2.10)
Direct computations give:
LI
1 _ I R
Pt x") = ”7 p(Et', Tyx,, Lix)), (2.11)
Vo', Lx',Lix)) =E vy (6 (2.12)
L X, LX) ) = Ly ) .
Pt LV ¢/ (¢, %)
and
E I’
AGEH, Tyx), i) = = (A ' (#,%) + 2 Ay (#, %) ). (2.13)
L [
[ L,
Hence the Poisson equation —A¢ = =P becomes
I’ 7
q
- (Axh ¢ + =LAy, ¢') ==—/ (2.14)
L SOFEL,
and the definition of the electric field E = —V ¢ yields
£ ( V¢ ) (2.15)
=— — T . -
L=J||_VXIJ. ¢I

RR n "~ 3847



10 Emmanuel Frénod , Eric Sonnendriicker

Setting now the same ratio as in (2.5) and (2.6) and considering that the scales of variations
of the initial data is of the same order than the characteristic lengths, the rescaled Vlasov-Poisson
system writes

! 1 1
% + vh ' lef' + EVIL ’ Vw’fl + (g(tlaxl) + EV X B(tlaxl)) ’ Vv’fl =0,
f|t=0 = f(;;
Ve @' 1 (2.16)
&E=- (lvx”, ¢/) s (Axh ¢I + E_2Axﬁ_¢l) = ’Ypla
e VX
P = [ FE ),
R3
with v = %EL?K

For the study we lead in section 4 we consider the previous system with v = % and with B= M =
e1. We moreover assume that none of the fields depend on the component parallel to the magnetic
fields x| and v|. In this case the Poisson equation from which we remove the x| —dependency

0 1 1
£=- (1 ) y — 3B =/ (2.17)
Ve, &' g2 £
is equivalent to, removing the magnetic field direction,
E=-V¢*, —A¢* =p", (2.18)

where ¢* is nothing but %d)’ and with
p =1 fldv, (2.19)
R3

explaining the interest of studying system (1.17).

3 Homogenization of the Vlasov equation

In this section, we provide the homogenization of the Vlasov equation (1.1) and prove Theorem 1.1.
Since the contexts of equation (1.1) and the equation studied in E. Frénod & E. Sonnendriicker [9]
are similar we develop a generic framework and apply it to prove Theorem 1.1. We then show that
this generic framework applies also to prove Theorems 1.1 and 3.2 of E. Frénod & E. Sonnendriicker

[9].

3.1 Generic framework - Proof of Theorem 1.3

The framework inside which the problem we want to homogenize enters is the following conservation

law singularly linearly perturbed
ou®
ot

1
+A -V + -L-Vu® =0,
£ (3.1)

e _
Ujg—o = U0,

INRIA



The Finite Larmor Radius Approximation 11

where u® = u®(t,x), t € [0,T) for some T < oo and x € R* = O. We denote Q = [0,T) x O, and
we assume A = A(t,x) € L>(0,T; L2 .(0)), with V, - A =0 and L = Mx + N where M is a real
n X n matrix with constant entries satisfying trM = 0 and where N € ImM. We moreover assume

that e™™ is §—periodic for a given § € R.

The proof of Theorem 1.3, characterizing the limit of equation (3.1), is led in three steps. First,
we look for the constraint imposed by the operator (%L - V) on the profile U, 2-scale limit of (u°).
Studying the characteristics associated with this constraint, we obtain the form (1.14) it gives to U.
In the second step, using test functions satisfying the constraint in the weak formulation of (3.1), we
get the equation satisfied by Up. In view of formula (1.8) linking the the 2-scale limit to the weak—x
limit, in the last step, we integrate the equation satisfied by Uy to deduce (1.16).

Under the assumption (1.11), we may apply the result of N’Guetseng [17] and Allaire [2] (see The-
orem 1.2). Then, for any period § there exists a 6-periodic profile U (¢, 7, x) € L>(0,T; L3*(R;; L2(0)))

such that, for any regular function 1;(t,7,x) compactly supported in (t,x) and §-periodic in 7, we
have

+ )
/ w (8, %)t ) di dx — / / U, 7, x)d5(t, 7, x) dr dt dx. (3.2)
Q € aJo

Now, we write a weak formulation of (3.1) with oscillating test functions (15)° = (¢, £,x), with
¥;(t, 7, %) previously defined. Since V, - A =V, - L = 0, it writes

o 1. 0vY; 1
/Qus ((%)5 + —(%)5 + A (Vo) + gL . (wag)s) dtdx = — /o uotp3(0,0,x) dx.  (3.3)

3

Multiplying (3.3) by ¢ and passing to the limit gives the following constraint equation for the 6-
periodic profile Uj:

% +L-V,U; =0in D'(R, x O). (3.4)

This equation says that Uy is constant along the characteristics of the following dynamical system

ax

pe L(X(r)) = MX(7) + N. (3.5)

Using the assumptions made on L, writing X (7; x, s) for the solution of (3.5) satisfying X(s;x, s) = x,
we obtain

X(r;x,5) = eT"9M(x — N) + N. (3.6)
Hence from equation (3.4), we deduce, on the one hand, that for any 6 the f-periodic profile writes
U;(t,7,x) = Up(t,e "M (x — N) + N), (3.7)

for a function Uy = Uy(t,y) € L*(0,T; L2(0")). On the other hand, we take the #-periodicity of
e~™ under consideration. In view of (3.7), we deduce that if § and 6 are incommensurable U;
cannot depend on 7, and then contains no information concerning the oscillations of (uf). Yet, if §
equals (or is multiple of) @ the profile U; naturally satisfies its 6-periodicity condition once (3.7) is
satisfied.

RR n° 3847



12 Emmanuel Frénod , Eric Sonnendriicker

Hence, among every possible periodic profile, we are incited to work now with the 8-periodic one
U :=Up, (3.8)
which writes
U(t,7,x) = Up(t,e "™ (x — N) + N), (3.9)
for Uy = Up(t,y) € L°°(0,T; L?(0')), which is the equality (1.14) of Theorem 1.3.

Now, we seek the equation Uy satisfies. For this purpose, we build oscillating test functions
satisfying the constraint and use them in the weak formulation (3.3).
For any ¢(t,y), regular and compactly supported, we define 9(t,7,x) = p(t,e”"™(x — N) + N)
and we inject in (3.3) test function (4)° = (¢, £,x). Acting in such a way, the terms containing the
constraint vanishes. We have then

/Qus ((%—f)s +A- (Vz¢)5> dtdx = — /o up?(0, 0, x) dx, (3.10)

which passing to the limit yields

Ty B
/Q/o U(E +A- Vzb) dtdxdr = —/ouozb(0,0,x) dx. (3.11)

In (3.11) we use the expression of U in terms of Uy, the expression of ¢ in term of ¢, without
forgetting

Veb(t, 7,x) = (e ™M), 0(t,e ™ (x — N) + N), (3.12)

denoting (e T the transpose of e~ 7M; and we make the change of variable x = y = e ™M (x —

N) + N. This gives

7TM)

0
/ / Uo (88—(’: +e ™MA(t,e™(y — N)+N) -Vycp> dtdydr = —/ uop(0,y) dy. (3.13)
+Jo o
An easy computation coupled with the fact that V, - A = 0 gives
V, - (e MA(t,e”™(y = N) + N)) = (V, - A)(t,e™(y — N) + N) = 0. (3.14)

Hence, knowing that neither Uy nor ¢ depend on 7, we deduce that (3.13) is the weak formulation
of

Uy I —oM oM AT AT
W—FE e A(t, e (y—N)+ N)do - V,Up =0,
¢ (3.15)
U 1
0[t=0 — 0“07
proving the second part of Theorem 1.3.
In order to get equation (1.16) we use the fact
9 9 L
u(t,x) = / U(t,7,x) dr = / Uo(t,e ™ (x — N) + N) dr. (3.16)
0 0

INRIA



The Finite Larmor Radius Approximation 13

Replacing in (3.15) y by e " (x

b [4
§</0 Uo(t,e N) + ) dT>
[4

1 0 —_ —
7 / / e ™ MA(t, e M (x = N) + N)do - V,Up(t,e ™ (x = N) + N)dr =0,
0

— N) + N and integrating in 7 we get

(3.17)
9 L 1 /¢ L
/ Us(t,e"™(x — N) + N))jpmo dr = 7 / ug(e"™M(x — N) + N) dr.
0 0
An easy computation yields
Ve (Uo(t,e ™ (x = N) + N)) = (e "™™M)T(V,Up) (t,e ™ (x — N) + N), (3.18)

and then replacing in the second term of (3.17.a) gives
/ ’ / A IV () £ W) do - (MY (Ut M (x - T 4 W dr
/ / eTmOMA (¢ =M (x —N) + N)do -V, (Up(t,e ™M (x = N) + N))dr. (3.19)
Yet, by the periodicity of 7 — ™™ we deduce that
/09 eT=IMA (4 =M (x _N)+ N)do = /09 e MA(t,e”™(x — N) + N) do, (3.20)

does not depend on 7.

We may finally conclude that (3.17) reads

9/ e ™ MA(t,e™(x—N)+N)do-Vu=0,
(3.21)
70'M AT
Upp=o ( 0/ ug(e — N) + N)do.
achieving the proof of Theorem 1.3. [ ]
3.2 Application to the Vlasov equation - Proof of Theorem 1.1
Using assumption (1.2) made on fy and the following property of f¢ solution of (1.1):
d 1>
a”f (ta ) ')||L2(O) =0, (322)
obtained by a direct integration in x and v of (1.1.a), after multiplication by f¢, we deduce
1£5 1| oo (0,722¢0)) < C, (3.23)
for some constants C.
Hence, the Vlasov equation (1.1) enters the generic framework previously built with
- M 6 _ Vi 6
A(t,x,v) = (E(t,x)) (e R°) and L(t,x,v) = (v 9 M) (e R°). (3.24)
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14 Emmanuel Frénod , Eric Sonnendriicker

In this case e™ becomes
e™ = (I R(T)> , (3.25)

with R(7) and R(r) given by (1.6).
We can then deduce
f¢ 2-scale converges to F' € L*(0,T; L2 (R, ; L*(0))), (3.26)

and applying Theorem 1.3, we can deduce that there exists a function G = G(t,y,u) € L*>(0,T; L*(0"))
such that

F(t,7,x,v) =G(t,x + R(—7)v,R(—T7)V), (3.27)
where G is the unique solution of

2w
% -GG+ ([ RDEty +R(w dr) - V,G
6t 27T 0

1 27

+ ﬂ( R(—7)E(t,y + R(T)u)dr) - V,G =0, (3.28)
0

1
G|t:0 = gfo-

Always applying Theorem 1.3, we also deduce that the weak—x limit f of (f¢) is the unique solution
of (1.5).

The fact that the whole sequence (f¢) 2-scale converges to F' and weak—x converges to f is a
direct consequence of the uniqueness of the solution of (3.28) and (1.5). This ends the proof of
Theorem 1.1. ]

3.3 Link with physical models

In order to compare the model we obtain with the “Finite Larmor Radius Approximation” used by
physicists, we restrain to the plane orthogonal to the magnetic field. Denoting here R(7) and R(7)
there restrictions to this plan, we introduce the Larmor Radius variable: r = v+ and the guiding
center variable: x¢ = x — r where for any vector v = (v2,v3), v* stand for vt = (—wv3,v2). In this
new variables, equation (3.28) reads:

2w 2m
o _ L /0 B (1 xc + ROE) dr) - Veo f + 5 ([ RCTB(txc + R(r)x) dr) -V, f = 0.

6t 2w 0
(3.29)

Assuming that the distribution function is a Maxwellian distribution, i.e. f = n(x,, t)e_rg/ (2"2)/ (27o),
we integrate (3.29) with respect to r. This procedure cancels the third term. Indeed

" R(—7)E*(t,xc + R(r)r) dr (3.30)

only depends on |r| and then the integrand is odd. Then we get

6 1 2w
- /R = /0 EL(t, %0 + R()r) dr) e/ (20 dr - Vyum = 0, (3.31)
which is the model introduced by Hansen et al. [14].
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The Finite Larmor Radius Approximation 15

3.4 About previous results

Notice that Theorem 1.1 of E. Frénod & E. Sonnendriicker [9], proving that the asymptotic behavior
of

ofe M
(,;; +v-Voff+(E+vx(B+—))-V,f =0,
£ (3.32)
fli:() = f07
is given by
of
a%—v” Vof +(Ej+vxB))-V,f=0,
(3.33)
1 27
f\t:O = % 0 fo(X,u(V,T)) dr,
is also a consequence of Theorem 1.3 by setting
A= v and L= Y (3.34)
" \E+vxB T \vxM/’ '
This is the same for Theorem 3.2 of [9] with
A= M and L = 0 (3.35)
" \E+vxB T \W+HvxM/)T :
This Theorem says that the weak—x limit of the solution of
ofe N M
8{5 +v-Vof*+(E+—=)+vx(B+—7)) -V, f =0,
€ € (3.36)
f|Et:0 = fOJ
with N = ey, satisfies
af v Ei — B v By
-+ 0 Vo f + 0 + v X 0 -Vof =0,
ot ~1 0 vs+1 0
(3.37)
1 27
f\t:o = . fo(x,u(v,7))dr.
T Jo

4 2-scale limit of the 2D Vlasov-Poisson system

The aim of this section is to characterize the equation satisfied by the 2-scale limit of the sequence
(f¢,E®) of the Vlasov-Poisson system (1.17) For this purpose, we generalize the generic framework
to the case when the operator A® is oscillating. Then, we apply the results obtained in this new
generic framework to prove Theorem 1.4.

RR n -~ 3847



16 Emmanuel Frénod , Eric Sonnendriicker

4.1 Generalized generic framework - Proof of Theorem 1.5

We consider here

o 1
A LA Vw4 L Vut =0,
ot I3 (4‘1)

e _
Ui—g = UO-

where the notations are the same as for equation (1.10): u® = u°(¢t,x), t € [0,T), T < c0; x € R" =
0, Q =1[0,T) xO. We suppose, as previously, that L = Mx+ N, where M is a constant entry matrix
satisfying trM = 0 and e™™ is §—periodic. The assumptions we make on A® are the following: we
suppose that, for all € > 0, V, - A° = 0 and that, for some ¢ > 1,

A° 2-scale converges to A € L=(0,T; LY (R, ; WH1(K))), (4.2)

for all compact sets K C R" and where A = A(t, 7,x) is §—periodic in 7.

The proof of Theorem 1.5 begins as the proof of Theorem 1.3 in the sense that the constraint
equation and its consequences are similar. Hence relation (1.28) is obvious. In order to get the
equation Uy satisfies, we proceed as follow: we define w®(t,x) = uc(t,e:™(x — N) + N) which is
the function u® from which the essential oscillation is removed. This idea has also been used in E.
Frénod & E. Sonnendriicker [7], E. Grenier [12, 13], Schochet [18], J. L. Joly, G. Metivier & J. Rauch
[15] and T. Colin [5]. Using the equation satisfied by w*, we show that

w® — U, in L®(0,T; (Wy ' (K))*), (4.3)

where (WO1 I(K))* is the dual of (WO1 "I(K)). This fact coupled with the assumption on A® enables
to pass to the limit and find equation (1.29).

Under assumption (1.26) we may deduce, up to subsequences,
u® 2-scale converges to U € L*(0,T; Lg° (R, ; LP(O))). (4.4)

The weak formulation of (4.1) with §—periodic oscillating functions () = 4 (t, £,x) writes

[ (G + 2 G0+ (T + L (Vo) dids = = [ w000k 49

Proceeding as in subsection 3.1 we obtain that U satisfies

g—Z+L-VEU=0in D'(R, x O). (4.6)
and then,
Ut,7,x) = Up(t,e ™M (x — N) + N), (4.7)

for Uy = Up(t,y) € L>=(0,T; L?(0")), which is the equation (1.28) of Theorem 1.5.

Now we look for the equation Uy satisfies. For this purpose, we define
w(t,y) = u(t,e:M(y - N) + V), (4.8)
and we have the following Lemma characterizing the asymptotic limit of w*®.
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The Finite Larmor Radius Approximation 17

LEMMA 4.1 The sequence (w®) satisfies

w® = Uy in L®(0,T; (Wy " (K))*) (4.9)
where Uy in linked with the profile U by (1.28).
Proof. First, we prove that w® 2-scale converges to Uy, and w® weakly—x* converges to 8Uy. Secondly,

we show that 88—“5 is bounded in L*(0,T; (Wy'"(K))*) for some r > 1. Since w® is bounded in
L>(0,T; LP(0O)), the Aubin-Lions Lemma leads to the conclusion.

We take any function ¢(¢,7,y) regular, with compact support in ¢ and y and §—periodic with
respect to 7. We have:

E,y) dtdy =

€
t
€

[ wreyio Lydiy = [ ut(eet iy T+ Mot

/ us(t,x)p(t, -, e =M(x — N) + N) dtdx. (4.10)
O

This last quantity converges to

9 0
/O /0 Ut,7,x)p(t, 7, "M(x — N) + N) dtdxdr = /O /0 Uy¢ dtdydr, (4.11)

proving w® 2-scale converges to Uy. Since Uy does not depend on 7, we immediately deduce w® — 08Uy
weakly— * .

Now, we seek the equation w® satisfies. We have

ow*® ou® ¢ — == M . — ¢ — =
r(6Y) = S (et - W)+ W) + ety - F) (et (y - W) 4 W) (412)

writing this last equality in y = e~ M (x — N) + N we obtain

ow*® _tpr — =,  Ou® M — ou’ 1
te s —N)+N)= t —(x—N)-Vu°(t,x) = t, =L - V,u®(t,x).
(b EM e = W)+ W) = (430 + —(x = W) - et (6,3%) = S (%) + L Ve (%)
(4.13)
Hence in view of the equation satisfied by «* and of
Yyt (t,y) = (e M) Vous (t, e (y - N) + N), (4.14)
we obtain that w* is solution of
% + K (t,esM(y—N)+N)- (e =M)TY,u" =0, (4.15)
i.e.
ow® LA ac t A AT AT e
5 +e VA (t,es" (y - N)+N)-Vw =0. (4.16)

Having (4.16) at hand we can prove that 88—1”; is bounded in L (0, T; (W, (K))*) for some r > 1
and any compact K C R”. It is an easy game to show

V, - |e M A(tesM(y —N)+N)| =0. (4.17)
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18 Emmanuel Frénod , Eric Sonnendriicker

Hence, from (4.16) we deduce
ow®

o =V e *MA(t e M(y — N)+ N) w|, (4.18)

and since A° is bounded in Wy (K), a Sobolev embedding theorem implies that A is bounded in

LY (K), where ¢' is defined by %I = Maa:(% —1.0), and since 7 — e~ "M is periodic, we deduce that

(e=cMA(t,e=M(y — N) + N)) is also bounded in L? (K). Then as w® is bounded in L?(0), we
get that (e M A°(t,esM(y — N) + N)w®) is bounded in L™ (K) with L = 5 + - We may then
conclude that

15

1 1
is bounded in L*=(0,T; (W, ™" (K))*), with —+o=1 (4.19)

w
ot
for any compact K C R™.

In order to conclude, we treat first the case when r* < ¢* where ¢* is such that q% + % =1.

As K is compact, we have L9 (K) ¢ L™ (K). Since (Wy'?(K))* and (Wy'"(K))* are respectively
isomorphic to (L9 (K))? and (L"" (K))? we deduce, on the one hand,

(Wy"(K))* € (Wy" (K))* (4.20)

with continuous injection. On the other hand, as a consequence of the Rellich-Kondrachov Theorem,
we have

LP(K) C (W) (K))* compactly. (4.21)
Hence, applying the Aubin-Lions Lemma, (see for example Lions [16]) we deduce
U = fu e L2(0, T I7(K)), 92 € 1(0,; (Wa (K))")} (4.22)

is compactly embedded in L*(0,T; (Wy*(K))*). Then we deduce that w® converges strongly in
L>(0,T; (W, (K))*) giving the conclusion of the Lemma.

The case r* > ¢* is simpler. Indeed, in this case, we directly have from (4.19)

g

a“; is bounded in L (0, T; (W2(K))*), (4.23)

yielding directly the conclusion of the Lemma. ]

Having Lemma 4.1 at hand, we want to pass to the limit in (4.16). This will give the equation
for Uy. In order to realize this, we have first to prove:

LEMMA 4.2 We have

A(t,esM(y — N) + N) 2-scale converges to A(t,7,e”™(y — N) + N)
in L0, T; LP(R,; Wy 9 (K))).  (4.24)

Proof. A direct computation gives
t R — t
A (tesM(y = N) + N)ut, -, y) dtdy =
Ql
9
/ A (t,x)(t, z, e «M(x — N) + N)) dtdx — / / A(t, 7, x)(t, 7,e ™ M(x — N) + N)) dtdydr
Q QJo

= / , /:A(t’TveTM(y—W)+W))¢(t,7,y) didydr, (4.25)
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The Finite Larmor Radius Approximation 19

for any §—periodic test function. This proves the Lemma. [ ]

Now, writing a weak formulation of (4.16), we have

/ w® [%—;’0 +e e MA(tesM(y —N)+N)- Vygo] dtdy = / uop(0, ) dy, (4.26)
QI ol

for any ¢(t,y) regular and compactly supported in Q. Let K be a compact containing the support
of ¢, since

w® — U, in L®(0,T; (W' (K))*),

e = = (4.27)
A(t,es™ (y — N) + N) 2-scale converges to A(t,e”™™ (y — N) + N)

in L(0, T; L§® (Rr; Wy *(K))),
we can pass to the limit in (4.26) and find:
6(10 ’ —TM TM N N
00, 3 + [ e THA@R, T, (y — N)+ N)dr - Vyp| dtdy = uop(0,-) dy. (4.28)
7 0 !

Noticing at last that neither Uy nor ¢ depend on 7, (4.28) is nothing but a weak formulation of
(1.29) proving Theorem 1.5. |

REMARK 4.1 In the case when A does not depend on ¢, its 2-scale limit is %, so that we indeed get

the same result as in Theorem 1.3.

4.2 Application to the 2D Vlasov-Poisson system - Proof of Theorem 1.4

In order to deduce Theorem 1.4 from Theorem 1.5 we essentially have to show (1.20) and to pass
to the limit in the Poisson equation. Indeed, once those two things are proved, the Theorem follows
noticing that the Vlasov equation (1.17.a) enters the generalized generic framework with

K159 = (e ) (€ R and Tlexow) = (7 ) (€ 7). (4.20)
In this case e”™ becomes
e™ = (é gég) , (4.30)

with R(7) and R(7) given by (1.23).

Multiplying the Vlasov equation (1.17.a) by (f¢)?~! and integrating in x and v we obtain
1€l 2o 0,757 (0)) < C, (4.31)
for some constants C. From this estimate, we deduce
LEMMA 4.3 Under assumption (1.19)

f¢ 2-scale converges to F € L*(0,T; L, (R, ; LP(O))), (4.32)
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20 Emmanuel Frénod , Eric Sonnendriicker

The fact that E* 2-scale converges is a bit longer to obtain. We need first to show the following
Lemma.

LEMMA 4.4 Under assumption (1.19), we have
1ol 9z 0252209 < C amd 197G D, - 0718 sy < C (43)

for some constant C.

Proof. Multiplying the Vlasov equation by |v|?, and integrating with respect to x and v, we get

i/ felv? dvdx—2/ Je-Efdx =0, (4.34)
dt Jo R2
where
Jo(x,t) = / vfedv. (4.35)
R3
Now, integrating the Vlasov equation in v gives the continuity equation
opt 1
IV-JE =0. 4.36
ot + EV (4.36)
Using this, we obtain
J.Efdx = - J° - Vo dx = V- -J ¢ dx = —s/ Op ¢° dx. (4.37)
R2 R2 R2 r2 Ot
Using now the Poisson equation, we get
ld o2 0 0pe
el = — —AF ¢ = £ dx. 4.
2dt/R?g(Vgé)dx o O ¢ ¢° dx e 6t¢dx (4.38)
Coupling (4.37) and (4.38) yields:
-2 | J-Efdx= z—:i (V¢°)? dx, (4.39)
R2 dt Jrs
and then, (4.34) reads
d 5 2 £\2
— felvifdvdx+e | (V§°)dx,| =0 (4.40)
dt | Jo R2
and as an immediate consequence we have
(101 £9) [ Los 0,7321 (o) < Cs (4.41)
for some constant C. The first part of the Lemma is then proved.
Concerning p° we have
po(x,t) = fedv = / fedv+ / fedv, (4.42)
R3 [v|[<R |[v|>R
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The Finite Larmor Radius Approximation 21

for any R > 0. Using the Cauchy-Schwartz inequality, we have

/|v|<R favs (/|u<1q(f6)2 dv)%(/|v<Rd v)2<C (/Rg(fs) dv)?, (4.43)

o=

and

|U|2 1 2
fedv </ —ffdv < v|* f* dv. 4.44
/|U>R >k I “®m | | (4.44)

Hence, we have for any R > 0
0] < CR([ (P avt+ o / [of? £ dv. (4.45)
R3
Taking the R which minimizes the right-hand-side we obtain

et <Cal [ (P[P pam)t, (4.46)

/R2 " (x,t)|Fdx < C3~/R;i(/1ag(f5)2dv)%(/1mg o[2 £ dv)? dx

< G| Uaxavi([ pPsdxav),
R2xR2 R2xR2

and finally

thanks to the Holder inequality. Now, knowing that the terms on the right-hand-side are bounded,
we have our estimate on p®. Hence the proof of the Lemma is ended. ]

As a direct consequence of Lemma 4.4, and of the regularization properties of the Laplace operator,
we deduce that E° is bounded in L°°(O T;Whs (R2)) and the following Lemma holds true

LEMMA 4.5 FEzxtracting o subsequence, we have

E° 2-scale converges to € € L(0,T; LE (R, ; WhH3 (R2))) (4.47)

Hence we proved the two facts yielding (1.22.a) and (1.22.b) with the help of Theorem 1.5.

It now remains to pass to the 2-scale limit in the Poisson equation (1.17). This can be done
easily writing a weak formulation of the Poisson equation with oscillating test functions:

Ve (%) - Vot L %) ddx = / £t x, V)t L %) dtdxdv, (4.48)
g o g

R2

in which we can pass to the limit and obtain, denoting ® the 2-scale limit of ¢°

27 27
/ V& - Vo dtdxdr / F dtdxdvdr
R2 J0O 0 Jo

27
/ / G(t,x + R(—7)v, R(—7) V)¢ dtdxdvdr
oJo

which is the weak formulation of (1.22.c), achieving, in view of what is said in the beginning of the
subsection, the proof of Theorem 1.4,. [ |
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22 Emmanuel Frénod , Eric Sonnendriicker

REMARK 4.2 The deduction of the equation satisfied by the weak—x limit f from (1.22) is an open
problem. Indeed, writing an equation for [G(t,x + R(—7)v, R(—7)v)] from (1.22) introduce the
T—variable in the coefficients of V,[G(t,x + R(—7)v, R(—7)v)] and V,[G(t,x + R(—7)v, R(—7)v)].
Hence we cannot proceed as in the linear case. Moreover, since those coefficients also depend on x
and v, the non local homogenization methods (see L. Tartar [19, 20], Y. Amirat, K. Hamdache &
A. Ziani [3, 4] E. Frenod & K. Hamdache [6], R. Alexandre [1] ... ) do not work.
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