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Abstract: A Block version of the shake method for heavy atoms simulation in biological systems
is presented in this paper. The method solves successively, independent blocks of constraints of
small size by a Newton method. This algorithm is implemented in TAKAKAW, an efficient parallel
molecular dynamics code. This method has been tested on a small system and on an ionic canal
of 67671 atoms.
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Un algorithme paralléle pour une dynamique moléculaire
contrainte

Résumé : Nous présentons ici une méthode shake par bloc pour des simulations «atomes lourds»
dans des sytémes biologiques. Cette méthode résoud successivement des blocs indépendants de
contraintes de petites tailles par une méthode de Newton. Cet algorithme est implémenté dans
TAKAKAW un code paralléle de dynamique moléculaire. La méthode est testée sur un petit
systéme puis sur un canal ionique de 67671 atomes.

Mots-clés : dynamique moléculaire, equations différentielles algébriques, contraintes, paral-
lélisme, méthode de newton, algorithme shake.
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1 Introduction

In classical molecular dynamics the motion of atoms in a system of molecules is described by the
Newton’s second law (cf. [1], [7]). In cartesian coordinates the equations are

d?q(t)
di2

M = F(q,t) = =VV(q()) (1)
where ¢(t) € R3V describes the position of atoms, N is the number of atoms, V is an empirical
potential energy function and M is a diagonal matrix of atomic masses containing each mass
replicated thrice.

The potential energy may be divided in two parts. The first one concerns the non-bonded
interaction between atoms modeling van der Waals and electrostatic interactions and the sec-
ond corresponds to intra-molecular geometrical potential linked to the skeleton of the molecule
(bonds, angles, ...). In our application, the potential energy has the form

V(g,t) = Vilg) + Vo(a) + Vs(q) +Z Z ;. 5(lgi — gj) (2)
i=1 j=i+1

where g; is the position of the ith atom, ¥;; represents the non-bonded pairwise potential includ-
ing the van der Waals potential and Coulombic potential, |.| denotes the Euclidean distance. The
first three potentials on the right hand side of equation (2) are potentials linked to the structure
of the molecules. In this paper, the term of interest is the bonds potential defined by

= %ZK (Igr(k) — @y — Li)? (3)
k=1

where m is the number of bonds, Ly is the equilibrium length of the kth bond and K,’; is the
force constant, I(k),r(k) are the number of the two atoms involved in the kth bond. Potential Vj
is also a harmonic potential and it depends on the angle between two bonds linking three atoms.
Vg is the sum of a potential of torsion along a bond based on the dihedral angle and a harmonic
potential also based on the dihedral angle. The force constants of the harmonic bond potentials
are an order of magnitude higher than the potentials based on angles. So the highest vibration
modes are generated by the bond potentials.

These potentials are highly nonlinear, oscillatory and they differ by their strength and time
scale. The dynamic of biological molecules is highly oscillatory and very complex, even chaotic.
In molecular simulations, we are interested in generating acceptable statistical trajectory and
sampling the configurational space over long time periods. It is not necessary to follow the exact
trajectories. The conformational change occurs in a continuum manner over a few pico-second
to seconds time scale, for example, the folding of proteins occurs in about a second. The Newton
equations (1) form a Hamiltonian system with the Hamiltonian H(v,q) = 1/2v7 Mv + V(q),
where v is the velocities vector of ¢, so the equations can be written

qt 4
M@ (4)
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4 P.E. Bernard & O. Coulaud

To solve this Hamiltonian system, the best algorithms for long time integration are the symplectic
integrators [10]. With these methods, we integrate naturally in the micro-canonical system
(NVE) which means the number of atoms, the volume and the energy (here the Hamiltonian)
are constant.

One of the most popular algorithm for Molecular Dynamics (MD) is the following leapfrog
method

_ nt+1 —Gn-1 (5)

dn+1 = qn + At(vnfl/Z - Athlvv(qn))
Un+1/2 = At

where At is the time-step, g, the vector of positions of atoms at time nAt, v, 1/, the vector of
their velocity at time (n + 1/2)At, V(g,) is the potential evaluated at position g,.

Since this method is explicit the time-step is limited by the highest frequencies of oscillation
in the system. For example, since the frequency of vibration of C-H bond is roughly about
0.9 10" Hz, we have to impose a time-step of around 1fs = 107'® 5. As we have said before, for
long simulations, we are not interested in following exactly the oscillating trajectories, but only
the "mean" trajectories. Many methods are available to solve this high frequency problems such
as implicit methods, LI method and constraint methods (for a review of these methods see [12]).
In MD, we suppress the highest oscillations and to do this we introduce constraints in the system
whereby the system becomes a Differential Algebraic System (DAS). Due to the magnitude of
the spring constants, the bond oscillations generate the highest frequency. We decompose the
potential V as V(q) = U(q) + V4(q), and introduce the Lagrange multipliers A = (A1, ..., A\p,) as
well as m length constraints g = (g1, ...,gm) of the form

9i(a) = 3(lgr) — ap)|” — L) = 0. (6)

Then the constrained Hamiltonian system becomes

dq
Yy
4 7
v
M= ==VU(9) - g4(9)" A ")
g9(g) =0
where G(q) = g4(¢q) = [8(992(1((])] € R™3N with m < N is the Jacobian matrix. The system (7)
J

has N —m degrees of freedom. The algebraic constraint gy suppresses the associated frequency of
vibration of the two atoms involved in the kth bond. The constraint g; is a holonomic constraint,
and the system is a DAS of index 3. If we differentiate the constraints twice, we obtain the hidden
constraint G(q)v = 0 and A is implicitly defined by

R(g)A = G(@)M~1GT (¢)A = GqqVV — G(q)M_IVqU

where ggq is the hessian of g.

INRIA
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2 Constraint method

For solving (7) we apply the shake algorithm defined by

Gnt1 = gn + Alvyy1/0
Unt1/2 = Un—-1/2 — At[M_lqu(Qn) + gq(q'n)TAn] (8)
9(gn+1) =0

This algorithm does not satisfy the hidden constraint on the velocity. If we wish to impose it,
we need to use the Rattle method. In this case, we impose the two constraints and then we
have two nonlinear systems to solve. From a simulation point of view the trajectories in the two
algorithms are equivalent [8].

The shake method described by (8) is a reversible and symplectic method. For the rest of the
paper, we introduce the new variable A’ = At?A. Moreover, for the convenience of the reader
we rename A’ by A.

2.1 Classical approach

The right way to compute the new position in equations (8) [1] is to compute first the position
of the atoms by the leapfrog method (5)

= qn + AtM 7YV, 1o — AtV U (gn)], 9)

and then we compute a correct position satisfying the constraints by solving the nonlinear equa-
tion

0=F(A) = (Fi(A), ..., Fn(A) == g(@ — M~ "gg(an)"A). (10)

There are two classes of methods to solve the nonlinear system (10). They can be charac-
terized as "local” and "global" methods. In the local methods, we satisfy constrains successively
one by one as in the classical methods of Gauss-Seidel Newton and SOR-Newton. On the other
hand, global methods as Newton, consider all constraints and directly solve the nonlinear system
by using sparse matrix technics to solve the system. In the next two subsections we describe
rapidly Gauss-Seidel and Newton methods. If the reader is interested in more details we refer to

[2], [12].

2.1.1 Gauss-Seidel Newton method

This is the most commonly used method to solve nonlinear equations (10). The idea is to solve
iteratively, one after another, each of the constraints [16]. This is why we introduce F; the ith
component of F' which satisfies

Fi(A) = gi(g— M~'G"(¢")A),
and then we solve

FiOE) = F;(\F )5 .. ,Af,l,xf,xfgf,... DA (11)
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6 P.E. Bernard & O. Coulaud

by Newton method. This gives

filg— M 'GT(¢")AM )
0fi(q — M 1GT(g")AF1)’

AF =N

where A = (A1, ..., \m) and 0fi(q) = —Gi(q) M ~G;(q").
One iteration of the Gauss-Seidel method on the ith constraint gives the following Newton
Algorithm
A = (@) ™M) gi(g™* )
t _m Ny n,k—1 nk—1 n n
r@) TG <4y T Ge) )~ Uy
Aig1 = A — AN
nk _ nk-1 AN (n _.n )
o) Tho T o, o T U0
k-1 A
my()

m

(@) — ai)

where ¢} is the position of the jth atom at time nA¢ and q?’k its position at iteration k of the
newton process.

The asymptotic speed of convergence of the method is given by the spectral radius of the
matrix (D + L)~'U where R = G(¢*)M~'G"(¢") = L + D + U and ¢* is the limit of the
iterations (see [16]). It is well known that the convergence of Gauss-Seidel is slow. It could be
accelerated by an over-relaxation process, but there is no criteria to choose automatically the
optimal parameter of relaxation. Nevertheless, we can introduce an adaptative process to find a
good approximation of that parameter during the first iterations of the method.

2.1.2 Newton method

The second class of methods to solve (10) uses sparse matrix technics. If we use the Newton
method the algorithm is

(OAF)SA = F(AF)
AFFL = Ak — GA (12)
qn,k+1 — qn,k _ MflG(qn)TéA

where ¢™° = g is the position from the leapfrog scheme which corresponds to A = 0, 9z F is the
Jacobian matrix defined by

ONF = —G(¢"F)M LG (¢"). (13)

We then need to solve a non symmetric linear system at each iteration of the Newton method.
Symmetric Newton methods (see [2]) or more efficient Newton-like method [17] can also be used.

2.1.3 Block Newton method

We numerate the bonds of the molecular system molecule by molecule, for example, we begin by
the bonds in the protein followed by the bonds in the solvent a molecule at a time. So we obtain

INRIA
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the following structure of the Jacobian matrix

Ro |

R,
R=— Ry (14)

Ry

where Ry is a sparse matrix corresponding to the bonds of the protein, and R; for ¢ > 0, is a
full small matrix corresponding of the bonds of th ith molecule of solvent. Due to the structure
of the matrix R it is easy to see that we have independent sets of constraints. If we decompose
the two vectors of size m, §A = (Mg, dA1,...,0Ap) and A = (Ag, A1, ...,Apr) then the system
RSA = H = H(A) can be rewritten

R05A0 FO(AO)
roA= | T = | ) (15)
Ru6A s Far(Anr)

We have M + 1 independent systems to solve R;0A; = Fj;(A;), so the idea is to solve them in
parallel.

2.2 Shake on Hydrogen Atoms
2.2.1 Description

In many simulations it is sufficient to constrain only the bonds between heavy atoms like carbon,
oxygen, nitrogen, ... and the light atom i.e. hydrogen. Such a simulation is called a heavy
atoms simulation. In this case, the complete matrix R is a block diagonal matrix, and the size
of the block is at most 4. The maximum size is attained for the molecule CH4, but it is not
considered in biological simulation, where the maximum size is only 3 (TIP3P water molecule
[14]). For different sizes of blocks we represent in Figure 1 and 2 examples of the configuration
of atoms involved in the block. In biological system, type 1 in Figure 2 never appears when

10 r(i) ri) © 10)

Figure 1: Atoms configurations with one and two bonds

we constrain only the light atom (Hydrogen). The second type appears in the protein when one
atom is shared by three bonds typically -CH3 group. The third configuration represents the
TIP3P water molecule where we have a set of cyclic bonds corresponding to the two O-H bonds
and also the H-H bond. In this case the additional constraint freezes the angle oscillations so
that the molecule behaves like a rigid molecule.

RR n° 3868
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r()

I(1) 3
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2 rm® 1

Type2 Type3

Figure 2: Atoms Configurations with 3 bonds

The bond potential is now decomposed into two parts, the potential for bonds between two
heavy atoms denoted by VbX —X and the V;)X ~H is the potential for bonds between an heavy
atom and hydrogen atom (H) as follows

Vi(a) =V, X (@) + V().

The global potential V' is now decomposed as V(q) = U(q) + VbX ~H(g) and we apply the shake
algorithm on V,*~"(g). In the constrained bonds there are in some simulations (for example
with TIP3P water molecule) some bonds between two hydrogen atoms.

2.2.2 A mixed approach implementation

We have implemented the shake algorithm in TAKAKAW, a parallel code designed to handle
large proteins in biology ([4], [5]). TAKAKAW simulates large systems of atoms with geometrical
forces (Xplor potential) and van der Waals, Coulomb forces with the cutoff approximation.
The parallel code has been developed by using the parallel environment Athapascan'|[3] based
on multi-threading. It employs both the communication library MPI [9] and a kernel of posix
threads [15].

The principle of the code is based on a spatial decomposition, also called the link-cell method
[13], which corresponds to a geometric decomposition of the domain. Each part of the physical
domain is assigned to a processor, the main characteristic is that atoms are not assigned to a
given processor, but they are allowed to move from one processor to its neighbors.

As atoms can pass to another processor during the simulation we attach to a heavy atom all
hydrogen atoms involved through a bond with it. This means that hydrogen atoms are placed
on the same processor as the heavy atom to which it is bonded and, the heavy atoms drive
the displacement of all associated hydrogen atoms. So, when a heavy atom changes processor

L ATHAPASCAN is developed inside the project Apache in Grenoble, the research project is supported by Inria
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we also move the hydrogen atoms bonded to it. Hence we have no communication between
processors during the implementation of shake algorithm and there is also no synchronization
at this level. So, the influence of the shake algorithm, based on blocks of constraints, on the
efficiency of the parallel code depends on a good balancing of constraints on the processors. In
fact the placement of the constraints on the processors is induced by the placement of the boxes
on those processors. Several algorithm of placement are available in Takakaw : random, LPTF
, BPR and BPRF based on the work performed in the evaluation of non bonded interactions.

The initial allocation is computed by an algorithm based on a recursive bisection (BPR
and BPRF) for distributing the boxes onto the processors. As we have already mentioned,
the domain has been decomposed into cubic boxes whose side is larger or equal to the cut-off
radius. The computational load of non-bonded interactions is subdivided into tasks associated
with boxes: the tasks for computation of non-bonded interactions for each box and for each pair
of neighbor boxes. The recursive bisection method allows to capture the trade-off between a
good repartition of the number of atoms (which is proportional to local computations) and a
relatively small communication cost [11]. For BPRF we have a finest decomposition, i.e. not
smooth interface between the set of boxes, which induces a better load-balancing. The LPTF is
a pure load balancing strategy which does not take into account any communication: a greedy
algorithm based on the well-known LPT rule (which stands for Largest Processing Time first
[6]). We refer to [5] for more details.

Due to (15), each processor has a set of independent constraints which are solved by either the
Gauss-Seidel method Newton or the method as we will see now. We consider two methods, the
first is the classical Gauss-Seidel Newton denoted by GSN. The second is called Block-Newton
(BN). The idea here, is to solve by the newton algorithm the blocks of constraints. To do this,
all the constraints sharing one atom are regrouped in a block. The block types are sorted and
enumerated as described in figures 1 and 2. Then we solve iteratively all the independent blocks
by Newton method (12).

3 Numerical results

Numerical results are presented on two molecular systems in order to compare the two methods
GSN and NB described above. The first system is small with 3625 atoms, the second is an ionic
canal of 67 598 atoms. All the computations are done on the Origin200 with R10000 at 195 MHz
processors.

3.1 A small system : the bacteriorhodopsin

This system is a small structure composed of a protein of 3544 atoms and 27 molecules of water
in vacuum. We have 1887 constraints which correspond to 1184 blocks, the different types of
blocks are given in Table 1. To compute the non-bonded forces we use a cutoff of 10A, this

Table 1: Type of the constraints
type 1 type 2 type3d constraints
705 255 224 1 887

induces 72 boxes of size 12A distributed on the processors. All the results shown in Tab 2 to 4
are from simulations on one processor.

RR n° 3868
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Table 2 presents the overhead for the different Shake methods when the tolerance for the
constraints, €, is fixed to 107% this means that

maz{|gi(r)| fori=1,... ,m} <e (16)

In the Table 3, we present the average time for one iteration with different values of the tolerance

Table 2: Average time in seconds for one iteration
Leapfrog GSN NB
0.255 0.274 0.258

for the constraints. The time step is of 5.0 10~* ps and we integrate during 100 time-steps. As

Table 3: Average time in second for one iteration, §¢ = 5.0 10~*

€ 1.010%* 5010°% 1.010° 101012
GSN  0.267 0.278 0.295 0.311
NB 0.258 0.257 0.258 0.257

we can see, the Block Newton method is faster. This is due to the fact we solve directly all the
dependent constraints. As we can see, the choice of the tolerance parameter is not important in
the Block Newton algorithm. The last Table for this system, show the influence of the time step

Table 4: Average time in second for one iteration
At  5010% 1.0103 40103
GSN  0.263 0.278 0.291
NB 0.257 0.257 0.259

on the average iteration time. In Table 4 the tolerance for the constraints is 1076.

The next two tables show the influence of our strategy of placement of the atoms on the
parallelism. Now the simulation is performed over 1000 steps and the structures are updated
each 100 steps. This mean that during each update, data associated with each of the atom
including constraints which has moved accross to an adjacent box which may be attached to
another processor has to be communicated to the new processor. The tolerance for the constraints
defined by (16) is fixed to 10~7. In Tab 5 we see the influence of our new strategy of placement,
on the numbers of atoms, on the constraints per processors and the mean time of one iteration.
For Leapfrog algorithm [5] have shown that BPRF is the best static placement for the data which
gives a good load balancing followed by LPTF. If we consider BPRF placement, table 5 shows
that there is no influence of the shake algorithm on the load balancing due to the modification
of the strategy of placement of atoms into boxes. In the next table, we show the influence of
the shake newton block algorithm on the speedup. The speedup is defined by the ration of the
sequential time over the time in parallel.

3.2 A large system : KCSA tetrameric potassium canal

The second system is a membrane, the calculations are done in a box of size 96 A by 96 A by 84
A, under periodic boundary conditions. The system is constituted by 67 671 atoms and 67 509

INRIA
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Table 5: Influence of the placement

Placement Proc. 1 Proc. 2 Proc. 3 time in sec.
RANDOM Number of constraints 693 436 758

Number of atoms 1305 852 1468

Number of atoms without Shake 1308 858 1459

Average time of one iteration 0.331
BPR Number of constraints 494 959 434

Number of atoms 974 1793 858

Number of atoms without Shake 982 1788 855

Average time of one iteration 0.300
LPTF Number of constraints 659 630 598

Number of atoms 1227 1231 1167

Number of atoms without Shake 1212 1215 1198

Average time of one iteration 0.274
BPRF Number of constraints 588 701 598

Number of atoms 1097 1366 1162

Number of atoms without Shake 1099 1363 1163

Average time of one iteration 0.265

Table 6: comparison of Speedup between leapfrog and Shake

Number of processor 1 4 8

Leapfrog 1 3.7 6.58
Shake GS 1 370 6.33
Shake NB 1 3.7 6.23

bonds. We have 53 954 constraints which correspond to 21 256 blocks, the different types of
blocks are described in Table 7.

Table 7: Type of the constraints
type 1 type 2 type3d constraints
1435 6944 12 877 53 954

In all simulations of this section the cutoff for the non-bonded forces is 10 A, this induces
384 boxes of size 12 A distributed on the processors with the BPTF placement. The tolerance
for the constraints is fixed to 1077.

In Table 8, we consider an adimensional time-step of 4.0 1073 ps (4.0 femtosecond) and we
integrate only on 20 time-steps. In this case, for large At the Block Newton is really interesting

Table 8: Average time in second of one iteration
GSN NB
0.381 0.276

because firstly the initial value given by (9) is not close to the solution. Secondly we have a large
number of constraints of type 3 for which we solve the constraints faster. The figure 3 shows us

RR n° 3868
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53] Linear scaling
49|
45
SpeedUp
37
33
20
25

214

17 T T T T T T T T T
7 21 25 29 3 3 4 45 49 53 57

Number of processors

Figure 3: SpeedUp

the speedup of the methods. For this simulation we integrate on 150 time steps and we update
the position of atoms, the constraints, ... on all the processors every 20 iterations. The time
step is one picosecond (1.0 10~3). Because the system is large, we begin the simulation on 17
processors to suppress the influence of the cache on the speedup. If this is not done, we have a
super linear speedup until 55 processors.

In conclusion, the block Newton method is really interesting to solve quickly and with a great
precision the system of blocks of constraints. Our parallel implementation of the shake algorithm
gives nearly the same speedup as by the code without shake.

4 Appendix
Coefficients of Matrix R for block of three constraints Consider constraint of the form
9i(q) = 3(lariy — @) — L) =0
then the Jacobian of the ith constraint is
Vi(@) = ((46) — 06)0r6)5 — (@) — D) 0i)5) j—y v -

The coefficients of matrix 9y F = —R defined in (13) of the linear system for 4, j = 1..3 are given
by

_ i 1 1 1 1
Ri; = vy, (m,m Or(i),r () ~ Ty Or(@):G) ~ gy QUi () T 51@,[(,-))

1 1
Mp(i) — TUGE)’

where vf;l = gr(s) — Qi) and 6f,l = ql‘(i) — qf( i If we denote u; = then the diagonal

coeflicients are

R;; = pivy vy for i=1.3.

INRIA



Farattet Constrainea Motecutar Dynamics

Now, we define explicitly the coefficients of the matrix R for type 2 and type 3 for block of
three constraints. For type 2 the matrix R are given by

0--0 1,0 =1 1,0 =2
lfolulrlIU?(“)l mUrl-Url _Uql'vrl

Rtypfﬁ = R'Url'furl Mlvgl'fuiﬂl H'Url'vrl ’
mUrl-Ur mUrl-Ur M2V Uy

where m = my1) = my2) = my(3) is the mass of the heavy atom connected to the three bonds.
The matrix R for type 3 writes

0 =0 1 0 =1 1 0 =2

KOV -Ugy - ™y (0) Uy Vg - M, (0) Uy Vg

1 1 =0 — 1 1 =2

RtypeS = T my ) U1V H1Upp- Vg T mea R
=0 1 2 =1 —2
- My (2) Upp-Upy - mi(a) Ury-Upy K20y Uy
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