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Reconstruction a chiffré seul des systémes de
chiffrement a flots

Résumé : Ce document présente une technique opérationnelle de reconstruc-
tion pour la plupart des systémes de chiffrement & flot. La démonstration est
essentiellement faite sur la classe des systémes constitués de plusieurs registres
a décalage combinés par une fonction booléenne. En utilisant seulement des
messages chiffrés relativement courts, il est montré comment complétement,
reconstruire les différents polyndémes de rebouclage et la fonction de combinai-
son, quand le systéme est totalement inconnu. Des résultats expérimentaux et
de complexité sont donnés.

Mots-clé : attaque a chiffré seul, chiffrements & flot, correlation, fonctions
booléennes, registres a décalage, systémes inconnus
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1 Introduction

Stream ciphers are an important class of cipher systems. They are widely used
by the world’s militaries [18] and governmental offices. They also are very often
used in industrial encryption products. The success of stream ciphers comes
from the fact that they are very easy to build (LFSR are in fact simple arrays of
bit memories and xor gates). They need only few logic gates in VLSI circuitry.
They finally offer a very high security level (suitable for governmental appli-
cations) at low prices. They are particularly well suited as soon as encryption
is needed in embedded systems (satellite for example) or in systems for which
maintenance is either impossible or very difficult. All this implies that (due to
the cost of the design), these systems, like many ciphers systems, have a very
long life (at least twenty years, even more in some cases). Moreover, their use
is particularly well suited when errors may occur during the transmission be-
cause they avoid error propagation.Most practical designs center around linear
feedback shift register (LFSR) combined by a nonlinear Boolean function. In
fact, different variants can be found (clock-controlled systems, filter generator,
multiplexed systems...[16]) but almost all can be proved more or less equiva-
lent (by algorithm transformation) to the most common class of combination
generators. Consequently, we will focus on this very generic class.

The other very important aspect is that the designs are often secret [18]
and contrary to block ciphers, generally no public evaluation is possible. In
other words, it is possible to suspect "biased evaluation" (for reasons ranging
from insufficient experience in stream ciphers design to backdoor implementa-
tion like a correlated combining function, for example, or irreducible but not
primitive polynomials).

The problem of attacking the cipher becomes quite impossible without the
algorithm. During World War II, US cryptanalysts had to face this problem
with the Japanese PURPLE machine [10]: they reconstructed it before crypt-
analysing it. This paper presents a similar approach and a reconstruction
technique of stream ciphers allowing, from ciphertexts only, complete recover-
ing of the unknown algorithm. By algebraic and statistical results, we show
how to recover all the cryptographic primitives (LFSRs and the combining
function) constituting the system, thus allowing evaluation or cryptanalysis.
Recovering only the LFSRs is already in itself of very high importance since an
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4 Anne Canteaut & Eric Filiol

attack has been shown possible [15] without the knowledge of the combining
function.

The reconstruction has been conducted on the following basis and assump-
tions:

e We use only ciphertexts, possibly generated from different secret keys.
Each of them, however, must be of a realistic length.

e We accept very long computing time since work is done only once (and
for all) and as long as it remains far lower than the life of the algorithm
itself.

e We know the plaintext encoding (or at least some of its statistical pa-
rameters) and the linguistic group of the plaintext language.

e The system is a combination generator: Most practical designs use com-

)
P

Tn

Figure 1: Nonlinear combination generator

bining functions with up to 5 or 7 variables (i.e. registers). In this paper
we will only consider additive stream ciphers but generalization to other
combining functions can be envisaged with suitable modifications.

This paper is organized as follows. Section 2 presents the theoretical tools we
use in the reconstruction. Section 3 shows how to recover the LFSR and gives
experimental results, bounds on complexity and ciphertext length. Section 4
deals with the combining functions recovering. Section 5 outlines generaliza-
tion to other kind of LFSR-based stream ciphers.

INRIA
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2 Theoretical background

2.1 Linear Feedback Shift Register sequences

A linear feedback shift register of length L is characterized by L binary con-
nection coefficients (p;)1<i<r. It associates to any L-bit initialization (s;)1<i<r,
a sequence (s;);>o defined by the L-th order linear recurrence relation (see
Figure 2)

Output

L1 [GeL2| e Sjv1| Sj b—>
r B e e e de de

Figure 2: Linear Feedback Shift Register

L

Styr = Zpist-i-L—i; t>0.
i—1

The connection coefficients are usually represented by a univariate polyno-
mial P over F,, called the feedback polynomaial:

L
P(X)=1+) pX*.
=1

Most applications use a primitive feedback polynomial since this ensures that
the periods of all sequences produced by the LFSR are maximal.

We now recall some well-known properties on LFSR sequences. In the
following, S(P) denotes the set of all sequences produced by the LFSR with
feedback polynomial P.

Proposition 1 /7, 17, 19] Let P and Q be two non constant polynomials
over Fy. Then we have

e {(us+v)i>0, u € S(P),v € S(Q)} = S(R) where R is the least common
multiple of P and (.

RR n " 3887



6 Anne Canteaut & Eric Filiol

o {(wv)i>0, u € S(P),v € S(Q)} = S(R) wheredeg(R) < deg(P)deg(Q).
Equality holds if and only if at least one of the polynomials P and @) has
only simple roots and all products afB are distinct for all o and 3 such
that P(a) = 0 and Q(B) = 0 in a common splitting field. This condition
1s notably satisfied if P and @) have coprime orders.

A lower bound on the degree of R can also be deduced from the multiplicities
of the roots of P and @ and from the number of distinct products af [5].

Proposition 2 [12, Th. 8.53| Let P and Q be two non constant polynomials
over Fo. Then S(P) is a subset of S(Q) if and only if P divides Q.

This proposition implies that if a sequence s is generated by a LFSR with
feedback polynomial P, then it satisfies the recurrence relations (also called
parity-check equations) corresponding to P for any @ € Fy[X].

For a given feedback polynomial P of degree L, we focus on all multiples
of P of weight d where d is small. This approach is similar to fast correlation
techniques [1, 8, 14]. The following formula (see e.g. [1]) provides an approxi-
mation of the average number m(d) of multiples ¢ of P which have weight d
and degree at most D Q(X) =1+ Zj;i X

Dé-1
m(d) ~ -1t (1)

2.2 Boolean functions for stream ciphers

A Boolean function with n variables is a function from the set of n-bit words,
F7, into F5. Such a function can be expressed as a unique polynomial in z,
., Tp, called its Algebraic Normal Form (ANF):

flxy, ... 2,) = Z a,z®, a, € Fy

ueFy

ul U2

where v = (uy,...,u,) and z* = z{'z5? ... 2% . The coefficients a, of the

ANF can be obtained from the Mébius transform of f [13]:

Ay = @ f(z) (2)

z=<u

INRIA
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where o = 3 describes the partial ordering on the Boolean lattice. This means
that o < #if and only if a; < §; for all 1 < i < n.

The Walsh-Hadamard transform of a Boolean function f refers to the
Fourier transform of the corresponding sign function, z — (—1)f@:

Yu € Fg, X\f(u) = Z (_1)f($)(_1)uz

zeFy

where -z denotes the usual scalar product. The Walsh coefficient X;(u) then
estimates the Hamming distance between f and the affine function u -z + ¢,
¢ € Fy, both seen as Reed-Muller codewords [13]:

dH(f,U - T+ 8) = 2n—1 — (_;)gk\f(u) .

A Boolean function is obviously completely characterized by its Walsh spec-
trum. The coefficients of the algebraic normal form of f can then be computed
from its Walsh coeflicients as follows.

Proposition 3 Let f be a Boolean function with n variables and let (ay)uers
denote the coefficients of its algebraic normal form, i.e.,

flz,...,z,) = Z a,z" .

Then we have for all v € F,
v-<u

where @ denotes the bitwise completion to 1 and wt(u) denotes the Hamming
weight of u, i.e., the number of its non-zero components.

Proof.
From Equation (2) we have for any u € F}

a, = Zf(a:) mod 2 = Z% (1 - (~1)/®) mod 2

r=u r=u

= quiw-l _ 12(—1)1’(@ mod 2

RR n " 3887



8 Anne Canteaut & Eric Filiol

Since the normalized Fourier transform is involutive, we have

Ve Ry, (-1)/® =27 37 R,0)(-1)"" .

veFy

By combining these relations, we deduce that

a, = 2v71 =27 1NN R (v)(—1)"" mod 2

z=u veFy
— th(u)—l _9—n—1 Z SC\f(U) (Z(_l)vm) )
veEFY T=u

The set E, = {x € F}, x < u} is a linear subspace of F} of dimension wt(u).
Its orthogonal, E.-, satisfies E- = Eg. It follows that

S = [ 21 ve R,
10 otherwise.

T=u

We then obtain that, for all u € FZ,

Ay = 2wt(u)71 _ 27n71+wt(u) Z 55)"(1)) mod 2 .

V=7

|

This proposition will be used in the attack for recovering the algebraic normal
form of the combining function.

It is well-known that a combining function must fulfill some criteria to yield
a cryptographically secure combination generator (see e.g. [3]). A first obvi-
ous requirement is that the output of the combining function f be uniformly
distributed. This corresponds to balancedness. Note that a Boolean function f
is balanced if and only if X/(0) = 0.

In order to increase the linear complexity of the produced pseudo-random
sequence, the algebraic normal of f should have a high degree.

Another usual criterion is that f should be far from all affine functions re-
garding Hamming distance. The existence of a good approximation of f by an

INRIA
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affine function makes fast correlation attacks feasible [1, 8, 9]. The Hamming
distance between f and the set of affine functions, called the nonlinearity of f,
is given by
1
— 27L—1 = fo .
NL(f) 5 max|xy(u)

Finally, the combination generator is vulnerable to correlation attacks [21] if
the output of the combining function statistically depends on one of its inputs.
More generally, Siegenthaler [20] introduced the following criterion:

Definition 1 A Boolean function is t-th order correlation-immune if the prob-

ability distribution of its output is unaltered when any t input variables are
fized.

This property equivalently asserts that the output of f is statistically indepen-
dent of any linear combination of ¢ input variables. The correlation-immunity
order of a function can be characterized by its Walsh spectrum:

Proposition 4 [23]| A Boolean function f is t-th order correlation-immune if
and only if

Vu € F, 1 <wt(u) <t, Xr(u)=0.

Since any ?-th order correlation-immune function is k-th order correlation-
immune for any k£ < ¢, we call correlation-immunity order of a function f the
highest integer ¢ such that f is ¢-th order correlation-immune.

Note that the correlation-immunity order of a function with n variables can
not exceed (n — 1). This comes from Parseval’s relation:

Y Rrw)’ =2

ucFy

This equality also points out the existence of a trade-off between the correlation-
immunity order and the non-linearity of a function. The higher is the correlation-
immunity order, the lower may be the nonlinearity. The correlation-immunity
order t of a Boolean function f with n variables also provides an upper bound
on its degree [20]: deg(f) < n — ¢ . Moreover, if f is balanced, we have
deg(f)<m—t—1.

RR n " 3887



10 Anne Canteaut & Eric Filiol

3 Recovering the LFSRs

We now show how the key-stream generator depicted in Figure 3 can be recon-
structed from the knowledge of some ciphertext bits. In the rest of the paper

my
1
[ LFSR1 |——
2
[ LFSR2 |—— y
fo—"(+ - c
N ’

n

[ LFSRn |——

Figure 3: Additive stream cipher using a combination generator

we use the following notation. n denotes the number of constituent LFSRs. L;
and P; denote the length and the feedback polynomial of the i-th LFSR and
s' refers to the generated sequence. The sequences y, m and c respectively
correspond to the key-stream, to the plaintext and to the ciphertext. When
dealing bitwise, we use ¢ as index time.

The plaintext is assumed to be the output of a binary memoryless source
with P[m; = 0] = py # 3 . All commonly used coding scheme (ASCII, Murray,
CCITTx ... ) satisfy this hypothesis. Moreover, the value of py is supposed to
be known. Practical overall values of py are usually greater than 0.6 and lower
than 0.7.

The first step of the reconstruction consists in recovering the feedback poly-
nomials of the constituent LFSRs.

3.1 Statistical model

We first point out that the knowledge of a sequence s which is correlated with
the ciphertext sequence provides some information on the feedback polynomi-
als of the constituent LFSRs.

INRIA
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Proposition 5 Let s be a binary sequence. If Ple; = s;] # 1/2 then there
ezists a Boolean function g with n variables such that s = g(s',... ,s"). More-
over, we have

Pley = si] =1 —po — pg + 2popy
where pg = P[f(x1,... ,2,) = g(21,... ,2n)].

Proof.
We obviously have

P[Ct:St] = P[yt:st]P[mtz(]]—l—P[yt:stEBI]P[mt:l]
= 1—po— Plys = s¢] + 2poPlys = s4] -

By hypothesis, py # 1/2. Thus P[c; = s;] # 1/2 implies that Ply, = s;] # 1/2.

Since y = f(s',...,s"), the sequences y and s are statistically independent if
s is statistically independent of (s',...,s"). It follows that Ply, = s;] = 1/2
unless s = g(s',...,s") for some Boolean function g. In this case, we have

Ply, = c] = P[f(z1,... ,20) = g(z1,. .. ,2,)] .

|

Note that some variables may not appear in the algebraic normal form of g.

If s is such that P[c; = s4] # 1/2 we deduce from the previous proposition
and from Proposition 1 that the feedback polynomial of s is related to the
feedback polynomials Py, ... ,P,.

Corollary 1 Let §(Q) denote the set of all sequences generated by QQ € Fo[ X].
If there exists s € §(Q) such that Plc; = sy| # 1/2, then there exists a divi-
sor @' of Q and a Boolean function g such that Q' is derived from Py, ... ,P,
and g as described in Proposition 1.

This result leads to the following algorithm for recovering some information
on P, ... ,P,. Let Q be a subset of Fo[X]. For each Q € Q, we determine
whether S(Q) contains a sequence which is correlated with the ciphertext. If
such a sequence exists, () provides some information on Py, ... ,P,.

RR n " 3887



12 Anne Canteaut & Eric Filiol

We here choose for Q the set of all polynomials of Fy[X] of weight d and
of degree at most D having the following form Q(X) =1+ Z?;i X

Recall that the degree of the feedback polynomial of the product of two
sequences s* and s’ is roughly L;L;. It is then usually much higher than the
degree of the feedback polynomial of s'+s’. If the upper-bound D on the degree
of the examined polynomials is well-chosen, the polynomials () detected by the
algorithm correspond to the case where the combining function g is linear. For
g(z) = u -z, any feedback polynomial of s = g(s',...,s") is a multiple of
lemyegupp(uy P where supp(u) = {i,u; = 1}. Since all feedback polynomials
are usually primitive, we have lemjesuppuy) P = [] () P; in most practical
situations. Moreover, we have

1€ supp

Ple,= s = % + (21‘;‘;7;1)@@) . 3)

Example We consider the combination generator described by Geffe [4]. This
generator consists of three LESRs combined by the Boolean function f:

f($1,$2,$3) = IT1To + ToXg + T1 .

Assume that the feedback polynomials of the constituent LFSRs are randomly
chosen primitive polynomials and that their lengths are respectively L; = 15,
Ly =17 and Ly = 23. Let c be the ciphertext sequence obtained by adding the
output of the Geffe generator to a plaintext with py # 0.5. Let Q be the set of
all polynomaials of weight 4 and of degree at most 10000. For all Q) € Q, we
determine whether S(Q) contains a sequence which is correlated with c. Let
P be a randomly chosen polynomial of degree L. We deduce from Formula (1)
that Q contains a multiple of P of weight 4 if L < 37. Qur algorithm is then
expected to detect multiples of Py, Py, Py and P, P,. Note that P, can not be
detected by the algorithm since the Walsh coefficient X¢(010) vanishes.

A simple method for determining whether S(Q) contains a sequence which
is correlated with ¢ consists in computing the parity-check equation corre-
sponding to () for the ciphertext bits. The efficiency of this procedure strongly
depends on the weight of Q.

INRIA
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Theorem 1 Let Q be a polynomial in Fo[X| of weight d having the following
form

d—1
QX) =1+ XU withiy <iy <...<ig1.
j=1
For a given ciphertext subsequence (c;)i<y we consider the binary sequence

(2t)iy_,<t<n defined by z, = ¢, ® @;-l;i ci—i; - Then the random variable Z =
N-1

i—i,_, (=1)% has a Gaussian distribution with mean value

M = +(N —i4 1)(2¢)*
and with variance

0” = (N —iq-1)(1 = (26)*%)

where € = maX,cs(Q) |Plc; = s4] — %|

Proof.
Let s € §(Q) be such that |Plc, = s;] — 3| is maximal. Let p = P[¢; = s,]. For
all ¢, we decompose ¢; as ¢; = s; @ e; where Ple, = 1] =1 — p. Then we have

d—1 d-1
Plzy =1] = Ple; @ @Ct—z’j =1]= P[et@@et—ij = 1]
j=1 j=1

since s satisfies the parity-check equation because s € S(Q). This implies that
z = 1 if and only if the number of indexes i € {¢t,t —i1,... ,t — ig_1} such
that e; = 1 is odd. Therefore we have

Pla=1] = i (Z)(l - )"

£=0,f0dd

1[N /d e = (d "
= 3 LZ; (6)(1—17)[10 Z—EZ_;(g)(p—l)ep Z]
= Sl 1)

RR n - 3887



14 Anne Canteaut & Eric Filiol

The random variable Z can now be expressed as Z = (N —i4_1)—2 Zt]\iid_l 2 .
All random variables z; are independent and identically distributed. Due to
the central limit theorem [2], the random variable Zévzz'd,l z; for large values

of (N —i4-1) can be assumed to have a Gaussian distribution with mean value
(N —i4_1)P[z; = 1] and variance (N —i4_1)P|[z; = 1]P[z; = 0]. It follows that
Z has a Gaussian distribution with mean value

M = (N —ig 1)(1—-2P[z,=1]) = (N —ig1)(2p—1)¢
and with variance

0 = 4(N —i4 1)P[z = 1]P[z = 0]
= (N—ig-)(1=(2p-1))(1+ (2p— 1))
= (N—ig_1)(1—-(2p-1)%).

|

If all sequences in S(Q) are statistically independent of ¢, Z has Gaussian
distribution with mean value 0 and variance (N — 44_1) since € = 0 in this
case.

We now want to distinguish between two hypotheses:

o Hy: for all s € S(Q), Ple, = s¢) = 3.
o Hi: there exists s € §(Q) such that P[s; = ¢;] # 3.

From the previous theorem, we have

PlZ=x|Hy = 27r(N1— — exp (-2(%2%_1»

We use a decision threshold 7', T' > 0, for discriminating hypotheses H, and
Hi. If |Z| < T, Hy is kept; if |Z| > T, H, is accepted. The minimum number
of required ciphertext bits, N, depends on the number of wrong decisions that
we allow. This number corresponds to the probability for a false alarm, Py =

INRIA
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P[|Z| > T | Ho)- The decision threshold is determined by the probability for
a non-detection, P, = P[|Z| < T | H4]. Let ® denotes the normal distribution
function,

1 z x?

Then we have
T

P[|Z|2T|Ho]=2/ PIZ = o | Holdz

-0

Py

ms ) Cawtay) =7 ()

Similarly the probability for a non-detection is given by

1 T T — M)?

1 - 2 T - M -T-—-M
\/% —T-M 2 o o

() ()

. . . c. —T—\M]|~ -
since M is not necessarily positive. In most cases, @(%) is much smaller

than P, and than @(%) Then this latter will approximate P,. The pre-
determined value of P, fixes the choice for the threshold:

T = |[M|+3®P)o=(N—ig1)(2)*+ 0 (P)vV(N —ig1)(1 — (26)%) .

Similarly, the predetermined probability for a false alarm gives the minimum

value of(N —i4_1):
T 2
N—ig1=|——5— .
TRIT

After different attempts to tune up the best values for P; and P,, we
choose Py =22 and P,, = 10 3. In practical situations the known ciphertext

RR n " 3887



16 Anne Canteaut & Eric Filiol

sequence does not consist of a large number of consecutive bits. The attacker
has access to some ciphertext blocks of reasonable lengths. These ciphertexts
may be produced with different keys, i.e., with different LFSR initializations.
Theorem 1 can nevertheless be adapted to this more realistic situation.

Corollary 2 Let Q be a polynomial in Fo[X| of weight d having the following
form
d-1
QX) =1+ X% with iy <ip < ... <ig .

7=1
For n, ciphertexts *, 1 < k < n., of respective lengths LC(k), we consider the
binary sequence (Zf)id_1§t<LC(k),1§k§nc defined by

d—1
k _ k k
Zy = ¢ @@ct,ij .
j=1

Then the random variable Z = "<, f:(’;i’i)l_l(—l)zf has a Gaussian distri-
bution with mean value M = +(2)?3 7 (LC(k) — ta—1) and with variance

o2 = (1—(2e)*%) Y1 (LC(k) — i4—1) where e = maxges(q) |Ples = si] — %\

The following algorithm then examines all polynomials of degree at most D
and of weight d, and it detects all polynomials () in this set such that there
exists s € S(Q) with |P[s; = ¢;] — 1/2| > emin.
Algorithm
For each (d — 1)-tuples (i1,... ,i4-1) such that 0 <i; < ... <141 <D
N 352 (LO(K) — da—1).
T < N(2emin)® — 3v/N(1 — (261min)2).
Z + 0.
For each ciphertext block (cf)o<i<row) where LC(k) > iq 1
for each t from iq_1 to LC(k) —1
ceda@d,,
Z+— Z+(-1)~
If |Z| > T, factor 1 + Z?;i X% and store all its primitive factors. Store
Z.
The primitive factors which are detected several times by the algorithm are
expected to be the feedback polynomials of the constituent LFSRs.

INRIA
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3.2 Complexity analysis

We now discuss the choice of the input parameters d, D and ep;y,.

Recall that we aim at recovering multiples of polynomials [[,.. P, T C
{1,...,n} such that |Plc; = @,c7 si| —1/2| > €min. According to Formula (3),
these subsets T' are characterized by

|2po— 1|

on+1 ‘X\f(lT)‘ 2 Emin

where the ¢-th component of 17 equals 1 if and only if 7 € T. It is well-known
that all Walsh coefficients of a Boolean function f with n variables are divisible
by 4, unless f has degree n. This case is here dismissed since such a function
cannot be balanced. Choosing
2po — 1

€min = | I;(;_l | (4)
then ensures to detect all polynomials [], ., P; such that X;(17) # 0. In most
practical situations, the number of variables n does not exceed 7.

We now assume that our search can be restricted to all products [ [, ., P; of
degree at most L,,.. This means that we suppose that all feedback polynomi-
als P, ... ,P, can be recovered from all products [ [, P such that X¢(1r) # 0
and ZiET L; < Lpax. Note that Ly, should obviously be greater than the
maximum length of all constituent LEFSRs. A polynomial of degree Ly, is then
recovered by our algorithm if it divides at least one polynomial of weight d and
of degree at most D. We deduce from Formula (1) that the minimum possible
value for D is approximatively

Lmax

D= (d-1)la12' ™% (5)

This also implies that the attack can only use ciphertext blocks of length at
least LC with

LC > (d— 1)la12 &% (6)

Moreover, we want the probability for a false alarm in the algorithm to be less
than 2720, This implies that (3", LC(k)) — n.D > (%)2 . By replacing T
by its value, we obtain the following condition

1 d 2012
M—mDZ%QM—mm&%m—3WM—mDm—@%m))
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where N, = > "7¢, LC(k) is the total ciphertext length. We deduce that

2

(5 + 3\/ 1-— (25min)2d>
(25min)2d .

It finally follows that the total ciphertext length should satisfy

N (5+3\/W)2
o' W

This value is minimal if n, = 1, i.e., if all known ciphertext bits are consecutive.
In this case, the minimum length of the ciphertext sequence required by the
reconstruction is

Nt—ncD Z

2
e, (55T

. 1
N; = min (d—1)1a=127a-1 + o)

9)

Figure 7?7 shows, for different values of L., how N; and the optimal value
of d vary with £,.

‘ In most practical situations, all ciphertext blocks have roughly the same
length LC. The number n. of such ciphertext blocks required by the recon-
struction is then

2
(5+3y/I~ o))
(26min)2(LC — (d — 1)%251—“_13‘%) '

We then use the algorithm with the value of d which minimizes this formula.
Example Suppose that enin = 0.1 and Ly, = 35. We use ciphertext blocks of
length LC = 10,000 bits (i.e., about 1,200 ASCII characters). Condition (6)
imposes that d > 4. The number of required ciphertext blocks is n. = 6,109 for
d =4 and n. = 69,083 for d = 5. Our algorithm examines all polynomials of
weight 4 and of degree at most D = 5,910.

The number of operations performed by the algorithm (without the factor-
ization step) is roughly

Ne >

Dd—l
(d—1)!

d(Nt — TLCD) .
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Loy = 35
le+30 T T T

1 ! ! ! !
0.02 0.04 0.06 0.08

Emin

Figure 4: Minimum ciphertext length required for L,,x = 35

Lmax =170
1e—|—30 T T T

0.02 0.04 0.06 0.08

Emin

Figure 5: Minimum ciphertext length required for L, = 70

Using equations (5) and (8), we obtain the following complexity

d2tnes (54 3/T— @emin) )

(25min) 2d

2
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Lax = 100
le+30 T T T

1 ! ! ! !
0.02 0.04 0.06 0.08

Emin

Figure 6: Minimum ciphertext length required for L, = 100

Another method for recovering the feedback polynomials of the LFSRs
consists in examining all polynomials of degree at most L, and in computing
the corresponding parity-check equations on the ciphertext sequence. A similar
analysis applies to this attack. We here have to choose D = Ly, and d ~
Lmax/2 since the average weight of a polynomial of degree L., is roughly
Lmax/2. With these parameters, Formula (7) provides the minimum ciphertext
length required by this second attack:

(5 +3y/1- (2emin)Lmax)2

(26min) Lmax

Ntl = Lmax +

Figure 7 shows that this number is much larger that the number of cipher-
text bits required by our attack (see Formula (8)). Moreover, the number of
operations performed by this second attack is roughly

2
@27 (54 3/ = (2emin) oo )
2(28min)l‘max

Our attack is then much more efficient than the enumeration of all polynomials
of degree L.
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|
N, L =35 —
N, L=35 -
Ny, L =100 —
N/,L =100 ----
le+100 |- |
N1e+75—"-__ —
le+50 - 7
roras | BRI
1 | | | |
0 0.02 0.04 0.06 0.08 0.1

Emin

Figure 7: Minimum number of ciphertext bits required by both attacks for
Lynax = 35 and 100

3.3 Simulation results

We considered the following toy example of combination generator. Three
LFSRs are combined by the majority function

f(il?l, T2, 333) =129 + I1x3 + o3 .
The feedback polynomials are respectively
Pi(z) = 1+22+2' + 2+ 2+ 28+ 2° + 20+ 2+ 2B+
$14 +$15 +$17
Py(z) = 14+z+a"+2°+2"0 +22 + 2"+ 20 + 27 + 270 422 +
— $22 +$23
Py(z) = 1+z+2®+2°+2" + 28+ 28 + 21 + 2 + 220 + 2% +

$26 +$27 +£E28 +.’E29 +.’E31 +.’E33
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The output of this combination generator is used for encrypting a plaintext
with py = 0.70. We used 6,109 ciphertext blocks of length 10,000. We apply
our algorithm on these ciphertext blocks with parameters D = 5,910 and d = 3
and 4. We take €y,;, = 0.1; this value corresponds to Formula (4) with n = 3.
Table 1 gives all primitive polynomials detected by the algorithm for d = 3
and d = 4. The number of obtained multiples for this polynomial is compared
with the theoretical values given by Formula (1). The theoretical number of

| | d | Nbdetected | P | P, | P |
simulations 3 126 123 3 0
theory 3 139 137 2 0
simulations 4 266,191 262,043 | 4,146 3
theory 4 266,589 262,483 | 4,102 4

Table 1: Detected polynomials for the toy example

operations performed by the algorithm is 2°° for d = 3 and 25! for d = 4. Our
simulation required 4 days to test all the genuine d-multiples and 0.5% of all
the possible d-multiples on a Linux Pentium IT 400. For each detected P;(z)
we compute the 5-nomials on D = 5,910 bits for each product P;(z)P;(z).
Only P;(z)Py(z) was potentially detectable according to Formula (1). It was
not.

4 Recovering of the Combining Function

In [15] reconstruction of the combining function of such scheme has been ex-
posed. But in fact, yet interesting, the approach suffers from severe limitations:

e recovering the function required to first recover all the initializations of
the registers, that is to say to cryptanalyze the scheme.

e they use Siegenthaler attack |20] requiring exponential complexity.

e the function recovering explores the 2" inputs and thus is of exponential
complexity. Moreover it requires a consequent amount of ciphertexts.
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We now present how to bypass these limitations and to practically reconstruct
the combining function. From previous step, we obtained the following infor-
mation on f: The number of variables of the combining function is derived
from the previous step of our attack. Moreover, the previous analysis also
provides an estimation of some Walsh coefficients of the combining function.
Suppose that some multiples of weight d of [[,., P, T' C {1,...,n}, have
been detected by our algorithm. For any such multiple, the mean value of the
estimator Z equals N(2p—1)?, where p = Pc; = s;] with s = g(s',... ,s") and
g(z) = 17 - z. The values of Z obtained for all detected multiples of [], ., P;
therefore provides an estimation of probability p. Using Formula (3), we can
then compute the value of the corresponding Walsh coefficient, X¢(1r). This
value is rounded to the closest multiple of 4, since all the Walsh coefficients
are divisible by 4 for balanced functions.

If [[,er P; has degree L greater than Lpy, no multiple was detected by the
algorithm. We then choose a higher value of d satisfying

(d—1)1&1277 < LC .

We then compute all multiples of [], ., P; of weight d and degree at most LC,
and the corresponding values of Z. We deduce the involved Walsh coefficient
as previously seen.

Example [In the toy example, the average values of the estimator Z (e.g.
12,384 for Pi(x)) obtained for each multiple of weight 3 of P, provide exactly

Plz; = 0] = 0.5005 and P[s; = y;| = 0.55.

Formula (3) gives the result: X7(1,0,0) = 4.00. Similarly, we obtain the
following information during the first step:

x7(0,1,0) = x7(1,0,0) =4 X7(0,0,0) =0 .

For each detected P, we compute some multiples of weight 5 and of degree
at most 10,000 for each product P;P;. Although all of these products were
potentially detectable, no one was detected; we then deduce that

)/G(l, 1,0) = )/(}(1,0, 1) = )/G(O, 1,L1)=0.
Sitmilar simulations for d =7 allow to find the remaining coefficient:

x7(1,1,1) = —4.
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5 Generalization to Complex Stream Ciphers

More complex LFSR-based stream ciphers are essentially designed on the same
following structure.

e The pseudo-random engine generates n linear pseudo-random sequences.
The LFSRs can be simple, clock-controlled, decimated, filtered,...

e Since the LFSRs are inherently linear, their output is linear too. They
absolutly cannot be used directly as valid cryptopraphic primitive (oth-
erwise powerful cryptanalyses are possible [24, 25]). That is why efficient
practical designs include a module, breaking this linearity and insuring
diffusion, propagation and confusion (NDPC module). In a combination
generator, it is a simple yet strong Boolean function but it can be far
more complex structures including multiplexers, permutators, ... How-
ever we can always reduce it to a simple Boolean function (from the black
box point of view) whose inputs are the LFSRs outputs and outputing
one bit of running key.

e Combination module combines one plaintext bit with one running key bit
to produce one ciphertext bit. Generally it consists in bitwise xor. Once
again different complex modules, always can be seen as simple Boolean
functions which moreover are suitable to be included in the previous
combining function.

Then all the problem of scheme equivalence to combination generators lies on
the kind of LFSR constituent of the pseudo-random engine. Clock-controlled
LFSRs have been shown equivalent to non clock-controlled ones [16, chapter 6].
We have the same equivalence for filtered LFSRs [21]|. The decimated LFSRs
remains an open problem. Almost all the others schemes can be reduced to
the combination generator. Particularly, nonlinear binary sequence generators
(i.e. when the feedback function is nonlinear) have been proven equivalent to
combination generators [6, 11|, increasing the scope of our technique.
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6 Conclusion

We have described an operational reconstruction technique of LFSR-based
stream ciphers, from only not too long ciphertexts. This technique requires a
lot of computation time but far less than the expected life of the algorithm
itself. Dedicated parallel computer should dramatically decrease the com-
putation time. The main consequence is that hiding the algorithm (national
home-made ciphers, commercial products,...) does not give more security since
it can be reconstructed, except for decimated generators. This case is under
investigation.

It is worth noting that even partial reconstruction (for example LESR being
missing) are interesting since attack can be performed on the obtained "noisy"
equivalent to the original complete algorithm. Fast-correlation attack may in
this case be successful.
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