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Résumé : Nous considérons un cas modeéle de sources raides dans les systémes
de lois de conservation, le cas d’une loi scalaire avec un terme d’ordre zéro de faible
régularité. Le traitement direct de telles sources avec un schémas de volume fini donne
des résultats insatisfaisants du point de vue de la condition de CFL réduite et de la
faible précision sur les équilibres. Le terme source doit étre pris en compte dans le
décentrement et discrétisé aux nceuds du maillage. Pour ce faire, nous introduisons un
schéma équilibre avec les propriétés suivantes: (i) le principe du maximum est réaliseé,
(i) toutes les inégalités d’entropie discrétes sont vérifiées (iii) les états d’équilibre
du systéme sont maintenus. Une des difficultés dans 1’étude de la convergence est
I’absence de bornes VB pour ce probléme. Nous introduisons donc une interprétation
cinétique qui prend en compte le terme source. Grace a la formulation cinétique
nous donnons une preuve de convergence qui n’utilise que la propriété (ii) ci-dessus
pour déduire la compacité forte des solutions approchées. Nous montrons les qualités
numériques de notre schéma gréce a des tests qui montrent la rapidité de convergence
comparée au schéma standard. De plus, nous montrons que ce schéma permet de
traiter des sources singuliéres ou avec coefficient oscillant.
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Equilibrium Schemes for Scalar Conservation Laws with
Stiff Sources

Abstract: We consider a simple model case of stiff source terms in hyperbolic con-
servation laws, namely, the case of scalar conservation laws with a zeroth order source
with low regularity. It is well known that a direct treatment of the source term by
finite volume schemes, gives unsatisfactory results for both the reduced CFL condi-
tion and refined meshes resulting in the lack of accuracy on equilibrium states. The
source term should be taken into account in the upwinding and discretized at the
nodes of the grid. In order to solve numerically the problem, we introduce a so-
called equilibrium schemes with the properties that (i) the maximum principle holds
true; (ii) discrete entropy inequalities are satisfied; (iii) equilibrium solutions of the
problem are maintained. One of the difficulties in studying the convergence is that
there are no BV estimates for this problem. We therefore introduce a kinetic inter-
pretation of upwinding taking into account the source terms. Based on the kinetic
formulation we give a new convergence proof that only uses property (ii) in order
to ensure desired compactness framework for a family of approximate solutions and
that relies on minimal assumptions. The computational efficiency of our equilibrium
schemes is demonstrated by numerical tests that show that, in comparison with an
usual upwind scheme, the corresponding equilibrium version can converge 100 times
faster. Furthermore, numerical computations show that equilibrium schemes enable
to treat efficiently the sources with singularities and oscillating coefficients.

Key-words: hyperbolic conservation laws, kinetic formulation, stiff source terms,
upwind schemes, convergence
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Schemas d’Equilibre pour des Lois de Conservation Scalaires avec des Termes Sources Raidesb

1 Introduction

Two kinds of singular sources arise classically in the theory of hyperbolic equations.
A class of such problems are relaxation terms (see [4], [5], [19]) which force some
algebraic relations between unknowns in such a way to ensure the system with a
smaller number of unknowns in the relaxation limit. Another class consists in low
regularity, possibly concentrations, in the source. The motivation of this paper comes
from such a phenomena in the Saint Venant model for shallow water where bottom
(bathimetry) can be irregular in practical situations. Note that even in case of suffi-
ciently smooth bottom these terms are very dominating and important in the process
of creation of equilibriums, i.e. steady state solutions.

As a simplified model problem, we consider the scalar conservation law

Ou n 0A(u)
ot oz

u(z,t = 0) = ug(x), uo(z) € L' N L®°(R), (1.2)

+B(zu) =0, t>0,z€RR, (1.1)

with a smooth flux function A(.), where the unknown function u(¢,z) belongs to IR.
Also, the equation (1.1) is endowed with the full family of entropy inequalities

08(u) | On(u)
ot ox

for all convex entropy functions S(-) and corresponding entropy fluxes 7(-) defined
in accordance with the relation

+ 8" (u)B(z,u) <0, (1.3)

n/(u) = 8" (u)a(u), (1.4)
see Kruzkov [13], Lax [16] for more details.

We start our consideration with the special form of the source term
B(zu) = 2'(z)b(u), b(u) € C(R).

We set and assume
a(s

a(u) = A'(u) € C(R), D(u) = /0u (—st

a(u) _
0< B(u) <00, D(xoo)=to0, (1.5)

RR n® 3891



6 Ramaz Botchorishvili, Benoit Perthame, Alexis Vasseur

2 (1),z(xz) € L®(R). (1.6)

The assumption (1.5) is restrictive because it implies that D(.) is increasing, and
therefore it implies that the equilibriums are continuous. This assumption will be
relaxed in the section 5 and in the Appendix. However it simplifies greatly the pre-
sentation and we first state our results in this framework.

A numerical difficulty which arises in such situations is to preserve, at a discrete
level, the “equilibrium”, i.e. steady states given by
0A(u)
or

+ 2/ (z)b(u) = 0,
which can be explicitized in the form of the algebraic relation
D(u) + z(z) = const. (1.7)

Note that condition (1.5) ensures the existence of a unique Lipschitz continuous
solution to the equation (1.7) because the function D is increasing. We now consider
the discrete version of (1.7)

D(uj) + zj = const, (1.8)

where z; represents the average of z(z) over cell Cj, Cj =|z;_1/9,%;11/2], corres-
ponding to a uniform grid with nodal points z; and space discretization step Az =
Tjy1/2 —T; 1/2, and we denote by u;‘ the average at time ¢, = nAt of u(z,t,) on the
cell Cj, as usual in the so called finite volume approach. We consider the equilibrium
schemes as a solver with the properties:

equilibrium initial data corresponding to (1.8) are maintained; (1.9)
all the discrete entropy inequalities are valid; (1.10)
approximate solutions are, locally in time, L* bounded. (1.11)

In this paper, see sections 3 and 5 for details, we introduce a class of finite vo-
lume schemes which have properties (1.9)—(1.11). In the simplest case, e.g. under the
condition (1.5), the scheme has the usual simple form of an upwind finite volume
scheme

wl T -l

J Az (A(U?+1,7,u?) - A(u?,u?flﬂ_)) =0. (1.12)

INRIA
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Here A(.,.) is the usual Engquist-Osher numerical flux function, see [7],

Aluw) = /0 Ca(©)de + /0 "o (6) de, (1.13)

with a4 (&) the positive and negative parts of a(€) defined by a(€) = a4 (&) + a—(§),
la(€)] = a1(§) —a—(§). And the so called discrete equilibrium states uf,; - are
defined according to the relations (see (1.8) as well)

D(uj+1,_) +z; = D(Uj+1) + Zj+1,

1.14
D(Uj,1,+) +z; = D(’u,jfl) + zj-1. ( )

Notice that for a general source term B(z,u) with a unique equilibrium we still can
define the equilibrium scheme in the simple form (1.12). Namely we introduce the
following initial value problem

0A(v)
or

+ B(z,v) =0, (1.15)

v(z;) = u;. (1.16)

If (1.15), (1.16) is well posed on the intervals (z;,z;41] and (z;,z;_1], i.e. the unique
solution to (1.15), (1.16) exists, then we can define discrete equilibrium states for
the numerical equation (1.12) as

uj+ =v(zj11), uj— =v(zj-1)

Clearly, when no simple explicit formulaes are available, for numerical purposes one
can apply suitable ODE solvers to (1.15), (1.16) for the definition of discrete equili-
brium states.

The presented scheme is a particularly simple and efficient variant of the usual
Engquist-Osher scheme which plays a particular role here because of its kinetic inter-
pretation ([3], [12]) which allows a very simple interpretation of the relations (1.14).
In the special subcase which is presented in the introduction of a single equilibrium it
is not completely original and combined with a Riemann solver it can be interpreted
as well balanced scheme following denominations and ideas of Greenberg et al, [11].
Then a proof of convergence relying on much stronger assumptions can be found
in Gosse [10].More generally it falls in a class which has been advocated recently
by several authors ( see Greenberg et al, for source terms which only depends on

RR n® 3891



8 Ramaz Botchorishvili, Benoit Perthame, Alexis Vasseur

x, Gosse and Leroux [9] for sources depending on u only, LeVeque [17|, Vazquez-
Cendon [26] on upwind discretization of source terms for the Saint-Venant system,
Bermudez et.al [1] for upwind treatement of sources for 2D shallow water equations
on unstructured meshes). The source 2'(z)b(u) is discretized at the nodes of the
grid, while the conservative quantities are cell centered. Notice that other strategies
to preserve equilibriums also exist, see for instance Russo [22] for a central scheme.
Notice also that, as well-known and as we will see later the natural discretisation of
the source, as z}b(u?) is very inefficient, although it was proved that the splitting
algorithm converges with a rate At (see [15], [2]). Concerning the case of double equi-
libriums, presented in Section 5, it seems that the question was not addressed before.

The main result of this paper is the following convergence theorem.

Theorem 1.1. (Convergence of the scheme). We assume (1.5), (1.6) and the CFL
condition stated in (3.4), (3.8) below, and we define the approximate solution uaz(t,z)
uj} for t € [ty,tn+1) and z € Cj. Then, the scheme (1.12)—(1.14) satisfies the proper-
ties (1.9)—(1.11) as Az — 0, ua.(t,z) converges in LP([0,T] x R), for all 1 < p < oo,
and all T > 0, towards the unique entropy solution to (1.1), (1.2).

In order to avoid BV estimates, which are not available for the exact or approximate
solutions due to the low regularity of the source term,and which are known to be
limited to one space dimension, we design a new method of investigation of nume-
rical schemes. It is based on a new tool for the identification of solutions to kinetic
equations corresponding to entropy solutions of the problem under consideration, see
section 2. It has the advantage that the same strategy extends to multidimensions
without any difficulties. The analysis of the properties of the schemes is performed
in section 3 and the strong convergence towards entropy solution is proved in section
4. A variant of the scheme for more general cases of functions D(u) is designed in
section 5. High computational efficiency of our schemes is demonstrated by numerical
tests in the last section.

2 Kinetic Formulation. Uniqueness of Kinetic Solutions.
In this section we introduce a general tool for studying the convergence of numerical

schemes for nonlinear scalar conservation laws. One of the most crucial steps in stu-
dying the convergence of numerical schemes for nonlinear problems is the derivation

INRIA
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of apriori estimates ensuring compactness of the family of approximate solutions.
For hyperbolic conservation laws the suitable compactness framework traditionally
is ensured by BV estimates, see [14],[23]. When no BV bounds are available, the
convergence study of the schemes has to be based on weaker compactness argu-
ments. Such arguments were introduced by DiPerna [6] with the notion of measure
valued solutions. At the numerical level Szepessy [24] has shown all the interest of
the method which has been widely used especially in the two dimensional case on
unstructured grids.

A more powerful and easy to use approach is the so called kinetic formulation of
the problem (Lions, Perthame, Tadmor [18]). Especially, this approach allows a very
simple uniqueness proof (Perthame [20]) which simplifies the convergence analysis of
numerical schemes. The equation (1.1), and the family of entropy inequalities (1.3)
can be written equivalently as a single kinetic equation with a “density” function

X(§ ; u(t,x)) (but we drop the dependency upon ¢t and z below)

Definition 2.1. The function u(¢,x) is called a kinetic solution if

Ix (& u) ox(&u) 1 OX(&u)  Om(tz,€)
for some nonnegative bounded measure m(t,z,£) which satisfies
m(t,z,€) =0 for [&] > [lu(t,)[Le, (2.2)
and
+1, 0<¢é¢<u,
0, otherwise.

Evidently, equation (2.1) is linear and more attractive for investigation than the
nonlinear equations (1.1) or (1.3). It is clear as well that to prove the convergence of
schemes for linear equations like (2.1) there is no need in hard estimates like BV, see
section 4 for details. But nonlinearities are hidden in the structure of the function
x(&;u) and in the measure valued source term m(t,z,). The relation between a
function u(t,z) and the related equilibrium function x({;u(t,x)) is given by the

formula

u(t,x) = /]Rx(f;u(t,x)) dg, (2.4)

With the same formula and (2.3), we can recover weak distributional solutions to
(1.1) just by integrating (2.1) in &. Since m(t,z,£) is nonnegative in addition, the

RR n® 3891



10 Ramaz Botchorishvili, Benoit Perthame, Alexis Vasseur

family of entropy inequalities (1.3) for all convex entropy functions can be recovered
just multiplying (2.1) by S’(£¢) and integrating in £&. On the other hand, the relation
between atomic measure valued solutions by DiPerna [6], or Young measures, v4 ;(£),
a probability measure in ¢, and the kinetic equilibrium function can be explicitized
as well (see also [21]),

Ox(&u)
€)= 3() - 2. 25
3
So in frames of kinetic formulation one can recover all existing properties of entropy
solutions to (1.1). Especially concerning weak limits of entropy solutions, we can

naturally arrive at the notion of kinetic solutions to scalar conservation laws.

Definition 2.2. Let the function f(¢,z,£) belong to L (O,T; L°°(]Rﬁ2(,§) N Ll(]Rf(,g))
for all T > 0. It is called a generalized kinetic solution to equation (1.1), if
of (t,z.8) of (t,z.8) ftz8) _ om(teg)

PN,
5 Tall) =5 — — bz (z) 3 o

(2.6)

in the sense of distribution for some nonnegative measure m(t,z,£) bounded on [0,77] x
IRy x R¢ for all T'> 0 which satisfies

0 <sign(§) f(t,z.€) = [f(t,z,€)| < 1, (2.7)
of
8_§ = 5(5) - I/(t,.’E,f), (2'8)

with v(t,2,£) some nonnegative measure such that [ v(t,z,£) dé =1 for all ¢, x.

Note that it is relatively easy to arrive at generalized kinetic solutions departing
from numerical schemes, e.g. see section 4. But we are interested only in the entropy
solutions of the problem (1.1), (1.2). For this purpose we prove that generalized ki-
netic solutions are unique and have the form f = x(&u). To do so, we adapt the
approach by Perthame [20] for studying the uniqueness for scalar conservation laws.
It is simpler than the usual uniqueness proof of Kruzkov [13] or the one by Diperna
[6] used for similar identification problem of entropy measure valued solutions, since
it does not require doubling of variables. Furthermore, we arrive at simple explicit
requirements that can be naturally adapted for investigation of numerical schemes.

INRIA
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Theorem 2.2. (Uniqueness of generalized kinetic solutions). Let f(t,x,{) be a ge-
neralized kinetic solution to (1.1), (1.2), such that for a.e. ¢t > 0,

/ ft,z,&)p(x)S (& d:vd§+/ /R2 S'" (&) f(r,z,8) dx dé dr
/ / (b(€)S'(©)))e (2) f (ry2,€) der d€ dir < / X(E W (2)) () S'(€) d de.
0 R2 R2
(2.9)
/ u(t,z dsc—)/ z)dr as t—0, (2.10)

for any convex entropy functions S(£) and all nonnegative test functions ¢ € D(R).
Then f(t,xz,f) = x(&u) where u(t,x) is the entropy solution of (1.1), (1.2) and
ft,z,8) — x(&uo) in L'(R?) as t — 0.

Proof of Theorem 2.2. The proof is based on a comparison of |f| and |f|?. To
justify the equations on these quantities, we first regularize by setting f.(¢,z,£) =
[ * we(t,x), me(t,z,€) = m x we(t,z), where we(t,x) = %wl(%)éwg(%) with €1,
€2 > 0 and wy, we two nonnegative regularizing kernels with supp (wl()> C [—00,0]

ensuring the possibility to regularize for any ¢ > 0. We have

9fe
ot

ofe ofe _ dm,

5 7@ e = T

+a(¢) - + 0., (2.11)

v, — Ea%[(z’(w)f) v we — (@) f % wel.

Then following [20], we divide the proof into several steps.
(i) we prove that

o [+ 5 [o@lsiae+2@) [ 111 = —2mie0).  (212)

This is simply obtained in multiplying (2.11) by sign({) and letting €1, €2 vanish,
after noting that sign(¢) f- = | fe| by the definition 2.2.
(ii) we prove that

at/_ §+—/ (§—d§+ /—d§> —2m(t,z,0). (2.13)

RR n® 3891
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To do this, we multiply (2.11) by f. and notice that because f is bounded

/fgdg%/f;dg, as &= 0.

It is therefore enough to study the righthandside appearing from (2.11). It contains
two terms. the first one is treated using the property (2.8)

0 0
[ gme fede == [ matto) et de
= —m¢(t,z,0) + /msu * we d€ > —me(t,x,0).
The second term is estimated as:

| / fo. de| = | / o+ €0c12) (2 ) % we — 2 £.) de| =

[ (5= vt w) ([ (/) = 2@ St one onelo — v) dy) ] <
15— vsaddt [ 1@) - 2@l relo ).

Evidently, this term vanishes a.e. as € — 0 since 2’ belongs to L* according to (1.6)
and thus we arrive at (2.13).

(iii) Strong continuity at ¢ = 0. From Brenier’s lemma [3], we deduce that u(t,xz) =
JR [ (t,2,€) d satisfies, for all convex functions S with S(0) =0,

S(utta)) < [ S fte)de.
(utt)) < Jy
As t — 0, we deduce from (2.9) and the above inequality that
w — lim S(u(t,x)) < / S'(€) X(uo(af:)).
R
This inequality for the weak convergence of convex function implies that
u(t,z) — u’(x), strongly inall IP, 1 < p < oo,

and also
fltzé) — X(uo(m)), strongly inall IP, 1 < p < oo.

INRIA
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(iv) Subtracting (2.12) and (2.13), and estimating the terms with 2’ with account of
(1.6) we have

o [1n1=ae+ 5 [a©Us1- 2 <171 [051- e 219)

Next, we now use the strong continuity of f(t) at ¢t = 0 (point (iii) of the proof), and
we deduce that

[f(t=0)| = f2(t = 0) = [x(&u")| - [x(&u”)]* = 0. (2.15)

Finally, since |f| — f2 > 0 by the assumption (2.7), we deduce from (2.14), (2.15)
that

|f(t)] — fQ(t) =0, forallt>0.

Therefore f takes the values —1, 0 or +1. From this and the property [ vdf =1 in
(2.8), we deduce that f = x(&;u) for some u(t,x). Therefore u is the entropy solution
(see [18]) and thus the proof is completed.

Remark 2.1 The time continuity result at £ = 0 is the kinetic version of a simi-
lar statement discovered by Eymard et al [8]. It is essential to get a simple proof
of convergence of numerical schemes and avoids the possible initial layers that can
occur for oscillating initial datas. Also for nondegenerate fluxes, the time continuity
is proved by A.Vasseur [25] with weaker assumptions. Namely one does not need the
weak continuity at £ = 0. Remark 2.2 It is clear that the proof of the theorem is in-
dependent of the number of spatial variables and thus it holds true in multidimension
as well.

Remark 2.3 It is also easy to deduce uniqueness of entropy solutions of the problem
(1.1), (1.2) using the same approach as above or in [20].

Remark 2.4 It is also easy to see that under the assumptions of the Theorem 2.2,
the measure valued source term in kinetic equation (2.6) satisfies

t
// m(r,z,8)drdedé — 0 as t — 0.
0 JR?

Remark 2.5 Kinetic solutions are more general compared to entropy solutions be-
cause thay make sense even for ug € L!(R) which does not allow to define A(u) when
A is superlinear.

RR n® 3891



14 Ramaz Botchorishvili, Benoit Perthame, Alexis Vasseur

3 Main properties of the scheme

In this section, we focus on the derivation of the quantitative properties (bounds and
CFL condition, entropy inequality) and we give a first connection to the kinetic for-
mulation. We also indicate a formal reason for consistency. For the sake of simplicity
we now consider the simpler case b(¢) = .

First of all, we can prove the equilibrium property (1.9) of the scheme (1.12)-(1.14)
i.e. that it preserves the equilibrium. Indeed, at the equilibrium state then

n — n n _ n
Uji1,— = Uy, Uj—1,+ = Uy, (3.1)

thus resulting in u?“ = u} from (1.12). If we are not at the equilibrium state then
the choice of u], creates itself the states to which the averaged values w;i1,u;-1
could be connected via equilibrium’s relation from left and right respectively. That
is why we call ujy1,—,uj_1+ the discrete equilibriums associated with u;,1 on the
left and the right.

We now explain the consistency. Compared to the classical formula (for the homo-
geneous problem) with fluxes A(u” (R ”) at the interface z;,1/5, we have in mind
that the u},; _ is computed so that A(u ]H,_,ug) Aluf u]+1) discretizes the term
Z'(z) u, in a split way, at the interface x4 /2 for waves incoming in the cell C;. We
can precise this point and prove the consistency of the discretization

—~~—— N

Ax(2'(z)u); = [Awfr,—uf) — Alufiuf)] + [A®f i) — A(ug g )] (3.2)

It can be seen with the help of the definition (1.14) and of the following Taylor
expansions

Zi+1 ~ %)
D'(O)41,-tjt1,- + (1 — Oj41,Jujy1)

Ujp1,— — Ujpl = ; 0<0j41,- <1

Wity = % =21
T T DO gt + (1= ©jo1,4)ujm1)

which implies that

0<0;14+ <1

n n n n
Uj_|_1’_ — U’j+1’ uj—1,+ — uj—17 as Az — O,
from which we deduce that for some intermediate state €

A(ufir,uf) — Augig,ug) ~ a(§)(ujrn,— = ujyr)

INRIA
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~ %a—(f)(zjﬂ - 2j),

thus showing the consistency relation (3.2) for incoming waves in the first bracket.

With the above notations, (1.12) is therefore written in terms of the usual Engquist-
Osher numerical flux function A;,1/9 = A(uf,uf,),

At At n
uith =+ (AR — AT ) + (2 (@) = 0.
But this differs deeply from the standard discretization

. At " At
wp = Ay = A ) + 3 @)] =0, (3.3)

T J
that does not preserve the equilibrium although it converges, but very slowly, to

steady states, see section 6.

Finally, it remains to comment the stability properties (1.10), (1.11). Evidently, under
usual CFL condition for homogeneous equation

C"At < Az, (3.4)
C" = sup(la(uf)],la(wj 1, )|,la(uf_1 4)]),
J

the numerical scheme (1.12) gives the usual estimate

min(ul_y juliufyy ) < u}”l < max(u]_q jufiugyg ). (3.5)

Notice however that in general the inequality |u7, | < |u}| is not true and, naturally,
we cannot have the same maximum principle as in the homogeneous case.
Because we use the Engquist-Osher numerical flux function, we can reformulate the
scheme under a kinetic form that is more suitable for investigation. We set

apt = [, (3.6)

where the “density function” f;-”l is defined by the identity

F176) ~ X0 + e (4 (O, (6) + a1 O} ©

(3.7)
—a-(Ox}(6) — as(EX-1,4(6)) =0,
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with the notations x7 (§) = x (& u}), X7 1,4 (€) = x(&uf 1 1), XFiq, (€) := x(&ufpq, )
Indeed, integrating (3.7) in & and using (3.6) gives exactly (1.12), (1.13).

Lemma 3.1 Under the CFL condition (3.4) with

n __
" = Jnax la(u)], (3.8)
Koo = exp(2T ||/ (z)|| poe) [[0°]| poe, (3.9)

the scheme (1.12)—(1.14) satisfies the maximum principle
luj| < Ko, VnAt <T,Vj € 7, (3.10)

and the in-cell entropy inequality for all convex entropy functions S

Syt = ) + o (nuh, ) —n(fad 1)) <0, (311)

that can be written more precisely as

X = x5 (©) + 5o (- (O}41,-(€) + as X ©)
amn+1(£) (3.12)

0 (€X€) ~ O 1,4(O) = e

for some bounded nonnegative measures m?“({).

Proof of Lemma 3.1. We first prove the L* bound (3.10). One can estimate
|/ ) (G41,-(6) = Xxj+1(6)) dé| = I/fD'(ﬁ) (X1, (8) = xj41(8)) dé|

< max(fugyq | |ufg - |) [D(ufy,-) — D(ufy)]

< Az |2 (z)] peo sup|u | (3.13)
j

By analogy, the following estimate holds true:

A [ w0 061,00 = @) del< M@ suphf]. (314
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Next, we rewrite (3.7) as

1) =) (1 - AL1a(©)]) — £2a-(€)x11() + £2a+(€)x-1(©)

2,0 OG- (O — X7 (&) + ﬁ—ia+(§)(xyn'_1,+(§) = xj-1(8))
(3.15)
and we use (3.13), (3.14). This yields

sup [0 1] < (1+ 281] ' (2) 1) sup [u,
J J
that results in (3.10).
Next, we turn to the entropy inequalities. Notice that by definition, see (2.3), 0 <

sign(&)x(&;v) < 1 for any v. Since fjﬂ“(f) in (3.7) is a convex combination of such
X, we also have

0 <sign(é) /7€) = [/ < 1. (3.16)
Therefore, for some nonnegative compactly supported measure m?“(f ), we have
omj T (€)
GO = IO = g miT(O) 20, (317)

as a consequence of (3.16) and Brenier’s lemma [3]. Notice that the boundedness of

the support of the measure m?“(f ) can be obtained from (3.17) with account of the

uniform L estimates (3.10). Also its boundedness is a consequence of L? bounds
on uj (see [18]) after multiplying by ¢ and integrating (3.17) over R¢. Putting (3.17)
in (3.7), multiplying by §'(£) and integrating in £ results in the entropy property
(3.12) that concludes the proof.

Remark 3.1. The CFL condition we used is rather restrictive. A better choice of
C™ in (3.4) is to use the maximum speed of propagation at time ¢, rather then the
uniform upper bound in the interval [0,7]. Notice that this approach results in more
suitable timestepping for different time levels which is usually used in numerical
computations.

Remark 3.2. One can derive better uniform L°° as well. Namely, we set:

12" ()| Loo
min,, D' (u) max; |u?|’

Ky =
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K3, = exp((1 + KoAz)T 2" (z)]|p<) 1u” | poe.

Then the lemma 3.1 can be proved exactly in the same way with K, replaced by
K!_ . Notice that, in the limit A¢ — 0, it results in the natural and more precise
L>®-estimate |jul/z~ < exp(T||2'(z)||z) ||u®]| L.

4 Proof of the Convergence Theorem

We now conclude the convergence proof. Based on the kinetic formulation, it is rather
simple. Namely, we first adapt the uniqueness theorem of kinetic solutions and for-
mulate it in another form better adapted to the numerical scheme and called ‘Main
Convergence Theorem’. For this purpose we formulate the requirements (consistency
of the scheme, L™ and entropy stability, continuous dependency upon initial data)
ensuring strong convergence of a family of approximate solutions. In a second step
we show that the scheme satisfies the assumption of the Main Convergence Theorem.

Theorem 4.1. (Main Convergence Theorem). Let the family of approximate so-
lutions uaz(t,z) € L®(0,T; L' (R)) satisfy, for some constant K,,, K1, K, some
distribution Vaz(t,z,£), some measure mag(t,z,€) and some function ¥o ax(t),

Ix(&uag) Ix(&uag) 1 Ox(&uaz)  Omag(t,z,€)
o + G(f)T — &2 () 9€ = o€ +Unz, (41)
Uap(t,z,&) = 0in D' as Az — 0; (4.2)
mAz(t,CC,f) >0, ||mA$(t,£C,£)||M1 < Kma (4'3)
luazllpr < K1, |luazlze < Koo, (4.4)
| X&use@s ) dode + / | a©¢' @8 Ox&usr) dudg dr
R? R? (4.5)
/ (650°(2))0(2) 8" (€) d dE + Ton (1)
[ ssota) dode = [ w(@)p(o) do de + Dias(0), (4.6)

for all nonnegative test functions ¢ € D(IR) and smooth convex entropy functions
S, where ¥;a,(t), are bounded functions such that for 7 = 0,1,

U; Az(t) = 4(t) in L™ —w =, ,(t) is continuous and ¥;(0) = 0. (4.7)
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Then, as Az — 0, ua, converges strongly in LP([0,7] x R), 1 < p < oo, to the
unique entropy solution to (1.1), (1.2).

Proof of Theorem 4.1. The proof consists in proving that, passing to the limit in
the above system, we obtain a function f(¢,z,£) which satisfies the assumptions of
the uniqueness theorem (Theorem 2.2.) for kinetic solutions. It is decomposed into
four steps: extracting a subsequence, continuity at t=0, uniqueness for the limiting
problem and conclusion of the proof.

(1) Extracting a subsequence. Due to the uniform estimates (4.3), (4.4) we can extract
subsequences and we obtain

X(f; uAsU) - f(t,:v,E) in LOO'W*a

mag(t,z,€) = m(t,z,€) in M weak.

Hence we can pass to the limit as Az — 0 in the linear equation (4.1) and we obtain
the equation (2.6). Notice that this strategy for passing to the limit is also used to
Perthame and Tzavaras [21], with applications to compensated compactness argu-
ments.

(ii) Continuity at t = 0. Passing to the limit in (4.5)-(4.7) as Az — 0 results in the
conditions (2.9)-(2.10) for initial time continuity of Theorem 2.2.

(iii). Uniqueness, identification of limiting function. By definition of the x function
one has

0 <sign(§)x (& uaz) = [x(§uaz)| < 1 (4.8)
aX(é;“Am) _
T = 5(5) — VAg; (4-9)

and thus va; = §(§ — uaz) is a nonnegative measure satisfying [ vazd¢ = 1. Pas-
sing to the limit in these relations, we arrive at the requirements (2.7), (2.8) of the
Definition 2.1 for the kinetic solution f. It is easy to see that all requirements of the
uniqueness Theorem 2.2 of kinetic solutions are satisfied, and thus we have

x(&uag) = x(&u) in L®-w* as Az — 0,

where u is the unique entropy solution to (1.1), (1.2).
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(iv) C’oncluszon From the nonlinearity of y, and more precisely from the identity
J S (&)x(&;u)dé = S(u) — S(0), we deduce that

x(§ung) — x(&u)  ae,

UAgy — U a.e.,

and this concludes the proof of the main convergence theorem.

Remark 4.1. One can relax the uniform L' boundedness of approximate solutions
n (4.4), by means of consequent constriction of approximate solutions, on domains
of finite measure and then artificial continuation by zero outside. In this case the
conclusion of the theorem is strong converge of ua, in I ([0,7] x R), 1 < p < oo,
to the unique entropy solution to (1.1), (1.2) as Az — 0.

Remark 4.2. One of the essential features of the main convergence theorem is that
it does not require bounded variations on approximate solutions. Also, it does not
depend on the space dimension, and the method by means of which the family of
approximate solutions is constructed. Note that uniform BV-estimate is known to
be an obstacle in proving convergence in case of insufficiently smooth source terms,
as here, but also in multidimension on irregular meshes. Notice also that all the
requirements of the main convergence theorem are necessary.

We are now ready to prove the convergence theorem stated in the introduction.

Proof of the Convergence Theorem. The proof is based on the verification of
the requirements of the main convergence theorem departing from the formulation
(3.12) of the scheme. It is decomposed into four steps.

(1) Derivation of (41)7 (42) We set: xaz = X(g;IU’AZ')J (p?(f) = (p(tnaxjag)a with
o(t,z,€) a test function. Notice that

DG = xDep == DT - gt =
n n (4.10)
= /XAw(Ptdt+ \P1(¢7A$aqu)a
where U1 (p,Az,un;) — 0 as Az — 0;

N a (OO~ xel ==Y a (@) — )X}
J j

(4.11)
= /a_(ﬁ)XAmgoxda: + Vo (p,Az,unz),
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> ar©0F = xp_)ef == ar (et — eX] =
J J (4.12)
= [+ Oxaapuda + Ta(pArusa),

where Uo(p,Az,ung) — 0, U3(p,Azun.) — 0 as Az — 0;
with account of the lefthand side of (3.13) one has:

no g o 5 -
[ a0 R e = 2028 o @)eqy XEGee g

— () [ vtsen(a-(€) “5e2de + Valp.Azas.),

(4.13)
where uag,— == 0%, _ul +(1-07,; July, (t,7) € [tn,tns1)XCj Va(p,Az,ung,?’) —
0 as Az vanishes, since uj41,— — uj41. Because of the same reasons

Xj—1,4 — Xj-1 Ixa
/a+(f)J+A—xy<P?d§ = Z’(x)/wfsgn(anL(f)) ggxdf +Us( ), (4.14)
where U5(0,Az,ung,2') — 0 as Az — 0; Multiplying of (3.15) on ¢} with account
of (3.17), (4.9)—(4.13) (or that is the same, summing of (4.9), (4.13)) one arrives at
the suitable distributional form of the equation that results in the validity of (4.1),
(4.2).

(ii) Derivation of (4.4). Uniform L* estimates are already obtained in lemma 3.1.
The L'-estimate is derived with account of (3.16) after multiplying (3.15) by sign(¢) Az,
integrating in ¢ and summing in j. Namely one arrives at the estimate

> Azfult| < (142482 (2) ]| ) Y | Axfuf]
J J

that results in K1 = exp(1 + 2t||2' ()| zo ) ||u|| 11 in (4.4).

(iii) Derivation of (4.3). The sign of may is already provided by lemma 3.1. To prove
the bound on m in (4.3) one can use the uniform L' and L*® boundedness of the
approximate solutions ua,. We multiply (3.15) by £Az. Then after integration over
R¢ and summing in j one arrives simply at the following rough (but sufficient for
our purposes) estimate K, = K1 K.

(iv) Derivation of (4.5)- (4.7). After multiplying of (3.15) by p;Az, ¢ = ¢(z;,£), ¢ €
D(IR?), then integrating in & over R, and summing in j and summing in n until any
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k., kAt < T we obtain the following expression:

AmZ/ Tl 8'(€)de = AIZ/ xS (€)dé + Poas(trr1,0,5),

where
Yosa(tinS) — ~ALY S [ 18 ©la-(©06:15€) - )+
=0 g
a1 (&) (X5 () = X5-1(6)) + a—(©) (X1, (6) = X541(8))
. . om’+(¢)
+a+(§) (xj-1(§) — Xj— 1+(§)) - AwT]dﬁ
= \IIOAZ‘(tk—Fla(P + AtAl‘ZZ/ Z+1(£)d£ < \IIOA:c(tk—i—la(P)

=0 j
since S"(€) > 0, ¢; > 0, m;(f) > 0, and
Vonz(tr+1,0)

ALY / [ () (9ys1 — 95) + a4 () (05 — 95 1)IS' (€)' (€)de

zO]

_ AtZ > / ;8 &) (Xi41,- (6) = X541(6))

=0 j
+a+(6) (-1 (6) = xG-1,4(€))]dE.

Then for this expression of ¥ya, one can estimate the right hand side using (3.15),
uniform boundedness of approximate solutions ua, and the measures ma, that yields
for ¢ <1t < tgq1

Wons| < tiss max o] Y [ losr - pylds+

Azdyp;
b 20 | ) 1w 3 O]+t B [ 1522
J

J

Then for this expression of Uga, one can estimate the right hand side using (3.15),
uniform boundedness of approximate solutions ua, and the measures ma, that yields
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for ¢y, <t <ty

[Yors| < try1 Jnax la(u)| Z/|<Pj+1 — pjldé+

€

Azxdp;
te12K el @) 3 mx 5 )]+ thia Ko 3 [ 1220 .
J J

Clearly Woag(trs1,) vanishes together with ¢, for any ¢ € D(IR?) that results
results in the validity of (4.5), (4.7) with account of the formulaes given aboveEvi-
dently, with S§'(§) = 1 and by use of the same technique as above one can easily
recover the weak continuty requirements (4.6), (4.7) of approximate solutions uay
att =0.

Finally, applying the main convergence theorem results in the strong convergence of
the equilibrium scheme that concludes the proof.

5 Extension to more general fluxes A

In this section, we extend the scheme to a more realistic situation where the func-
tion D is not monotone, motivated by the Saint-Venant system (SVS in short). This
creates an additional difficulty because some discontinuous equilibriums are unstable
(non entropic), and they should not be preserved by the scheme. Again we restrict
our attantion to the case b(§) = &.

We assume that the initial data «° is nonnegative (and thus u(¢,z) > 0 also, because
it plays the role of the height of water in the SVS), that that a(ug) = 0 for some
ug > 0. As before we define

Alu) = /0 “a©)de, D)= | u@df, (5.1)

and, our assumptions are summarized by

a(&) is increasing on |0, 4+ oo[ and wugge0,
D is nonnegative, decreasing on ]0,ug[, increasing on Jug, + oo, (5.2)
D(u) — +o0, asu— 0or + oo.

Finally, for the sake of simplicity we only consider an increasing bottom z in this
section. The general formulas are given in the Appendix. Setting Azj 1/9 = 241 —
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zj > 0, the scheme has this form:

At
Wt —uf + = Ay _uy) — A(ufuf g L) (5-3)

J Az
+A(uo) — A(@} )] =0, (5.4)
where A(-,-) still denotes the Engquist-Osher scheme defined by (1.13).
We set

wy = inf(ug,uj) (5.5)

) = sup(ug.ul), (5.6)

then w?_y ,, ujyy _, 4;_, 4y are defined by:

{ D) =005 8571 5.7
'U/;?'717+ Z U,
{ D(u}yy,_) = D(ulq) + Azji1)o (5.8)
{ Pn(ﬂ?’*) = inf(Azjy1/2,D(a})) (5.9)
uj’_ S u()-

First, let us explain the derivation of the flux functions described above. Equations
(1.14) cannot be solved since they have either zero or two solutions in general (like
in the corresponding equilibrium equations for SVS). However, we can define a na-
tural scheme at the kinetic level. It is based on the kinetic formulation of the scalar
conservation law in (2.1). For a regular solution mm = 0 and the equation (2.1) can
be solved with the help of the method of characteristics. Then, depending on the
bottom’s jump particules loose or win energy when crossing the cell interfaces (see
fig.1). More precisely, the characteristics are given by

Yoale) %= (5.10)

Notice that this system admits the energy D(§) + z(z) in other words

2 (D) + 21 =0, (5.11)

and therefore the function x(&;u) is constant along the trajectories D(&(¢))+2(z(t)) =Cst.
This method allows to construct uj_ and uj_ by an “energy barrier” (the particles
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pass through the interface with a loss or gain of velocity), and provides the additional
term a7 _ from a reflexion effect (some particles do not pass through the interface
and are reflected into the cell).
Notic~e also that, with the kinetic functions f7*, (§) = x(§,u} ), f1_(§) = x(&ul_),
and f;fff(f ) = l{ﬁ}l,_g ¢<uo}» the scheme corresponds at the kinetic level to the discrete
equation
n+1 n At n rn n
O =2 + & (alO-IF- O + F- ()] + a4 (©)
=0,

—a(§)-x; (&) — a(§)+f7-1,4(8))

which replaces equation (3.7) in this non monotonic case.
We show in this section the following convergence theorem

(5.12)

Theorem 5.1. (Convergence of the general scheme). With the notations and as-
sumptions of Theorem 1.1. except that (1.5) is replaced by (5.2), the above scheme
satisfies the properties (1.10),(1.11), maintains the equilibrium initial data

D(u;) + z; = const

sign(u; — 1) = const.

As Az — 0, uaz(t,z) converges in LP([0,7] x R), for all 1 < p < o0, and all T > 0,
towards the unique entropy solution to (1.1), (1.2).

Proof of Theorem 5.1. The statement concerning equilibrium preservation is rea-
dily proved by a direct computation of fluxes and we skip the proof. We only point
out the difference with the proof for the previous simpler case. First notice that D
is decreasing for § < ug so that aj_ > uf +1,— and the support of fi; _ and f’f_
are disconnected. Therefore f* ; ., fi'; _+ f'_ are valued in [0,1] and Lemma 3.1
is still valid (with the obvious modifications of the flux functions in the entropy in-
equalities). In order to show Theorem 4.1 using Theorem 2.2 we only have to show

that the expression

T{(€) = ﬁ(a(f)—( To1e = X)) F a0y — ) Fal©)-f70)  (5.13)

converges in the sense of distribution to 2z'& g—f which corresponds to (4.13) (4.14).
As before, we denote ya, the function defined by:

Xae(t,3,8) = X5 () (5.14)
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for (t,z) €]nAt,(n + 1)At[x]jAz,(j + 1)Az[. We introduce a test function ¢(t,z,¢)

and denote

(G+D)Az p(n+1)A
¢ ( AtA:I:/ / ¢(t,x,€) dtde.

So when we multiply (5.13) by ¢ and integrate and summ up, we find

ai82 Y JEAGLIGE:
AtAxZ [/ _LFE(6) = XHOI_ (6) de

+ / a(€)+ D) — 124 (O (€) de
+ [ao- -6 de
AtAz Z / R} (€)% (€) dE + o,

where [o] < AzC(9,) (sup; ([ 7] d¢)), and

To analyze these terms, we denote by D1 : RT —]0,ug[ (respectively Dso

[mos©e = 5 [Taour ©-goued

(5.15)

(5.16)

(5.17)

1 +00
b / O (©) - F 11 ) de  (5.18)
*ﬁ / o @) de

(5.19)

: Rt —

Jug, + oo[) the inverse of D on ]0,ug| (respectively on Jug, + oo[). The right hand side
term of (5.17) writes

1 “o n . .
Az /0 a(©)FF-(6) — X} ()14} (&) d&

1 U ! n
- af, Pe@o

1 [DP}o)

-1 / DO (D(C)) dC

AT Jpy)
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D(u})+Azj_1/2
! / " DO (D1(0)) de

Az
AZ'_lg % %
= Sy )

Az

D(u})

where D(gﬁi) is given by the mean value Theorem. Especially,

uy _ <upt <ul. (5.20)

But since D is equicontinuous on |0, sup u[, from (5.20) we deduce

. — uf| < e(Azj1y0) (5.21)

where € is continuous, independent on n,j,Az and £(0) = 0. So the right hand side
of (5.17) is equal to
Azji1/2
Az

ui ¢ (ug) + 97 ; + 93 (5.22)

with

Y151 < 1122 C()e(||2" || oo Az)
¥y 5 < C(9) |20, (1AT) — 25, (jAz + Az)],

where we denote za, the function which is equal to z; + (v — jAz)(zj41 — 2;)/Ax
on |jAz,(j + 1)Az].
We consider now two cases: D(ﬂ;‘) > Azjiy/o and D(ﬂ;‘) <Az

(i) The case D(uy) < Azji1/5. We have [D(u]) — D(u})| < Azjyq/9 so from (5.22),
the right hand side term of (5.17) is equal to

AZj+1/2
Az
with |98 5] < [|2'[| 12 C()e([|2'[| Lo Az). Thanks to (5.7), uj , = ug, so the first term

of (5.18) is vanishing. Thanks to (5.9), D(a}_) = D(a}), so the terms (5.18) and
(5.19) together give

wi ¢ (uf) + 97 + 95 + 95 (5.23)

uo

1 (% 1
Wy = a [ D@ 5 | D d

7
U5~

1 D(@})
- A /0 [D2(Q)}(D() — D1 (O (D1 (¢))] d¢
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Azjyiyo " .
TAT o<c<hn g, [D2(0)¢7 (D2(0) = Dr(C)) 5 (P2(O))]

12" | o= C(P)e (12| Lo Az)

IA

since D(u}) < Az, 1/ and Dy, Dy are continuous at 0 with the same value.

Finally we find

Az, j+1/2 o™

[mos@E = S22+ (5.0
= @) [l Oxanlea) dE ) (629

(i) The case D(u}) > Azjy1/2. In this case u] = ug, so because of (5.22), the right
hand side of (5.17 ) is equal to

AZ 1/2
— Lo (wo) + 97 + 45, (5.26)

Thanks to (5.9), D(4}_) = Azj; 1/ so (5.19) is equal to

U 0
s L Des@e = o[ Diosmio) i

A.’L‘ an_ A.’E Az]+1/2

Az.7+1/2 T

= A Gt

Az, +1/2
= Txu 0875 (wo) + 5.5,

where D(u}”) is obtained by the mean value Theorem, so |D(a}Z) — D(ug)| <
Azj 12 and consequently |[¢F ;| < ||2'[|ocC(d)e (||z'||LooA;c) Thanks to (5.7), D(u]"ﬂ_)
D(u}) — Azjy1/9 so the term (5.18) gives

1 uj , n 1 D(u}) .
) | DOk - 5 /| o, PHOB O 8

Using the main value Theorem and u? = u”, we obtain for (5.18)

J J?

AZ 1/2 * s AZ 1/2
TERT @) =~ g ) + v
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We have |D(u}?) — D(u})| < Azj_1, so [99g;| < [|2'[lcC(¢)e(|[2]| Lo Az). So, we
still recover (5.24) (5.25).
Finally, whatever the sign of D(u})— Az, 12 is, putting (5.25) in (5.16) and noticing
that the sum is taken on —R/Az < j < R/Az and 0 < n < T/At if Suppp C
[0,T] x [-R,R] we find:
[ Ttagstaitasds = ~ [ @)0e(€o(tae)xan(eus) de dida
b1 + 1y + 13
with
1] < C(¢,2)e(||' || L Ax)

_ R

] < C(4) / lzac(@) — 2(@) do

_ R

|3 < C(¢) /_R |2/ (z) — 2/ (x + Ax)| dx.

Therefore 11 ,42,1b3 converge to 0 when Az tends to 0, which gives the desired result.

6 Numerical Tests

In order to study the computational capability of the approach developed above, we
have considered several test problems.

(i) We use the Burgers-Hopf equation with source term describing bathimetry in the
SVS model,

ou 0wu?
E‘F%?—FZ(LE)U—O, (61)

u(z,t =0) =0 forz >0, u(zr =0,t) =2 fort > 0. (6.2)

The steady state solution of this problem is given by the simple relation
u+z=2, (6.3)
and the discrete equilibrium states are defined by the simple formulaes

T — s . T =gy .
Ujyy = Ujt1 — AzZjtay, uj_y = uj—1+ Az
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For a continuous bottom the function z(x) is chosen as

| cos(mz), 4.5 <z <5.5,
#(@) _{ 0, otherwise. (6.4)
For a discontinuous “bottom”, we choose
| cos(mz), bH<z<6,
#(z) = { 0, otherwise. (6.5)

(ii) A classical singularity arising e.g.in fluid mechanics in case of spherical symmetry
leads to the model equation

ou  our 1,
54‘%?—;’& - (66)
We have tested it with the initial and boundary conditions

uw(z,t=0)=0, —-5<z<5, (6.7)

u(r = =5,¢) =10, wu(zr =5,t) = —10, t>0, (6.8)

we have also used, with the outflow boundary conditions and

This choice of initial and boundary conditions allows to compute the exact steady
solutions of the problems, (6.6)—(6.9). They are given by v = —2z and u = z res-
pectively. The discrete equilibrium states wj ,u;_ are defined by solutions of the

problem
du u

dr 7 u(wj) = uj

in points xzj_; and x4 respectively (and therefore, we are always in the simple
situation described in the introduction).

Numerical computations of the problem (6.1), (6.4) are performed by the stan-
dard Engquist-Osher scheme with centered finite difference approximation for 2/(z),
see(3.3), and we compare these results with those obtained by our equilibrium ver-
sion. Steady state solutions calculated by the Engquist-Osher scheme with 101 and
1001 nodal points are given on fig.1 and fig.2 respectively. Notice that in both cases
the errors are presented in large domains(z > 4.5). On fig.1 the errors are significant.
On fig.2 they are 10 times smaller but still distinguishable. Steady state solutions
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calculated by the corresponding equilibrium version of the scheme with 101 nodes in
space is given on fig.3. The advantage of the equilibrium scheme is evident. It should
be emphasized that the standard scheme converges very slowly and mesh refinement
does not help much to improve the accuracy of computations, see table 1.

Table 1. Comparison of errors

Number  Engquist — Osher scheme Equilibrium scheme

of nodes L*° — error L' —error L™ —error L' —error
101 0.1651 0.4880 6.434-10"° 1.263-10°°
201 8.452 - 1072 0.2625 - —

401 4.272 - 1072 0.1360 - —

801 2.146 - 1072 6.847-1072 — —

1001 1.718 1073 5.532-1072 — —

2501 6.864 - 1073 2.217-1072 — —

5001 3.520 - 1073 1.115-1072 — —

10001 3.694 -1073 5.561-1073 — —

Thus even for this simple test problem numerical results obtained by the Equili-
brium schemes are far better then those obtained by centered source terms in the
Engquist-Osher scheme with 100 times more nodes in space. So we can suppose that
the equilibrium version of Engquist Osher scheme converges at least 100 times faster
in comparison with the standard one. Emphasizing from the experience of compu-
tations that the errors are usually amplified with the complexity and irregularity of
bottoms, we can conjecture that the efficiency of equilibrium schemes will be more
significant in higher dimensions and with more complicated bottoms. To demonstrate
capabilities of the method to treat bottoms with singularities, computations are per-
formed with discontinuous function z defined according to (6.5). In order to visualize
convergence history, numerical results are given in subsequent time moments, see
fig. 4-10. Deviations from steady state solution given by (6.3) are 6.50883 - 107> and
1.28746-107° in L' and L™ respectively. Notice that the errors are of the same order
as in the case of continuous bottom. Also notice that with centered source terms, the
scheme with 101 nodes in space is unstable in this case of a discontinuous bottom.
The situation improves with 1001 nodes in space and one can perform computations
by standard Engquist-Osher version but the errors are too high, see fig. 11.

Thus one can conclude that computational efficiency of our equilibrium scheme is
independent of the complexity of the bottom functions. This conclusion is again
confirmed by the numerical results visualising the convergence history of the equili-
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brium scheme for test problems (6.6)—(6.9) containing another type of singularities
in the sources, see fig.13- 19. Notice that the standard version is unstable, see fig.11-
12for the corresponding divergence history.

(iii) Next numerical test shows the efficiency of the developed equilibrium approach
even in case of simple linear flux function A(u) = u. We show that the developed
approach can be successfully applied for the numerical treatment of another type of
sources, namely to sources containing oscillatory coefficients. As a test problem we
consider the linear equation

ou Ou
N + e z(x)u, (6.10)
u(0,z) =0, (6.11)
u(t,0) =2, (6.12)
2(z) = cos(2), (6.13)

9

where ¢ > 0 is a parameter. For numerical solution of (6.10)-(6.13) the following
scheme is applied:

utl —u? u? —
J J j—1,+
T = .14
At + Ax (6.14)

where u;-l_L 4 is defined from the equilibrium relation as solution of the problem

2—1: = z(z)u, u(zj—1) = uj_4

calculated at x = x; calculations are performed with 101 nodal points in space. Nu-
merical results are given for two different times for different values of ,6 = 0.2, =
0.1,e = 0.05, see fig. 20,21,23. From these figures good convergence towards exact
solution is evident. One can conclude as well that the equilibrium scheme gives maxi-
mum possible accuracy even with extremally rough grids. Compare the resolution
provided by the grid for z(z) and the corresponding exact and numerical solution.
Notice that the standard first order scheme is inaccurate and application of times-
tepping procedure results in a wrong steady state solution, see fig. 22.

7 Appendix.The scheme for non-monotonic bottom =z

We give here the complete scheme of section 5 for a non-monotonic bottom z. Again,
we assume that the initial data u® is nonnegative, a(¢) is increasing on 0, + oo[ with
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a(up) = 0 for some ug > 0 and we still assume (5.2). Then the scheme has the form

At
with - uj Az [Aufyr,-uf) — Alufuf_y L) 71
FA@,) — A )] =0 (7.2)

Here A(-,-) still denotes the Engquist-Osher scheme
Ul U2
Atwr) = [ a©)-de+ [ a(e) de, (7.3

with a(§)+ = a(&)1{e>ue}> a(§)- = a(€)1jo<e<uo}- And, setting

uj = inf(ug,uy)

u] su p(u07 ])7 (75

then the values u” , ﬂ?’ 4 are defined by

un ~
j=14 Yi1,— Uj

{ D(’U/;-L,17+) = Sup(OaD(ﬂ?—l) - Azj—l/Q) (7 6)

Uj_1,4 2 U0, '
u?‘l'l;_ S 'U/O’ ‘
D( _) = sup(0, inf(Az j+1/2» (_;L))) (7 8)
uy_ < UQ, )
D5 = s, (-85 21, D(a) 79
u] > ug )
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Fi1G. 1 — piecewise smooth bottom
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Fi1G. 2 — Standard Engquist-Osher scheme, 101 nodes in space
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FiG. 3 — Standard Engquist-Osher scheme, 1001 nodes in space
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INVISCID BURGERS EQUATION WITH BOTTOM
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FiG. 4 — Equilibrium version of Engquist-Osher scheme, 101 nodes in space
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FiGc. 5 — Equilibrium version of Engquist-Osher scheme, 101 nodes in space
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FiG. 6 — Equilibrium version of Engquist-Osher scheme, 101 nodes in space
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INVISCID BURGERS EQUATION WITH BOTTOM
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FiGc. 7 — Equilibrium version of Engquist-Osher scheme, 101 nodes in space
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FiG. 8 — Equilibrium version of Engquist-Osher scheme, 101 nodes in space
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FiGc. 9 — Equilibrium version of Engquist-Osher scheme, 101 nodes in space
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Fi1c. 10 — Equilibrium version
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of Engquist-Osher scheme, 101 nodes in space
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Fic. 11 — Upper:discontinuous bottom, 1000 nodes in space; Lower: divergence his-
tory, 100 nodes in space.
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F1G. 12 — Divergence history, 100 nodes in space.
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Fi1G. 13 — Equilibrium version of Engquist-Osher scheme, 100 nodes in space.
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Fi1G. 14 — Equilibrium version of Engquist-Osher scheme, 100 nodes in space.
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Fi1G. 15 — Equilibrium version of Engquist-Osher scheme, 100 nodes in space.
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F1G. 16 — Equilibrium version of Engquist-Osher scheme, 100 nodes in space.
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Fi1G. 17 — Equilibrium version of Engquist-Osher scheme, 100 nodes in space
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Fi1G. 18 — Equilibrium version of Engquist-Osher scheme, 100 nodes in space
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Fi1G. 19 — Equilibrium version of Engquist-Osher scheme, 100 nodes in space.
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Fi1G. 20 — Linear advection equation, 101 nodes,e = (.2
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Fi1G. 21 — Linear advection equation, 101 nodes,e = 0.1
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Fi1aG. 22 — Linear advection equation, 101 nodes,c = 0.05.
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Fi1aG. 23 — Linear advection equation, 101 nodes,c = 0.05.
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