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Abstract: In this paper, we prove a sample path large deviation principle for a
rescaled process n'Q,:, where (); represents the joint number of clients at time ¢
in a polling system with N nodes, one server and Markovian routing. Our main
goal is to identify the rate function. We introduce a so called empirical generator
consisting of @); and of two empirical measures associated with S;, the position of
the server at time ¢. The analysis relies on a suitable change of measure and on a
representation of fluid limits for polling systems.
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Grandes déviations pour les systemes a polling

Résumé : On établit un principe de grandes déviations pour la suite de processus
renormalisés n"1Q,¢, ol Q; représente le nombre joint de clients & I’instant ¢ dans
un systeme a polling a N files, un serveur et routage Markovien. L’objectif principal
de cette étude est d’identifier la fonctionnelle d’action. Une des difficultés propre
au systéme étudié provient du fait que si S; représente la position du serveur a
Iinstant ¢, (Q, S¢) est un processus de Markov mais non ;. Dans cette perspective,
on démontre dans un premier temps des bornes de grandes déviations pour une
fonctionnelle appellée générateur empirique et qui est composée de n1Q,; et de
deux mesures empiriques liées au déplacement du serveur. Cette étape se fonde
sur un changement de mesure approprié et sur la représentation des limites fluides
pour les systemes & polling. Un principe de contraction permet ensuite d’obtenir les
bornes de grandes déviations voulues pour n 1 Qp;.

Mots-clé :  Grandes déviations, systeme a polling, limites fluides, générateur
empirique, changement de mesure, contraction, entropie, programme convexe
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1 Introduction

Consider a polling system consisting of N nodes attended by a single server and de-
note by S & {1,..., N} the set of nodes. At node i, arrivals of clients form a Poisson
process with rate );. Each customer at node i requires service, whose duration is
exponentially distributed with parameter p;. Let p; &N /i, the intensity factor at
node 7. When the server arrives at a busy node, say %, it serves one customer and
then moves to some node, chosen via some ergodic routing matrix P = (P,)z, jes
with invariant measure 7 = (7;);es. If it reaches an empty node, then it immediately
switches to some other node, still chosen according to P. The switch-over time to
go from node ¢ to node j, for 4,5 € S, is exponentially distributed with mean 7;;.
All stochastic input sequences (inter arrival times, services, switch-over times) are
supposed to be mutually independent. When the join number of clients and the
position of the server at time 0 are respectively given by x = (z1,... ,zn) and s,
Qt,z,s) = (ql(t,a:, 8)y--- yqn(t, , s)) and S(t,z,s) represent the join number of
clients at each node and the position of the server at time ¢. As a rule, we shall
write S(¢,z, s) = i if the server is serving some customer at node 7 and S(¢,z, s) = ij
if it is in transit between nodes 7 and j. Set S L Ssu S2, the state space of the
server. Then

Xz def {(Q(t,m,s),S(t,x, s)), t> 0}

is a Markov process with generator R such that

Rf(w,)= > alosys)(fs) - f@9),  Vzs) e Z) xS,

(y,s’)EZfXSo

where f € B(Zﬂ\_] X 80) and

(X, if y=z+e;,s =s, VieS,
piPij, if z; >0,s =i, y=x—e;,s =14, Vi,j €S,
' 1 . .. PN
q(z,s859,8) = ¢ —, if z; >0,s=ji,y =x,8 =1, Vi,j €S,
1 . .. P
— Py, if z;=0,s =ji,y =z, =1il, Vi,j,l €S,
L 0, otherwise.
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Whenever no confusion arises, the initial state (z, s) will be dropped. Let us recall
that, if {z,, n > 0} is a sequence of Z} such that |z,| — oo, then every limiting
point in distribution of the sequence of processes |z,| 1 X, s will be called a fluid
limit. A precise definition of fluid limits for polling systems are given in subsection
2.2.

Let us introduce now a definition and a notation which will be of constant use in
the sequel :

Definition For every z = (z1,...,znN) € ]Rf, denote by A(z) the set of indices i
such that x; > 0. If A is a subset of S, the subset of ]Rf

{z € RY Jz; > 0,Vi € A,z; = 0,Vi € A}
is called face A.

e For any set A, A° will denote its complementary and 14y its indicator func-
tion.

e For any space E, B(E), M(E), P(E), represent respectively the sets of boun-
ded functions on F, of positive measures on E and of probability measures on
E.

e D ([0,T],RY), the space of right continuous functions f : [0,7] — RY with
left limits, endowed with the Skorokhod metric denoted by dg ;

e PL ([0, T], RN ), the set of piecewise linear functions whose derivative has only
finitely many discontinuities ;

o C ([O,T],]RN ), the space of continuous functions equipped with the metric of
the uniform convergence denoted by d. ;

e AC ([O,T], RN ), the space of absolutely continuous functions.
e £P([0,T],RY), the space of functions f such that | f|? is integrable with respect

to the Lebesgue measure.

A huge literature has been devoted to the study of polling systems because of their
wide range of applicability. In [2, 8, 15], the necessary and sufficient conditions
of ergodicity has been established for systems with one or several servers under a
rich variety of service policies. However, the problem of determining the invariant
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1 INTRODUCTION 5

measure for such systems is still open. Even, for limited policies, the mean waiting
time can be computed only under symmetry assumptions [3]. The reader is referred
to [20] for an overview about polling systems. In the present paper, a sample path
large deviation principle or a sample path LDP for the rescaled process n~1Q,; is
established. This could be a preliminary step in order to obtain large deviations
estimates for the stationary distribution. In view of future applications, some par-
ticular attention is devoted to the computation of the rate function governing the
sample path LDP. All this program falls into the framework of LDP for Markov
processes with discontinuous statistics i.e those for which the coefficients of their
generator are not spatially continuous.

It seems that one of the first paper dealing with such processes is [14], where large
deviations problems for Jackson networks were investigated using partial differential
equations techniques. Quite recently, the LDP for a large class of Markov processes
with discontinuous statistics has been proved in [11]. Roughly speaking, the authors
of [11] express the logarithm of large deviation probabilities as the minimal cost of
some stochastic optimal-control problem, and the limit of the optimal cost is shown
to exist by means of a sub-additivity argument. However, the rate function is not
explicit. Note that in [13], an explicit upper bound of large deviations involving
Legendre transforms is proved. While for Jackson networks and some processor
sharing models this bound is tight [1], in general the problem of the lower bound
remains open. It is worth emphasizing that in our case, (J; is not a Markov process
so that the polling model does not satisfy the assumptions of [11]. Besides, the rate
function can be explicitely described in terms of entropy functions.

Untill now, the identification of the rate function has been carried out in some par-
ticular cases and usually for low dimensional systems. In [6], using the contraction
principle, the exponential decay of the stationary distribution of the waiting time
is computed for a two dimensional tandem networks taking advantage that it can
be expressed simply as a continuous function of the input processes. It should be
noted that in this setting, a sample path LDP for processes with independent incre-
ments over infinite intervals of time is needed [7]. General results were obtained in
[10, 17] where the LDP has been established for random walks whose generator has
a discontinuity along an hyperplane. These results are applied in [17] to compute
the exponential decay of the stationary distribution of ergodic random walks in Zi.
Nevertheless, in such examples, there are at most two boundaries with codimen-
sion one or two where discontinuity arise. Ultimately, the identification of the rate
function governing the LDP for Jackson networks has been carried out in [1, 16].
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Following [11], in order to get a sample path LDP for polling systems, the main step
is to prove the forthcoming large deviations local bounds :

Theorem 1.1 [Local bounds] Take z € RY and D € RY such that D; = 0,
Vi € A(xz)¢. Then, for any T satisfying z; + D;m > 0, Vi € A(x),

1
lim lim liminf —  inf logIP [ sup |Q(t,y) —nz — Dt| < 671,] (1.1)

§—0€e—0 n—oo N |y—nz|<en te[0,nT]

1
= limlimlimsup— sup logP | sup |Q(t,y) —nz — Dt| < én
6=0e20 n—oo M |y_ng<en te[0,n7]

' _rL(A(z), D).

Note that for D; = 0, Vi € A(z)¢, the conditions z;+D;7 > 0, Vi € A(x) is equivalent
to x + Dt lies in the face A(z), for all ¢ € [0, 7].

In establishing theorem 1.1, one must know in some sense how the different transition
rates have to be modified in order that ); follows a given drift D. This means that
rather than studying ), itself, we focus on the so called empirical generator

where
e N, is the number of jumps of the server till ¢ ;

e S, is the embedded process of the server just before it jumps. Note that it is
not a Markov chain ;

o g 1
L, % E 0s, € P(Sp) is the empirical measure of the process {S,, n > 0} ;
=0

ef 1 . .
LY . / 0s,du € P(Sp) is the empirical measure of the process {S;, t > 0}.
0

In theorem 4.1, we prove large deviations bounds with a rate function H(.||R) defined
in definition 3.6, for a uniform version of Gi*, where G is the empirical generator
associated to a localized polling system X™. The transition mechanism describing
the evolution of X is identical to X’s except that the components indexed by A
for X can be negative. In order to prove this result, we use a change of measure
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1 INTRODUCTION 7

(chosen in a restricted class) which gives rise to a new polling system, for which the
fluid limits can be completely characterized (see theorems 2.2, 2.3), and this is a key
ingredient in the proof of the lower bound. This ensures that for D as in theorem
1.1, after a suitable change of measure, X lies in any neighborhood of D. This way of
reasoning is quite classical and was used among others in [16] for identifying the rate
function governing the LDP for Jackson networks. However, owing to the presence
of Sy, our approach has much more in common with the method used in [4] to prove
the weak Sanov LDP for jump Markov processes in continuous time. Moreover, the
function H(.||R) governing the large deviations bounds for GI* appears as an entropy
and is then easily seen to possess good properties.

At this stage, as an application of a kind of contraction principle, one can get
theorem 1.1. Since L(A, D) is the rate function derived from H(.||R) by a contraction
principle, many properties can be derived without much effort and it turns out that
L(A, D) is solution of a convex program. In general, for Markov processes in Zﬁ\_] , the
fluid limits cannot be characterized, even in the case of maximal spatial homogeneity.
So, it seems that the sole traditional change of measure would be ineffective for the
identification of the rate function in this general setting.

Using irreducibility preperties of X, one gets from theorem 1.1 large deviations
bounds for the probability that the process drifts along some linear path :

Proposition 1.2 [Linear bounds] Let z € RY and D € RY satisfying
x—i—DTERf. Then

1
lim lim liminf —  inf logIP l sup |Q(t,y) — nz — nDt| < én

§—0e—0 n—o0 N |y—nz|<en t€[0,nT]

1
= limlimlimsup— sup logIP | sup |Q(¢,y) — nz —nDt| < én
6=06=0 n—oo T |y—nz<en t€[0,n7]

= —1L(A(D)UA(z),D).

In theorem 1.1, z + Dt is supposed to lie in the face A(z) for all t € [0,7]. In
proposition 1.2, it is assumed that z + Dt evolves in the face A(D) U A(z) only for
t €]0,7[. In fact, the boundary effects possibly occuring for ¢ in the neighborhood of
0 or 7 can be ignored. The derivation of proposition 1.2 from theorem 1.1 was done
in [11]. For the sake of completeness, a simple proof of this fact is given in appendix
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A. Now, the rate function I'r(.) for the sample path LDP is expressed as

T
/ L (p(t), o(t)) dt, if ¢ is absolutely continuous,
0

Ir(p) = (1.2)

00, otherwise.

Remark 1 Ir(.) is defined by all the values L(z,D), z € RY and D € RV such
that Di = 0,

Vi € A(z)¢. Indeed, assume that for some t, @;(t) = 0 and @;(t) exists. Since
vi(t) < @i(s) for all s, this implies $;(t) < 0. Then, necessarily ¢;(t) = 0. Moreover,
@ being absolutely continuous, ¢;(t) exists for almost all t.

Remark 2 In theorem 1.4, it is proved that the rate function Ir(.) has the expected
form given in (1.2). It is worth noting that in [11], the rate function governing the
LDP was defined as the lower semi-continuous reqularization of a functional defined
on the set of piecewise linear functions. Nevertheless, it was conjectured that the
rate function takes a form like in (1.2).

Using the Markov property and proposition 1.2, one deduces easily the following
large deviations bounds for the probability that the process evolves around some
piecewise linear function :

Proposition 1.3 [Piecewise linear bounds] Let ¢ € PL([0,T],RY) and set

def

z = ¢(0). Then

1
lim lim liminf —  inf loglP | sup |Q(¢,v) — ne(t)| < én
6—0e—=0 n—oo N |y—nz|<en te[0,nT]

1
= limlimlimsup— sup logIP | sup |Q(t,y) — np(t)| < én| = —Ir(y),
6=0€e=0 n—oo M |y_ng|<en te[0,nT]
Set .
{2t fnal, o), ¢ 0,
and

®,(K) ={p € D([0,T|,RY) : In(p) < K, 9(0) = z}.

When proposition 1.3 has been established, using various properties of the rate
function I7(.) and the exponential tightness of {Q7,, n > 1}, one can get the
sample path LDP :

INRIA



2 LOCALIZED POLLING SYSTEMS AND FLUID LIMITS 9

Theorem 1.4 [Sample path LDP]| The sequence {Q7 5, n > 1} satisfies a LDP
in D([0,T],RY) with good rate function Ir(.) : for every T >0, z € RY and s,

(i) For any compact set C C RY , U,cc Po(K) is a compact set of C([0,T],RY).

(ii) for each closed set F of D([0,T],RY ),

limsupllog]P Q%5 € F] < —inf{Ir(¢), ¢ € F,$(0) = z};

n—oo TN
(i4i) for each open set O of D([0,T],RY),

liminfl logIP [Q} ; € O] > —inf{Ir(¢), ¢ € 0,¢(0) = z}.

n—oo N,

The organization of the paper is the following one. In section 2, the notion of locali-
zed polling system is discussed as well as fluid limits ; the local bounds (1.1) are then
restated in a more convenient way using bounds for such systems. In section 3, the
empirical generator of localized polling system is introduced as well as the entropy
H(.]|R) and the local rate function L(z,D). The connections between empirical
generator and fluid limits are discussed together with the properties of H(.|R) and
L(z, D). In section 4, we derive large deviations bounds for the empirical generator
of localized polling system. Then, using some kind of contraction principle, the local
bounds (1.1) are proved. The purely technical proof of the linear bounds (Proposi-
tion 1.2) and piecewise linear bounds (Proposition 1.3) is relegated to appendix A.
In section 5, the sample path LDP (Theorem 1.4) is proved.

2 Localized polling systems and fluid limits

2.1 Localized polling systems

The choice of z, D and 7 in theorem 1.1 ensures that the bounds (1.1) will not
depend on the transition mechanism when some components indexed by A(z) are
null. This allows one to restate (1.1) in terms of bounds for a local model without
boundary conditions on the nodes i € A(z). More precisely, for each subset A of S,
let us define the process

x2, 2 {(@ t2,9), 5"t w,9)), ¢2 0]
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where QA (t,z,5) = (q{‘(t,m,s),... ,qﬁ,(t,m,s)) and S™(t,x,s) represent the join
number of clients at each node, the position of the server at time ¢ and where (z, s)
stands for the initial state. The transition mechanism defining the evolution of X
is identical to X’s except that there is no boundary condition on the nodes i € A :
the components q{\(t, z,s) for i € A may be negative. X is then called a localized
polling system. All the notation defined for polling systems in section 1 are adapted
in a straightforward way for localized polling systems. Note that if Qﬁc(t,x,s)
denotes {qZA(t,a:, s), i € AC}, then

{(@e(t,3,5), 8 (t,2,9)), t > 0}
is a Markov process.

Definition By an abuse of notation, one says that X x s s ergodic if

{(Qﬁc(t,x, s), SA(t,x, s)), t> O}
is ergodic.

Take 7 satisfying z; + D;7 > 0, Vi € A(x). Then for e sufficiently small and all y
with |y —nz| < e

P | sup |Q(t,y) —nz—Dt| <bén| =P | sup |Q ®(t,y) —nz — Dt| < én
t€[0,nT] te[0,nT]

Since z; = 0, Vi € A(z)¢, the distribution of X As is invariant with respect to the

shift nz. Then, one can restate the local bounds (1.1) in term of local bounds for
A

Xo,

Proposition 2.1 Let z € RY and D € RY such that D; = 0, Vi € A(z)¢. Then,

for T satisfying x; + Dy > 0,Vi € Ax),

1
lim lim liminf — inf logIP | sup |Q(t,y) — nx — Dt| < én
§—0e—0 n—0 NT |y—nz|<e te[0,n]

lim lim 1nf— logP | sup |Q*®)(t,0) — Dt| < én

2.1
6—0 n—oco mT LG[O,nT] ’ 1

INRIA
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and

1
lim limlimsup — sup logP | sup |Q(t,y) —nz — Dt| < én
0—0e=0 psoo NT ly—nz|<e te[0,nT]

1
}imlimsup;logﬂ:’l sup |QM®)(t,0) — Dt| < 6n|, (2.2)

—0 n—oo te[0,nT]

the limits being independent of T.

Proof Although lengthy, this step is rather classical and mimics mainly the proof
of proposition 4.1 of [16]. It is deferred to section B.

2.2 Fluid limits for localized polling systems

In this section, we recall some results of [2, 8, 15] about the convergence of the
sequence {Qy ,} and the ergodicity of localized polling systems. These facts will

be needed when proving the lower bound for the empirical generator. Denote T ]
> ijes MiPijTij. Then,

Theorem 2.2 (i) X% is ergodic if, and only if,

Ai( "7k) ,
+—(7+ — ] <1, VieA“.
Dot (T

keAe keA

(i) For any sequence {T,, n > 1} of ZY with |z,| — oo, it ezists a subsequence
{ng, k> 1} such that :

A

Q™(0,2n,,5) = Q (0);

(b) uniformly over all compact sets, the following limits hold in probability :

(a) in probability, klim

—00 |$nk|

. NAt R 1 —A =A =A
lim ( Tk L%nkt’ tLﬁkN WQA(nkt; Ty, 3)) = (At :Lt 7Q (t))’
ng

k—oo ng
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where Z? € M(So),tflf? € P(Sy), Vt > 0. Moreover, ZA,ZA,@A are
Lipschitz and satisfy the following set of relations :

QL) = Q)+ Nt—A MY, Vies, (2.3)
—A .. —A .. ..
ZAt {ZJ} = ZAt {]’L}, VZ7]687 (24)
JES jJES
A} = DA i), Vien, (2.5)
JES
Ay < Y A}, Vie s (2.6)
jJjES
A{ijy = Py > A {ik}, Vi,j €S, (2.7)
keS
—A, .. 1A .. ..
At {Z]} = T_Lt {Z]}a V’L,] € 87 (28)
ij
A} = wIi{i), VieS. (2.9)

Remark 3 Note that in some sense, Zﬁ{s} and ff{s} represent respectively the
number of visits and the time spent in state s by the server till time t.

Now, let us restate theorem 2.2 for localized polling systems with initial condition
(0,s) since by proposition 2.1 this will be sufficient in order to prove the local
bounds of large deviation. Moreover, for our purpose, it will be sufficient to assume
the stability condition (2.10). It is worth noting that the fluid limits obtained in
this case are linear.

Theorem 2.3 Assume the following stability condition :

A.
Zpk+n—f(r+zﬁ> <1, Vie AS (2.10)
(]

kEAe kea Pk

Uniformly over all compact sets, the following limits hold in probability :

n—oo

NA - A1 oA
lim | —2LLy, ., tLny, —Q"(nt,0,s) | = (tA,tr,tD),
n n

INRIA
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where A € M(Sp), © € P(Sp) and D € RY . Moreover,
Mo if s=i€AS,
as = Cn;, if s=1€A,
CnZ-Plja Zf s = Z.]a V’L,] € 57
{ Yi  fs=ies,

Ts = i

Qi Tijs ifs:ij, VZ,j €S.
D; = M\ —ay, V’iES,

1—2;%

keAe

T‘f‘zﬁ'

kea HE
Proof : Let us briefly sketch the proof. Put

—A
W

keAe

where C =

13

(2.11)

(2.12)

(2.13)

Note that W? > 0 and Wé\ = 0. Moreover, W s Lipschitz and so absolutely
continuous. Then, as in lemma 1 of [15] or lemma 3.1 of [8], using (2.10) one can
prove that at all regular point the derivative of W; is negative. Hence W; = 0, V¢.

This implies that Qp () = 0, Vk € A%, V¢ > 0, and by (2.3)
A i} = Mit, Vi € A°.
Moreover, (2.4) ensures that it exists C; such that
S A Mij) = Cuni, Vi€ S.
JES
Hence, by (2.7),
—A .. .
A {ij} = CmiPy, Vi, j € S.
Hence, using (2.14), (2.15) together with (2.5), (2.8) and (2.9), one has

Pis if s=1¢ AC,
_ C ) )
t_lLf{s} = Tt%’ if s=1i€A,
1
Cy

TWZ-P’L]TZW if s :,Ua Vl;] € Sa

(2.14)

(2.15)
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tilfi\ being a probability for all ¢,

1—2,%

kEAC

Cr=t—————.
Ty B
kea ME
Now, the other relations can be derived directly. [

3 Generators and entropy

The purpose of this section is to define a new representation of the classical gene-
rator, which is a kind of description for the long run behavior. We shall also call
it generator. It fits very well with fluid limits and large deviations and is easily
measured. Moreover it is a natural object inasmuch as operations and properties
can be naturally defined for these objects. This section is a generalization for polling
systems of the generators introduced in [4] for Markov processes.

The entropy is here a meaningful function which has the classical properties that
are expected for such an object, e.g. positivity, continuity and convexity.

3.1 Empirical generators

The empirical generator is the central object of this paper, from which most of the
properties are derived. It describes rather naturally the measured behavior of a
chain.

Definition 3.1 Let X* = {QA(t,x, s), S (t, 8)}t>0 be a localized polling system.
Define Sﬁ to be the embedded process of the server just before it jumps', and,

. NtA, the number of jumps of the server till t ;

z e 1 - .
. Lﬁ def Z&SA € P(Sy), the empirical measure of the process {SL, n > 1} ;

n
=1

al [ w
o« MY Z/0 bsadu € P(So), the empirical measure of the process (S, t>0};

!Note that S2 is not a Markov chain, because the state of the queues is missing.

INRIA



3 GENERATORS AND ENTROPY 15

. [NA. A_ b
.Géxd:f(TtLA A Qtth

NAs Liya, 7>, the empirical generator associated to the
t t
polling system X™.

We shall denote by G = M(Sp) x P(So) x RN the space of empirical generators. Let

I' C 8% be a subgraph on the nodes S, then the space of empirical generators with
def

transitions in T is denoted by G(T') = M(SUT) x P(SUT) x RY.

For the sake of brevity we shall drop the A for the measures N, LA, L} and G}.

3.2 Generators

We shall need the notion of balanced measure in order to describe the transitions of
the polling system. It is a well-known object that appears in LDP for discrete time
Markov chains [5].

Definition 3.2 (balanced measures) Let E be countable. The set My(E?) of
balanced measures is the set of finite positive measures on E?, with both identical
1-dimensional projections

Aec M, (E?) < A(E,.) = A(,E) € M(E). (3.1)

Let T be a graph on E. M(T) C My(E?) is the set of balanced measures with
support included in T.

For A € M,(E?), let us put
~ aij ' A({(4,4)}) the 2-dimensional law;
— a; £ A({i} x E), the unique 1-dimensional projection;
- Ajj ' A({(i,j)}{i} x E), the conditional law, and hence aij = a; Ajj.

Note that we shall use the identity A;; = B;; for A,B € M;(E?). This does not
mean equality A = B for the two-dimensional law, but only for the conditional law.
Now, the analysis of polling systems has some specific features that must be reflected
in the mathematical structure. The balance equation (3.1) just states that, in a
Markov chain, a process enters a state as often as it exits it. In a polling system,
the server goes to a queue as many times as it goes from that queue, but it stops
and serves less times.
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Definition 3.3 For A € M(Sy), let a; = Zjes aij for all i in S. Denote M4(Sp)
the set of elements A € M(Sy) satisfying

Z aj; = Z aij & a, VYVies, (32)
jes jes
a; < a; VieS. (3.3)

For all subset A of S, denote M2(Sp) the set of elements A € M(Sy) satisfying
(3.2) for alli € S, (3.3) for all i € A®, and the equality in (3.3) for all i € A.

The equality in (3.3) means that, when the server arrives at a saturated queue, then
it serves a client. Therefore M,(Sp) = M?(S;). Better, when the constraints (3.3)
become equalities, i.e. when A increases, the set M2(Sp) decreases:

AcC AN = MN(S) c MNSy). (3.4)

Note that, by (3.2), the matrix @;; o a;; associated to A is a balanced measure on
S?. Tts conditional law is Ay et a;ij/@;.

Definition 3.4 (generators) For all subset A of S, the set G» of generators is
defined by

G2 = {(A,m,D) € MA(Sp) x P(Sp) x R = a; +D; >0, Vie A},

where we denote by RY, for the sake of simplicity, the subspace of D € RN with
D; =0 fori e A°.

The characteristics of a generator such as irreducibility or the support refer to the
routing part A of the generator. Let T be a subgraph of S%, then gﬁ(l") C g? is the
set of generators with support included in I.

We shall denote by I the overall mean intensity of server jumps, | = ZSESO Q.

Note that G2 does not decrease with A as M%. Indeed the drift part R? increases
with A.

Proposition 3.1 There is a one-to-one mapping between the irreducible generators
of gﬁ and the stable irreducible localized polling 5ystems.~(A, m, D) corresponds to the
Jluid limit of a localized polling system with parameters (Ni, b, Tij, Pij), i-e. equations

(2.11)-(2.13), when (X, fis, Tij, Pij) are derived from (A,m, D) by equations (3.5)-
(3.8).

INRIA
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Proof : Let G = (A,m, D) € gé‘ be an irreducible generator. It is associated a
unique localized polling system (\;, fii, 7, Pij)i jes by the relations

Ai = a;+ Dy, (3.5)
o= (3.6)
U
5 ij
-4y 3.7
Tij a'ij, ( )
~ _ Qs
Pij = Aij = # (3.8)
a;

It must be now proved that (S\i, i, Tijs Pij)i’jes verifies the stability condition (2.10).
By (3.2) and (3.8), g; is an invariant measure for P. For @ is irreducible, so is P, thus
a; is the unique invariant measure, up to a multiplicative constant. The invariant
probability of P is then 7 = Ca;. Since G € G2, the condition a; < @; for i € A°
can be written

ch+% Somu Y m | <1, Viea (3.9)
7

kEAc k,leS kEA

Since D; = 0 for i € A, and a; = a; for i € A, (3.9) is equivalent to (2.10). Therefore
(Ni, i Tijs Pij)i,jes is a stable localized polling system.

Reciprocally, let (A;, fis, Tijs I%j)i,jeg be a stable irreducible localized polling system.
The relations (2.11)—(2.13) define a unique triple (A, w, D) such that A verifies the
balance relation (3.2) and that a; = @; for i € A, by (2.4) and (2.5). The stability
condition a; < @; for i € A° is immediately derived from the fluid limit equation
(2.6). Therefore A € M2. Since (S\i,ﬂi,ﬁj,lsij)i,jeg is stable, D; = 0 for 1 € A,
hence (4,7, D) € G2

We have constructed two mappings between G and P*, mainly verifying that the
stability conditions are the same. We have now to prove that these mappings are
inverse of each other. Fix (A, w, D), then makes the correspondence

(Aaﬂ-)D) - (S‘Zap’h%z_?;ﬁ)lj) - (A~77?7-D)

Remind that we proved just above that 7; = C4;; now, by (2.11), @; = Ci; fori € A.
Calculations similar to (3.9) yield that CC = 1, then it is straight to prove A = A,
7 =m and D = D. The bijection is proved. [ |

The triple (A, 7, D) of a generator is easily divided into a server part (A,7) and
the drift part D. The server part a; is interpreted as the mean number of passages
through s per unit time, the stationary distribution 7 and the routing A.
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When @ is not irreducible, there might exist several stationary distributions which
determine several triples. However, if (S\Z, fis Tij 15”) and one stationary distribution
n for the routing P are known, (A, 7, D) is uniquely determined. When a; = 0, the
mapping is ill-defined but it does not lead to undetermined forms if a stationary
distribution ; is defined. Actually the routing is not well defined, but it does not
matter as long as it concerns the entropy function.

Topological considerations : The mean of two generators with weight o > 0
and 8 > 0 such that a + 3 =1 is defined by G = aG' + 3G" with

! "
’ " Ty = amy + ,37(5,
a3 = aals + /Ba'SJ
s = am, + By, or
D,' = OZD,: + ﬂD;I,

1~

Tifly = ‘17(2/1;' + B iy,

g [Tij = ami; [Ti; + B /735,

Ai = aXl + BAY,

for all s € S and i,j € S. Note that all equations are similar, e.g. w;fi; = a;,
and are defined as additions on flows.

The distance is defined by

’ def ot ! . _ D
G G”oo—segé’ai.(esﬂas agl, |ms — !, |Ds Dz'}' (3.10)

and the topology of G2 is induced by this distance. A bit different distance is
defined for the second representation,
3

but both distances are equivalent since the spaces are finite-dimensional. It is
now clear that either representations can be used indifferently, both sharing the
same properties.

!
Tij  Tij

G = G'loo & max {|7rs—7r;|,5\,~— N

X
$€80, 1,jES ’

) |7rz,ﬂ‘z - W;ﬁ“ )

ij  Tij

"

Generators and empirical generators : Note that the set of empirical ge-
nerators G is not included in any G2 since the measure szt is not necessarily
balanced. Indeed there is generally two states where it is not balanced: if X
begins in ¢ and if it is in j # 4 at time ¢, the server exits ¢ one more time than it
enters and the balance equation (3.2) is not satisfied for 4. This is also true for
the end point j, but for none of the other states. Finally this effects is bounded
by 2/t for t_thI:Ni so that it vanishes when the time tends to infinity.

For the purpose of large deviations, bounds should be obtained for open and
closed sets in G. Since the distance between G and gf tends to 0, the entropy

INRIA
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has only to be defined on G2 and is infinite otherwise. Therefore the study of
large deviations has only to be done locally around G2. The distance and the
topology in G are defined similarly as in G2, by (3.10).

*e

3.3 Entropy

Definition 3.5 The entropy in discrete time for a balanced measure A with respect
to a stochastic matriz P is defined by

Hy(A|P) & log ( i 11

d ||)—Zaij0gﬁ, (3.11)

1L,jEE

with the usual convention 0log(0/0) =0, 1/0=+4oc0 and 0log0 =0.
The continuous-time relative entropy of Poisson processes of intensities v and X is

defined by
L(v||\) d:efl/logg v+ A (3.12)
We recall the properties of Hy and I,, when E is finite. We shall also denote by P
the graph of P, i.e. all transitions such that P;; > 0.
o Hy(.||P) is positive, it is null if, and only if A;; = Pj;

e H,(.||P) is 1-homogeneous and convex; if P is irreducible, Hy(.||P) is strictly
convex, i.e. H(A|P)= H(B|P) if, and only if, A;; = Bj;

e H,(.||P) is finite and continuous on M(P), infinite otherwise; it has compact
level sets.

e I,(v||) is positive, 1-homogeneous, continuous and strictly convex w.r.t. the
pair (v, A) whenever A > 0;

o I,(v||A) is null if, and only if, v = X; for all A, it has compact level sets in v.

Definition 3.6 (relative entropy) Let R = (\;, yi;, Tij, Pij) denotes the generator
of the polling system, G = (A,m,D) € G) be a generator and (N, fii, 7ij, Pyj) its
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representation as a polling system. The relative entropy of G with respect to R is®

HGIIR) = 3 (1,(ullA) + mily(Gillim)) + 3 migly(is g ) + Ha(A P).
1€ES %,JES
(3.13)

This entropy has an easy interpretation in terms of information theory. The relative
entropy can be defined as the mean information gain. H(.|R) is decomposed in
(3.13) as the sum of the information gain for the arrivals I,(\;||A;), the information
gain for the service time I,,(fi;||p;) multiplied by the time 7; spent at each queue, si-
milarly the information gain for the transit time wijIp(%i? ||7'Z;1) and the information
gain for the routing Hy(A||P). For this last term, it can be decomposed (Hy(A| P)
is 1-homogeneous w.r.t. A) into @ which is the mean number of routing decisions by
unit time, and Hy(A/a||P) which is the information gain for each routing decision.
This natural interpretation leads to natural properties.

Proposition 3.2 The relative entropy H(.||R) is positive, finite, continuous and
strictly convex on gé\(P); it s infinite otherwise; it is null if, and only if, G = R.
It has compact level sets.

Proof : All those properties are immediately derived from the same properties of
H, and I, under the condition that u;, A; and 7;; are strictly positive and finite,
and that P is irreducible, conditions that are naturally satisfied here. [ |

This is an easy but useful lemma for the LDP.

Lemma 3.3 The set of irreducible generators is a dense subset of GX(P).

Proof : Let G € GA(P). For ¢ > 0, (1 — ¢)G + R is irreducible because R is
irreducible. It converges to G when ¢ tends to 0, hence the lemma. [
3.4 Properties of the local functional L(z, D)
Definition 3.7 The rate function L(A, D) is defined by

L(A,D)¥ inf H(G|R), VDeRM (3.14)
Gefy (D)

where fo : G — RY is the projection fa(G) = D. For all z € RY, L(z, D) is
defined to be L(A(x), D).

*Note that the relative entropy H(G||R) is independent of A.

INRIA
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Note that L(A, D) is a rate function derived by the contraction of H(.||R), which is
a good rate function (see Proposition 3.2). Even though the corresponding LDP are
not proved, since fj is linear, L inherits lots of good properties of H (see [4]).

Proposition 3.4 The rate function L(A, D) is positive, finite, continuous and strict-
ly convex with respect to D € R™; it is null if, and only if, D is the drift of the
localized polling system; it has compact level sets. Moreover, the infimum G € gé‘
such that H(G||R) = L(A, D) is reached at a unique point G(D) € GX(P), and G(D)
is a continuous function of D.

Proof : Since f, is linear and H(.||R) is strictly convex, by proposition 4.8 in [4],
L(A,.) is convex. The compactness of the level sets is immediately derived from the
compactness of the level sets of H(.||R).
Since H(.||R) is strictly convex, since its level sets are compact and since L(A, D) is
the solution of a convex program, the infimum G(D) is reached at a unique point,
which is obviously in GA(P) where H is finite.

n—oo

Let D, — D. Since H(.||R) has compact level sets and since it is continuous on
GA(P), it is easily seen that the sequence {G(D,), n > 1} is relatively compact.

k—o00

Let {G(Dy,), k > 1} be a subsequence such that G(D,,) — G. H(.||R) being

continuous,

L(A, D,,) = H(G(Dy,)|R) "=% H(G||R).

By definition of L, H(G|R) > L(A,D). Now G(D) = (A,n,D), and consider
Gpn, = (A, 7, Dy, ). Since H is continuous and since G, tends to G(D),

L(A, D) = H(G(D)|[R) = Jim H(Gy,|) > im H(G(Dy,)|IR) = H(C|R).
Then, H(G||R) = H(G(D)||R), and by the uniqueness of the infimum, G = G(D).
So, G(D,) =3’ G(D). Finally G(D) is continuous and so is L(A, D). ]

Remark : We shall extend definition 3.7 for all D € RY by extending the
validity of the equation (3.14). First, extend the set GA of generators to

Gr & {(4,7,D) € M(So) x P(So) x RY : a;+ D; >0, Vi}.

This actually means that all localized generators are considered, not only the
= A
stable ones. The projection fj : G, — RY is the analog of fx, and now

LA, D)% inf H(G|R)
GefyH(D)
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is defined for all D € RY . Of course the definitions coincide for D € RA.

One checks this extension preserves all properties proved here, particularly the
lower semi-continuity and the convexity, which is convenient for the proof of
the sample path LDP. Moreover, as underlined in remark 1 p. 8, these values
are almost never used, so that finally this extension does not modify the rate
function Ir.

"

Lemma 3.5 L(A, D) is increasing w.r.t. A. L(x, D) is jointly lower semi-continuous
w.r.t. x and D.

Proof : By Definition 3.7, H(L||R) does not depend of A and the domain f; (D)
where the infimum is taken decreases w.r.t. A; therefore L(A, D) is increasing w.r.t.
A. Actually (A,7,D) € fy*(D) if, and only if 7 € P(Sp) and A € MA(S,) with
a; + D; > 0 if 4 € A, so that, by (3.4), it decreases w.r.t. A.

Let (z,,Dy) tends to (z, D). Since all strictly positive coordinates of z have to be
strictly positive for n large enough,

dng, Az) C A(zy), Vn > ng.
Therefore, using both the continuity w.r.t. D and the growth of L(., D),

lim inf (L(zy, Dn) — L(z, D))

n—oo
> lim inf (L(A,D,)— L(A, D)) +liminf (L(zy, D) — L(z, D)) > 0.
n—00 ADA(z) n—00
Hence the lower semi-continuity with respect to both variables z and D. [

Lemma 3.6 There exists M € IR such that,
1
L(z,D) 2 5|ID||log[ID]|, vz € RY, V|[D|| > M. (3.15)

def

Proof : Assume that |D;| = ||D|| = max; |D;|. From the definitions of L(z, D)
(Definition 3.7), of H(G||R) (Definition 3.6) and from the positivity of I, and Hy,

L(z,D) > inf (Ip(a; + Dj|[A;) + Ip(ajllmjpy)).-
Lefy (D)

INRIA
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But, Ip(z|ly) is increasing in z and decreasing in y for > y and necessarily a; >
—Dj, so that,

L(z, D) 2 min { L,(ID;lI1Xy) , B(Dsllg) s VID;| = max{y, ).
Now Ip(z|ly) ~ zlogz when z tends to infinity, so that there exists M (y) such that
1
Ip(ally) > galogz, Vo> M(y).

Therefore (3.15) holds with

4 Large deviations for the empirical generator

It is to be stressed that the following theorem 4.1 relies on the one-to-one map-
ping between empirical generators and polling systems expressed in proposition 3.1,
which itself depends on the linear description of the fluid limit when the polling
system starts from an empty state (see theorem 2.3). Thus, we shall only consider
throughout this section that the queues are initially empty? (QA(O) = 0). Now, by
proposition 2.1, the problem of large deviations has been reduced precisely to this
case.

We shall prove in this section a LDP for the combination of the empirical generator
and the uniform variable

sup |QM(s) —sD| < 1§y,
s€[0,t]
defined for any D € R*. We shall also define the projection fy : G% — R* by

fa(G) = D, and the ball B(G,r) of center G and radius r. Note that fy(B(G,r)) =
B(D,r), the second ball being in RY, since the distance is a max.

3For this reason, the initial condition (0,s) in Q*(¢,0, s) will be dropped.
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Theorem 4.1 (Generator’s local bounds) Let A be a face and G = (7, A, D) €
gé\. Then,

1
lim liminf = logIP |G; € B(G,6), sup |Q"(s) — sD| < té (4.1)
6—0 t—oo ¢ s€[0,t]
1
— limlimsup - logP |G; € B(G,§), sup |Q™(s) — sD| < t6 (4.2)
80 oo 1t s€[0,4]

— _H(G|R).

The proof will be done in four steps. First, a change of measure, so as to treat only
neighborhoods of a generator GG; second the lower and upper local LDP bounds for
particular generators; third a continuity argument, in order to extend the bounds
to all generators; fourth the exponential tightness of the measures.

4.1 Exponential change of measure

Fix G € G2. In this section the bijection of Proposition 3.1 is used to describe G
indifferently as G = (A, 7,D) or as G = (S\i,ﬂi,ﬁj,ﬁ’ij). In the next section, fluid
limit results will be used. Since these results are restricted to irreducible polling
systems, the generator G will henceforth be assumed to be irreducible. Secondly, in
order for the mapping hy to be properly defined (see below), Pij is assumed to be
null when P;; is, i.e. G € GM(P).

The first step is to amount the problem to neighborhoods of G. For this purpose
we introduce a change of measure. Consider a localized polling system X* with

generator R = (\;, wi, 7ij, Pij). Then define
e the vector @ € RN by «; o log i—z, for all 7 € S;

hi(i) = a; + log &)
e the mappinghl:SoHRby{ 1) get - © b

. - for all 4,5 € S;
hi(ij) = log %,

e the mapping hy : Sy — R by { Fij?  for all4,j € S;

INRIA
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K (i) =) (e — M) + fii — i
kEeS
K(if) = — M) + 751 = 771,

keS

e the compensator K : Sy — R by

Vi, j € S;
e and the process

N—1

MP Eexpl <a,Q (tms)—x>+2hlSA)+h2 A - /KSA
1=0

Since K has been exactly defined so that*

Np-1
K(s):%E exp <aQ(tws)—w>+Zh15A +h2(5+1) ,
1=0 =0
it is easily checked that the derivative of IE [Mf] at t = 0 is null. Then using
the Markov property, one can get that the derivative is null for all £ > 0, so that
IE [M?] = 1. Using again the Markov property, this proves that IE [M?|.7:s] = M4,
for all £ > s > 0, hence {M{}, t > 0} is a martingale w.r.t. the natural filtration F.
Then define a new probability measure by

P [B] £ E [I;5M}], VBEF.

It is a matter of routine to show that under IP, X2 is again a Markov process.
Moreover if ¢*(z, s;9,s') denotes the intensity of jump from (z,s) to (y,s’) of XA
under IP, then the generator X under IP is given by

D Mz, sy, 8")e<” 2>+ Rz R (f(y, s') — f(w,5)).

Y,s'

Hence under IP, X* depicts the evolution of a localized polling system without
boundary conditions on the nodes belonging to A. The arrival rate at node 7 is
M\;e% = )\; whereas the service rate is equal to uie*a“hl(i) = [i;- The intensity
of switch-over time and the probability of routing between 7 and j are respectively
given by Tiglehl(ij) = 7'] 1 and P eh2() — P;;.

This is the change of measure we wanted.

*Note that the derivative is independent of A and x, so that they are dropped.
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4.2 Upper and lower bounds
The ball B(G, 6) is precisely defined by

B(G,5) 2 {¢' € g(P) : |G' Gl < 5}
Define the continuous mapping ¢ : G(P) — R by

G E<a, D' >+ alhi(s)+ Y aj;ha(ig) — Y 7K (s). (4.3)

sESo i,jES s€So

Simple manipulations using (3.5)—(3.8) yield ¢(G) = H(G||R). Note that ¢ is finite
everywhere as soon as H(G| R) is finite, since then there are no infinite terms in
(4.3). The change of measure has been done so that

log M = t6(G).

For the sake of brevity, we shall denote by E;(G, §) the event

Ey(G,8) & {Gt € B(G,6), sup |Q*(s) —sD| < té} .

s€[0,t]
Applying the change of measure and the previous relation yields
1 1 ~ 1
S 1og P [F(G,0)] = 1 log B[ (M) T,

> —  sup d)(G')—i—llog]f’[Et(G,&)]. (4.4)
G'e€B(G,9) t

Now, it has been shown through fluid limit that, under IP, G; converges to G in
probability and Q*(s,0) converges to sD uniformly for s € [0,#], so that the pro-

bability of the event E;(G,§) converges to 1. Moreover, by the continuity of ¢, the
first term of (4.4) tends to ¢(G) = H(G||R), hence the local lower bound,

1
lim lim inf —log IP [E4(G, 6)] > —H(G||R). (4.5)
6—0 t—oo t
Then, reversing the inequality in (4.4) yields
1 1 .
LlogTP [B(G.0) <~ inf  §(G') + TloglP [E(G.0)]

G'e€B(G,5)
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which turns to the local upper bound by the same argument,

lim 1imsup%10g]P [P B,(G.6)| < ~HGIR). (4.6)

§—0 t—o00

Now the irreducibility assumption will be relaxed. First note that the upper bound
(4.6) is obtained by bounding the probability IP[E;(G, 6)] by 1, thus it is valid for
reducible generators in G2(P).

By Lemma 3.3, the set of irreducible generators is dense in G2(P). For any G €
GMP) and any § > 0, it is possible to find an irreducible G’ € G2(P) such that
the distance with G is less than §. Hence there exists §' > 0 such that B(G',6") C
B(G, 6). Therefore

lim infllog]P [E:(G,6)] > lim infllog]P [E/(G',8")] > —H(G'||R).
t—oo t—oo ¢

Since this is true for any G’ close to G, by continuity of H on G2 (P), (4.5) is also
true on GA(P) for reducible generator.

If G ¢ GM(P), by Proposition 3.2, H(G||P) = co. Obviously (4.5) is valid. When
G does not belong to GA(P) which is closed, there exists § > 0 such that B(G, §) is
entirely outside G2(P). The probability for such an event is null. Hence the bound
(4.6) is true for all generators.

4.3 Exponential tightness
We shall prove here that the measures are exponentially tight, that is, for all C' € R,

there exists a compact set K C G such that

1
limsup —logIP [G; € K] < —C. (4.7)

t—o0 t

For a Poisson process with intensity bounded by r, the measured intensity N;/t is
bounded by,

(rt) I
(l()t)! l() — ’T"

PN/t >l =e" > % <e
n>lot

Using Stirling’s expansion, the logarithm of the right part is shown to be about
—tlglogly when t and [y are large, which yields the exponential tightness.
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Now, the intensity of jumps for the server and for the arrivals is bounded by

def ]-
7 = max Ai:ﬂ‘i: (-
1,jES Tij

Therefore, taking Iy big enough, K = {(A,7,D) : 1 < I}, where [ = ¥
compact set verifying the bound (4.7).

scSo Usy 18 2

The exponential tightness allows classically to extend a weak LDP to a full LDP.
We did not prove an LDP here, but the exponential tightness is required for the
kind of contraction that follows.

4.4 Contraction

Since fA(G) = D is a continuous mapping from G2 into IR®, the contraction principle
applied to the local bounds (4.1)-(4.2) suggests the following contraction.

Theorem 4.2 (Local bounds) Let A be a face and D € R, Then,

(4.8)

lim hmmf— logIP | sup |Q*(s) — sD| < t6
6—0 t—oo $€[0,t]

= lim hmsup . log IP l sup |Q*(s) —sD| < t6 —L(A, D), (4.9)

6—0 t—o0 s€[0,t]

where L(A,.) is the good rate function

L(AD)Y inf H(G||R), VDeRA. (4.10)
Gefy'(D)

Proof : The sketch of the proof is exactly the same as a proof of the contraction
principle, except that it is restricted around G2. First note that,

N BD,)= | B(G,S). (4.11)

Gefy'(D)

The lower bound is checked with a sequence G(n) such that H(G(n)||R) converges
to L(A, D).
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For the upper bound, consider the right part of (4.11). From this set, it can be
extracted by the exponential tightness a compact set K C G , so that

1
limsup - logIP |G, € K, sup |Q"(s) — sD| < t6
t—oo 1 s€[0,t]

1
= limsup=>logP | sup |Q*(s) — sD| < t6]| .
t—oo 1t s€[0,4]

Fix € > 0. By (4.2), for all G € G2, there exists § > 0 such that

G; € B(G,6), sup |Q*(s) — sD| < t6
s€[0,t]

limsupllogIP < -H(G|R) +e.

t—o0 t

Since K N f, (D) is compact, it can be covered by a finite number of balls, as in
(4.11). Moreover there exists §y such that

n

KN f{(B(D,60)) C | B(G(5),8(:)) with f4(Gs)

=1

D.

But B(D,¢) is decreasing with § so that the previous equation is valid for § < &p.
Finally

1
limsup = logIP |Gy € K, sup |Q*(s) — sD| < t6
t—oo 1 s€[0,1]

< —minH(G(i)||R) + € < —L(A,D) +e.

This is valid for all € > 0 and § < éy, hence the upper bound. Since (4.8) is less
than (4.9), they are both equal to —L(A, D). The proof is completed. ]

5 The sample path large deviations principle

First, we verify that the rate function I;(.) possesses the usual properties. For,
recall that
9,(K) = {p € D([0,T],RY) : I7(p) < K,9(0) = z}.

Then
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Proposition 5.1 (i) Assume IT(p) < K for some K. Then, for all € > 0, there
exists 6 > 0 independent of ¢ such that for any collection of non overlapping
intervals [t;,tj41] in [0, T] with -, tj41 —t; =6,

> le(tis) = pt)] < e.

(i) Ip(.) is lower semi-continuous in (D([O,T],Rf),dd).

(i11) For any compact set C C Rﬁ, Uzec®z(K) is a compact set of C([O,T],RQ_I).

(iv) Let ¢ € AC([0,T),RY) with Ir(p) < oo. Then, for all € > 0, it ezists pc €
PL([0,T),RY) such that:

(a) dC(‘Pea(p) <,
() Ir(pe) < Ir(p) +e.

Proof : As in lemma 5.18 of [19], one can prove (i) using lemma 3.6.

By (i), in order to prove the lower semi-continuity of I(.), it is sufficient to consider
sequences of absolutely continuous functions. Since on C([O,T],]Rf ), the metrics
d. and dg4 are equivalent, one can use d.. Now, using lemma 3.6, since L(z, D) is
lower semi-continuous in (z, D) and convex with respect to D (see lemma 3.5 and
proposition 3.4), theorem 3 of section 9.1.4 of [18] yields (i).

(iii) is a consequence of (i) and (ii) (see proposition 5.46 of [19]).

For (iv), similar results were proved in lemma 7.5.4 of [12] in the case of a ran-
dom walk with discontinuity along an hyperplane. Nevertheless, a different proof is
provided in section C. n

Remark 4 (ii) and (iv) imply that for ¢ € AC([0,T],RY) with Ip(p) < oo, it
ezists a sequence {¢n, n > 1} with ¢, € PL([0,T],RY) for all n and satisfying

lim d.(¢n, ) =0 and lim IT(p,) = IT(p).
n—oe n—oo

In order to prove theorem 1.4, the piecewise linear interpolation of Q)7 ; denoted Z;
is needed. For, n being fixed, put

T

=j—, j=0,1,...,n.
n
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Then Z7 . is defined by

z,8

n . . n
22,00 = (=) @) + (G +D) - 2) @), Vi € 831
The following property is needed in proving the upper bound of theorem 1.4.

Proposition 5.2 (i) For all § > 0, uniformly in x € ]Rﬂ\_],

1
limsup —logIP | sup |Z7,(t) — Q% (t)] > 6| = —o0.
n—oo M te[0,nT] ’

(i) Fiz C a compact set of Rﬂ\_f. For each 0 < M < oo, there is a compact K of
C ([0, T],RY) such that

1
limsup —logIP [Z}, € K| < —M, Vz € C.

n—oo TN

Proof : This is a straight adaptation of lemmas 2.4, 2.5 of [13]. ]

Proof of Theorem 1.4 Although technical, the extension of proposition 1.3 to
theorem 1.4 is rather standard using propositions 5.1 and 5.2. The lower bound
is obtained using proposition 1.3 and remark 4. The upper bound is derived via
propositions 1.3, 5.1 (iii) and 5.2. The reader is referred to section 5 of [11] for
details. [ |
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Appendix

A From local bounds to piecewise linear functions

In this section, we shall use strong properties of irreducibility of the Markov process
X. Denote

p= min — 1@

> 0.
5’5’7y7yl Zy”,g” q(y7 S; y”7 S”)

Let z € Zf . & + €; can be reached with probability larger than p in one step from
z. P being irreducible,  — e; can be reached with probability larger than p’ in less
than J steps from z. Moreover J < 3N. Then

Lemma A.1 For all z,y € Zf, there exists some path in Zf,

with length less than J|z — y|, i.e k < J|z — y|, and the embedded Markov chain
associated to X follows this path with probability larger than p”1*=¥. Since the
jumps of X are bounded by one, the path can be chosen so that

lij—z| <|z—yl+J, Vi=1,...,k
The following notation will be used in this section :

¢. = min > aly,9",5") and ¢" = max 3 gy, 59", 5").

n ot Y
Y,s y'',s

t1 —1p

Lemma A.2 Let 0 <ty <t1. If|lyo—y1| < C, then for allz with 0 < z < ﬁ7
Y1 — Yo

P lQ(to) =90, Q(t1) = y1, sup |Q(t) —yo| <C+J
tE[to,tl]

J - *
> pJ\yl—yol (1 _ e_q*m) [v1 yole_q (ti—to)_

Proof : It is sufficient to exhibit some particular event which has the desirable
properties. By lemma A.1, it exists some path in Zﬁ,

i1:y07"' aik:yl
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with length less than J|yo — y1| and the embedded Markov chain associated to X
follows this path with probability larger than p”’ lyo—v1l Moreover

lij — 9ol < |y1 —wol + T < C+J, Vj=1,...,k

Now, the process is forced to stay in each state i; a time less than x. This is done

. - Jly1—yo| .
with probability larger than (1 —e =" since there are at most J|yg — y1]

jumps. When the process has reached y1, it is forced to stay in y; a time larger than

t1—to. This is done with probability larger than e~¢"(*1=%)_ Hence, the probability of
Jlyi—yol _

such event for X is larger than p”/¥1—%l (1 — e_q*w) " Pe=a"(i—10) | This achieves

the proof. n

Using the preceding lemma, one can deduce some bound on the probability that X
stays in some tube centered around some affine function.

Lemma A.3 Let 0 <ty <t1, x0 € ]Rf and D € RN satisfying xo+D(t—ty) € Rﬁ,
Vt with tg < t < t1. Denote @, the function defined by p(t) = xo + D(t — to). Set
21 ¥ o(t1). Assume

C

|zo — yo| A lz1 — y1| < |D|(t1 —to) < 3

Then

P lQ(to) =0, Q(t1) =1, sup [Q() —p(t)] <20+ J

te(to,t1]
)3|D|J(t17t0)

> p3|D|J(t1—t0) (1 _ e*:ﬂqpﬁ e~ 0 (ti—to) def Qp(D)tl_tO'

Proof : We have
|y1 — yo| < 3|D‘(t1 — to) < C. (A.l)

t —t
fo<z< -+ 0

< —— lemma A.2 and the triangular inequality imply
Jy1 = yol

P [Q(to) =50, Q(t1) = 2 S[?I?t ] Q) —p(t) <2C+J
€lto,t1

J -
|’!/1 '!/0‘ q* (tl t )
€ 3

Y

p7 110l (1 _ e—qw)

p3‘D‘J(t1—t0) (1 _ e—qmc) 3|D]J(ta —to)e

Y

—q*(t1—to)
b
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where the last inequality follows by (A.1) and since 0 < p < land 0 < 1—e &% < 1.

. . . . 1 t1 — 1o
The proof is concluded remarking that (A.1) implies < . [ |
g that (A0 5pleS 5107 = Ty —wo

Proof of proposition 1.2 If x+ Dt € A(D), Vt € [0, 7], then the result is nothing
than theorem 1.1. Nevertheless, it is known only that z + Dt € A(D) in the open
interval |0, 7[. In order to circumvent this difficulty, fix A positive with 2A < 7. In

[nA,n(r — A)], we will apply theorem 1.1 and then let A tends to 0. More precisely,
if ' > 6, then

IP| sup |Q(t,y) —nz— Dt| < én
te[0,nT]

< P l sup |Q(t,y) — nz — Dt| < én, sup |Q(t,y) — nz — Dt| < 6’n] .
t€[0,nA] te[nA,n(r—A)]

Letting n tends to infinity and then successively ¢, §, § to 0, theorem 1.1 yield

1
lim limlimsup— sup logIP | sup |Q(¢,y) —nx — Dt| < én
=020 nooo M |y_ng|<en te[0,n7]

< —(r—2A)L(A(D),D).

Letting A tends to 0, one obtains

6—=0€6-0 nooo M |y—nz/<en te[0,nT]

1
lim lim limsup— sup logIP l sup |Q(t,y) —nx — Dt| < én
< —rL(A(D),D) (A.2)

Let us prove

§—0e—=0 n—0o0 N |y—nz|<en te[0,nT]

> —rL(A(D),D). (A.3)

1
lim lim liminf —  inf logIP [ sup |Q(t,y) —nx — Dt| < én

In [nA,n(r — A)], we will apply theorem 1.1 and in [0,nA]U [n(T — A), n7], lemma
A.3. For, put 2C,, + J = én. Moreover, taking into account the order in which the

. . . on
limits are taken, assume without loss of generality that J < Th In order to use
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lemma A.3, [0, nA] will be divided in K intervals, [ , Ks,

) 12A|D)| (1 —1)An iAn
th Kg =
W2 [ 5 Ks K,
with 2C,, + J and nA/Kj replacing respectively 2C + J and t; — ty. Note that

(i—1)An iAn] . 1
Ks ’ Kg N

+ 1. We apply lemma A.3 on each interval [

0
1

S

<

nA Ch
D22 < En
||K5_ 3

N

. . 1An .
Now, each process {Q(nt,y,s), t > 0} is forced to be at time A at some point
6

xz(N), 1=0,...,Ks. :L‘EN) is chosen in such a way that
(N) _
0 - y)
™) 1An )
T; t—D——| < N,i=1,...,Ks.
i K5 ) ’ )

Taking into account the order in which the limits are taken, assume

A on _ C,

s|
I\

K

Then, lemma A.3 and the Markov property give

P | sup |Q(t,y) —nz — Dt| < én
te[0,nT]

> (D)A"P [|Q(An) —z+ DAn| <N, sup |Q(t,y)—nz— Dt| <dén|.
te[nA,nT]

Let §' < 6 satisfies
< |D|_A < 6_n ﬁ
&'n K; ~ 12 3°

Again lemma A.3 and the Markov property give
IP| sup |Q(t,y) —nz — Dt| < én
te[0,n7]

> (D) "P ||Q(An) —z + DAn| < N, sup |Q(t,y) —nz — Dt| < é§'n

te[nA,n(r—A)]
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Letting n tends to infinity and then successively €, &', § to 0, one gets using Theo-
rem 1.1

1
lim limliminf —  inf logIP | sup |Q(t,y) —nz — Dt| < én

6=0 =0 100 N y-ng|<en ref0nr]

> 2Alog (D) — L(A(D), D)(r — 2A).

Let A tends to 0 in order to obtain (A). Then (A.2), (A) give the result. |

Proof of proposition 1.3 This can be derived in a straight way using proposition
1.2 and the Markov property. [ |

B Proof of proposition 2.1

Let us prove (2.1). Take 7 satisfying x; + D;7 > 0, Vi € A(x). Then for € sufficiently
small and all y with |y — nz| < €

P | sup |Q(t,y) —nz—Dt| <bén| =P | sup |Q ®(t,y) —nz — Dt| < én| .
t€[0,n7] te[0,nT]

Then, note that

1
lim lim liminf —  inf logIP [ sup |Q(t,y) — nx — Dt| < én

6—0€e—>0 n—00 NT |y—nz|<ne te[0,n7]

Y

1
= limlimliminf —  inf log]P[ sup |Q @) (t,y) — nz — Dt| < én

§—0€e—0 n—00 NT |y—nz|<ne te[0,n7]

1
= lim lim liminf — inf logIPl sup |Q ®)(¢t,y) — Dt <6n],

0—0e—0 n—oo NT |y|<ne te[0,nT]

where the last relation holds because the distribution of Xﬁs is invariant with respect
to the shift nx since z; = 0, Vi € A(z)°. Hence, it is sufficient to prove that

sup QA (t,y) — Dt < bn
te[0,nT]

1
lim lim lim inf — inf logIP
6—0€e—=0 n—oo NT |y|<ne

1
> limliminf—logIPl sup |Q*@)(¢,0) — Dt| < 6n| .

6—0 n—oo NT te[0,nT]
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Taking into account the order in which the limits are taken, assume without loss of

)
generality that en + J < Tn Hence, by lemma A.2

6
inf P |Q(en,y,5) =0, sup |[Q t,y,5) < = (B.1)
lyl<ne t€[0,en] 2

> pJen (1 _ ef%")']enefq*en def Fen,
Finally, if |neD| < nd/2, this being in no way a restriction, (B.1) and the Markov

property yield

inf IP | sup |QA(t,y) — Dt| < én
ly|<ne te[0,nT]

)
> inf P |Q"(en,y,s) =0, sup |QA(t,y, s)| < =
ly|<ne t€[0,en] 2

3

x IP sup |QA(t, 0,s) — Dt — Den| < né
te[0,n(T—e)]

)
>A"P | sup |QA(t,O, s) —Dt| < .
te[0,nT] 2

Taking the different limits, one can get (2.1). The proof of (2.2) is similar and is
therefore omitted. ]
C Proof of proposition 5.1 (iv)

First, one can assume that |p(t)| < K, a.e, for some K. Indeed,

Lemma C.1 Let ¢ € AC([0,T],RY) with Ir(p) < co. Then, for all € > 0, it exists
K. >0, o € AC([0,T],RY) such that:

(1) [@e(t)| < Ko, a-e,
(i) de(pe, @) <€,

(#i) Ir(pe) < Ir(p) +e.
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Proof : This can be done by introducing a time change as in lemma 6.5.3 of [12].
The proof is omitted. [

In order to prove the assertion, it is sufficient to construct a sequence {¢™,n > 1}
such that
yp™e PL([0,T],RY) and with the following properties :

(7') limy, o0 dc(?ﬁ("), <P) =0,
T
(@) Jim | Tyago@eaceon @t =0

(iii) [P ()] < K, ae.
() limp oo ™ (t) = @(t), ace.

Indeed, if these assumptions are fulfilled, then
T .
(I (™) = Ir(p)| < Sljp/o |L(A, 9™ (8) — L(A, (1)) | dt

T
+ 2 sup sup(L(A,2)) /0 Lia o )£} 4t

Since L(A, z) is continuous with respect to z, the first term tends to 0 using proper-
ties (iii), (iv) and dominated convergence theorem. The second one tends to 0 by
(ii).

In a first step, one constructs a sequence {¢™,n > 1} with o™ € PL([0,T],RY)
satisfying (i), (ii), (iii). As it will emerge, one can prove that ¢™ tends to ¢ only for
the weak topology in £1([0,7],RY). In a second step, the use of Mazur’s theorem,
see corollary 14 of [9] page 422, allows one to construct from {¢™, n > 1} a sequence
{™ n > 1} satisfying (i) to (iv). More precisely :

Lemma C.2 It exists {¢™,n > 1} with o™ € PL([0,T),RY) satisfying :
(1) limg,_ o0 de(™, @) = 0.
(i) The sequence {o™,n > 1} satisfies

lim ] {t€0,T]: o (t) >0} = {t: gx(t) >0}, VkeS.
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As a consequence
Jim | {t € [0,7]: A(p(t)) # Al™(®))}
= Jiml U ({£: 00 > 0}/{t: 670> 0})

keS

and
T

lim ; Ty Aoty £A(om 1)y 4t = 0-

(#ii) |9\ ()| < K, a.e, VE € S.
(iv) @™ tends to ¢ for the weak topology in L*([0,T],RY).

Proof : {¢™ n > 1} is constructed component by component. ¢ being continuous,
Or & {t : (t) > 0} is open and can be written as a countable union of disjoint

open intervals,
Or = Y- (Jax), (i) ),

i>0
with ¢y (a,;C (1) ) k( ) = 0. In the following, O,(c”) will stand for the partial sum
b (

Py ( % (2), b (2 ) Denote

T T
nk:/o ]I{Ok}( )dt and 7}(")—/0 ][{Oz(cn)}(t)dt'

In order to define ™ in O\, take some grid {¢.”(i)}; in O”. Then in Oy, o™ is
defined as the interpolation of ¢ with respect to the grid {t\"'(i)};. Moreover, owing
to the continuity of ¢, it is possible to choose the grid in such a way that

() ~ pr(®] < = Vi€ Oplm).

For t ¢ O\, put ¢\ (t) = 0. Besides, since ¢ (ax(i)) = 0 and |¢y(t)| < K a.e, for
te Ok/O,(Cn),

(m) (4 _ < - : b
P00 = ee®] = 1oe®] <D Tpeimmon (0x(@@®) + [ gu()du),

i>n a(7)

IA

T
B o
K/O I[{Ok/O,(cn)}(u)du_K(nk Mk ),
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where 75 — 77,(:) goes to 0 as n tends to infinity. Hence, the preceding discussion
implies (i).

On a other hand, it is clear by construction that {t € [0, 7] : <p;€")(t) >0} = O,(Cn) T O
with n. Hence (ii) follows.

Since " is the interpolation of ¢y and |¢y| is bounded by K a.e, one has (iii).

Since o™ (t)] < K a.e, for all n and L(A, D) is continuous with respect to D,
Ip(¢™) is uniformly bounded. Using lemma 3.6, it is clear that

T
hm sup/o ]I{|¢(n)(t)‘27n}‘(,b(n) (t)'dt = 0.

T—00 p

Hence, quite classically, one obtains

T T
Ve > 0,36 > 0 such that / Ty (1)) (8)]dt < e,V i / T (1)dt < 6.
0 0

Then, Dunford-Pettis theorem (see corollary 11 page 294 of [9]) implies that {¢™,n >
1} is relatively compact for the weak topology in £1([0,7],RY). Let f be a limiting
point of {¢™ n > 1}. First,

to ta
lim ™ (ty) — ™ (t;) = lim o™ (s)ds = f(s)ds,Vty, ts.
n—oo

n—00 Ju t

Since lim,, o0 dc(¢™, ) = 0, one has

to
p(t2) = @(t1) + [ f(s)ds, Vi1, ta.
t1

Radon Nikodym’s theorem ensures that f(t) = ¢(t) a.e. So {¢™,n > 1} converges
to ¢ for the weak topology in £'([0,7],RY). [ ]

Now, let us construct {1 n > 1} from {¢™ n > 1}. Since {¢p™,n > 1} tends to
¢ for the weak topology in £! ([O,T], ]RN), Magzur’s theorem implies that it exists a
sequence {f™ n > 1}, each f™ being a convex combination of the ¢™ such that
{f™,n > 1} converges strongly to ¢ in £!([0,T],R"). Denote

s(n) s(n)

o = Zanka(m”k) with Zank =1,y > 0.
k=1 k=1
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Set
s(n)

P =) o™, Vn.
k=1
™ € PL([0,T],RY) and clearly ™ = f™_ Hence, possibly extracting some sub-
sequence, one can suppose that lim,_, ¢(") = ¢ a.e. Without loss of generality, one
can assume that lim,_, . ming m,r = co. Then limy, o d.(¢¥™, p) = 0. Moreover,
it is clear that [¢)™(¢)| < K, a.e. Finally, if one denotes m* = maxy, myy, using (ii)
of lemma C.2, one has

{t€(0,T]: Ap™ (1) # Alp(1))} = {t €[0,T] : A (1)) # Ap(1)}.
Hence, again by (ii) of lemma C.2,
T

| Tawoopzaee @ =0

n—oo

The construction of {1 n > 1} is achieved. |
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