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Abstract: We introduce the programming model consisting of pre-ordered transition
systems (SPOTS) for modeling synchronous and asynchronous concurrent systems in the
presence of mobility and of dynamicity.

The model of SPOTS provides an operational and a denotational semantics to an ex-
pressive calculus of mobile processes. Encodings of related asynchronous, synchronous
and functional calculi (JOIN, FUSION and \) are provided.

The data-structure of SPOTS is shown to have a canonical, hierarchic, representation.
This representation is the basis for the decisions of key properties for a correct deployment
of synchronous system specifications on asynchronous architecture.

The property of endochrony (i.e. the equivalence between the synchronous (internal)
and asynchronous (external) observation of a system) determines which components of a
system can be compiled separately and executed autonomously;

The property of isochrony (i.e. the equivalence between the synchronous and asyn-
chronous compositions of endochronous components) determines which components of a
system can be distributed over a network without loss of information.

Key-words: concurrency, synchrony and asynchrony, mobile processes
(Résumé : tsup)
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Modélisation synchrone et déploiement asynchrone de processus
mobiles

Résumé : Nous proposons un modéle de programmation fondé sur la notion de
systéme de transitions pré-ordonné afin de décrire des systémes concurrents, synchrones
et asynchrones, en présence de mobilité et de dynamicité.

Le modéle proposé comprends la sémantique opérationel et la sémantique dénotation-
nelle d’un calcul de processus expressif dans lequel des calculs apparentés (FUSION, JOIN,
A) peuvent étre exprimeés.

La structure de donnée sur laquelle repose ce modéle posséde une forme canonique qui
permet d’exprimer les propriétés essentielles de désynchronisation:

la propriété d’endochronie (c.a.d. ’équivalence entre les observations synchrones et asyn-
chrones d’un systéme) permet de déterminer les composants d’un systéme pouvant étre
compilés séparément.

la propriété d’isochronie (c.a.d. ’équivalence entre les compositions synchrones et asyn-
chrones de composants) permet de déterminer les composants d’un systéme pouvant étre
déploiés sur un réseau asynchrone.

Mots-clé : théorie de la concurrence, modéles synchrones et asynchrones, processus
mobiles



Synchronous modeling and asynchronous deployment of mobile processes
Jean-Pierre Talpin
INRIA — IRISA, campus de Beaulieu, F-35042 Rennes

We introduce the programming model consisting of pre-ordered transition systems
(SPoTS) for modeling synchronous and asynchronous concurrent systems in the pres-
ence of mobility and of dynamicity. The model of SPOTS provides an operational and a
denotational semantics to an expressive calculus of mobile processes. Encodings of relat-
ed asynchronous, synchronous and functional calculi (JOIN, FUSION and \) are provided.
The data-structure of SPOTS is shown to have a canonical, hierarchic, representation. The
hierarchic normal form of a SPOTS allows to intuitively express:

e the property of endochrony (i.e. the equivalence between the synchronous (internal)
and asynchronous (external) observation of a system) to determine which compo-
nents of a system can be compiled separately and executed autonomously;

e the property of isochrony (i.e. the equivalence between the synchronous and asyn-
chronous compositions of endochronous components) to determine which compo-
nents of a system can be distributed over a network without loss of information.

The decision of these key properties guaranty a correct deployment of synchronous system
specifications on asynchronous network architecture.

1. Introduction

Synchronous programming [2,5,12| has been proposed as an efficient approach for the
design of reactive and real-time systems. It has been widely publicized, using the ide-
alized picture of “zero time” computation and instantaneous broadcast communication.
Distributed architectures do not, however, obey the ideal “zero time” model of perfect
synchrony.

Similarities and formal links between synchrony and asynchrony have nonetheless been
discussed in the literature already, thus questioning the oversimplified vision of “zero time”
computation and instantaneous broadcast communication. Early paper [3] informally dis-
cussed the link between perfect synchrony and token-based asynchronous data-flow net-
works. The first formal study of desynchronization, in [7], establishes precise relations
between so-called well-clocked synchronous functional programs and the subset of Kah-
n networks amenable to “buffer-less” evaluation. Since then, the issue of synchronous
program “desynchronization” has been investigated by several authors, e.g. [4].

Taking advantage of the rich background of the synchronous programming technolo-
gy for the purpose of engineering reactive and distributed systems, we cast the theory



of synchronous programming and desynchronization in the age of mobility and present
a model, consisting of pre-order transition systems, which provides symmetric theories
of synchronous and asynchronous communications, related by the formal properties of
endochrony and isochrony, in the presence of mobility and dynamicity.

The property of endochrony (see, e.g., example 14) is defined by the equivalence be-
tween the synchronous (internal) and asynchronous (external) observation of a system.
The components of a system which satisfy the property of endochrony are robust to an
asynchronous environment (e.g. a stream of input values) and can hence be compiled
separately and executed autonomously.

The property of isochrony (see, e.g., example 16) is defined by the equivalence between
the synchronous and asynchronous compositions of endochronous components. For two
endochronous components of a system, the property of isochrony means that their com-
position can be specified synchronously (to ease verification and compilation) and then
safely deployed on an asynchronous network infrastructure without any possible loss of
information.

As a result, SPOTS underlies a methodology for correctly deploying of synchronous
system designs on asynchronous architectures.

Example 1 (desynchronization) The following STATECHART will support part of our
discussion on the issues of desynchronization throughout the paper. It consists of four
synchronous automata: an arbiter, two counters (modulo 2 and 4) and an output. The
input message switch commands the state transitions of the arbiter. When the arbiter
is in either of the run state, the modulo automata count the occurrences of the input
message tick, and forward the appropriate out count to the output automaton. The diagram
(on the right) describes the progression of a sequential (synchronous) execution of the
STATECHART (the tick, vertical, black line). Messages (the red, horizontal lines) are
perfectly scheduled one after the other.

tick¢ switch ‘ * out
. start2

arbiter

switch/stop1 switch/start2 ! out! /out :=2
E out2
~ . # I out:=4
switch/start1 switch/ stop2 0 out2/out := 4
modulo2 modulo4

out:=2
stop1

stop2
start2

start1

out
out :=
stop2

The next STATECHART positions the problem of desynchronization by depicting a first,
brute force and unsuccessful attempt to deploy the components of the STATECHART over



an asynchronous network. In this STATECHART, we have glued together the arbiter and the
emitter to form a single, synchronous, component, and we have deployed the modulo coun-
ters over an asynchronous network. As race conditions prevail in such an environment,
we observe in the grey bozxes of the message sequence chart (on the right) an interleaving
between occurrences of the messages tick and stop2. The sequence outlines a symptomatic
consequence of this interleaving: message out:=2 occurs before out:=4, as opposed to its
sequential execution above. Whence the loss of serial semantics. The cause of this phe-
nomenon can easily be traced from the sequence diagram: there is no causal connection
between the events tick and switch. As a consequence, the activation and suspension of
the counters modulo2 and modulo4 are not coordinated. As a result, the messages out:=2
and out:=4 cannot be properly scheduled.

tickl swi!chl ?ou‘ modulo2 arbiter modulo4

- .w
arbiter ‘/—-\ B
switch / stop1 switch / start2 0 outl /out :=2 \ =
) - —
: - -\ —
| ==
: —stop2 I—
switch / start1 switch/stop2 ! out2/out i 4 startt N
a “
** *4 / T~
modulo2 modulo4 outt
out =2
— stop1 [ start2
«"'% —
.. ——
start1 P out2 =
out:=4 -
- stop2 |

This undesirable effect can be corrected by fully distributing the synchronous semantic-
s, as illustrated (message sequence, left): the step is broadcast and is used to activate
each communicating STATECHART. By doing this we restore the semantics, even globally.
Howewver, each step is blocking. This is often unacceptable as a mode of execution. And
it turns out that this is unnecessary as is shown next and depicted in the last message
sequence (below, right) where modulo2 is non-blocking.

start2 modulo2 arbiter modulo4

start2 -

e

Wi

Ui
A
o




The example indicates the tool needed to make desynchronization systematic and, unlike
the last STATECHART, compositional (message sequence, right). To this end, we introduce
the notion of hierarchic normal form for synchronous specifications (section 4.2). To prove
the correctness of our approach, we introduce a semantical framework in which synchrony
and asynchrony can be jointly handled and the preservation of semantics can be proved.

1.1. Related Work

Early papers [3]| informally discussed the link between perfect synchrony and token-
based asynchronous data-flow networks. A first formal study [7] established a precise
relation between well-clocked synchronous functional programs and the subset of Kahn
networks amenable to buffer-less evaluation. Since then, the issue of desynchronization
has been investigated by several authors. In [4], an extensive analysis of the links between
synchrony and asynchrony was provided. The proposed vision of asynchrony encompass-
es distributed systems, in which no global synchronization state is available and com-
munications are not instantaneous. This extension allows to handle incomplete designs,
specifications, properties, architectures, and executable programs, in a unified framework,
for both synchronous and asynchronous semantics. We share the vision proposed in [4]
around the principles of isochrony and propose decision procedures to implement them.

On one hand, and from a theoretical perspective, correspondences between the syn-
chronous and asynchronous theories of concurrency have been studied in the context of
the theory of Ccs [16], of the SPROC and ASPROC interaction categories [1], of syn-
chronous structures [21]. On the other hand, numerous models and concepts have been
proposed to reason on calculi of mobile processes. One is the notion of action struc-
ture [17], which provides a category-theoretic model for the w-calculus. Another is the
general concept of concurrent constraints [22,25], which consists of a basic logical frame-
work that finds ad-hoc instances in specific domains of the theory of concurrency (e.g.
reactive systems [25], mobile asynchronous systems [22]).

1.2. Contributions

We introduce a structure of pre-order transition systems (SPOTS) which provides a u-
nified view of both synchronous and asynchronous models of concurrency in the presence
of mobility (section 2). SPOTS form a semantical framework in which encodings of asyn-
chronous calculi (e.g. JOIN and FUSION calculi) as well as synchronous languages (e.g.,
synchronous stream functions) are expressed (section 3).

SPOTS establishes formal connections between synchronous and asynchronous models
of concurrency in the presence of mobility (section 4) by providing decision procedure
for the properties of endochrony and isochrony (section 4.3) via the construction of a
canonical, hierarchical representation of transition systems (section 4.2) .

As a result, SPOTS provide a unified formalism for an integrated development of dis-
tributed and reactive systems, starting from early requirement specifications down to
architecture deployment, in the presence of both synchronous (local) and asynchronous
(remote) communications, in the presence of mobility and of dynamicity.

Example 2 (Pre-order transition systems) The notion of SPOTS can informally be
presented by considering more familiar formalisms such as automata. Let us for instance



consider the definition of an agent that switches between the states asleep and busy upon
receipt of the events stop and start, and that emits the event work when busy.

Pre-order transition systems rely on messages, causality relations and choice to describe
the behaviour of a system. The SPOTS of the agent consists of a description of its possible
reactions to input events and initial conditions. Reactions (e.g. s123) are assembled by the
choice operator + to form the union of its possible behaviours. Fach reaction consists of
state transitions (e.g. from agent™(asleep) to agent(busy)) and of ordered events (e.g. the
input event start causes (or is scheduled or serialized before) the event agent(busy)). Note
that input messages are the minima of the relation “;.”. Also note that, in the examples,

we will often write x in place of x() for an event (i.e. a message with no arguments).

agent
start —» start

fagent = 1 +(agent™(asleep) |start);agent(busy) : s
stop — =] R +agent ™ (busy);(work | agent(busy))  : s9
+(agent™ (busy) | stop);agent(asleep) : s3

work ~a—| ?stop

As it will now be depicted, in a way akin to the definition of the 7-calculus [18] starting
from Ccs [16], we now seamlessly bring the model of pre-order transition systems in the
context of mobile computing.

Example 3 (mobility) To this end, we now consider the introductory example of [18],
which describes the interaction between a mobile phone in a car and its base. The flow-
graph of [18] depicts a car connected to base,. The centre is alerted on the move of the car
within the area of basey and handles the appropriate switch to maintain the connection.

switch ! givel | | give2 ! system
§ § I A
| | car
| 3 T
talk alert 1 alert 2

In SPOT, the car is either silent (transition 1), talking (event talk) or switching from
one base to another (message switch). The receipt of the message talk is serialized with
a transition of car (term talk;car(talk,switch)). For all ports t' and s', the receipt of the
message switch with (t',s") causes a transition from car(t,s) to car(t',s').

fear = Vtalk, switch.1+ (car™(talk, switch) | talk);car(talk, switch)
+Vt', s'.(car™ (talk, switch) | switch(#', s'));car(t', s')

The centre switches between the base; and the basey by receiving the alert; events and by
forwarding the interface (talk;, switch;) to the disconnected base j # i (message give).

feentre =1 + (centre™ (#) | alerty);(give, (talky, switchy) | centre( ff))
+ (centre™(ff)|alert;);(give,(talky, switch; ) | centre(t))

FEach base switches to active mode (state base;(tt)) by receiving the alert message. When
active, it can talk to the car (message talk). Upon receipt of the give message, it forwards
new addresses via the switch message and goes idle.

Joasei_1, = 1+ (base; (Jff) | alert;);base;(tt)
+ base; (t);(talk; | base;(#))
+Vt', s (base; (1) ]| give;(t', s"));(switch; (¢, s") | base; (ff))



The telephone switching system Deystem ¢S modularly specified as the synchronous composi-
tion of autonomous processes Pcar; Peentre, Pbase, OWNING a state and a behaviour.

Pear = 3dcar.(do fear in car(talky, switchy))
Peentre = Jcentre.(do feentre in centre(tt))
Vi=1,2,pbase = dbase;.(do fpase inbasei(i =1))
DPsystem = 3(alertia giveia SWitChia talki)?:y(pcar " Dcentre | ?lebasei)

We will now give the necessary formal definitions in order to observe, as in [18], how the
PTOCEss Psystem SWitches from base; to basey upon a move of the car and the simultaneous
choice of a reaction of the centre and the bases.

2. Synchronous pre-order transition systems

Figure 1 defines the domains under consideration, comprising port names x € X', vari-
ables v € V (i.e. quantifiers) and constants ¢ € C. We write v € U for a name and
U € Up<n<w!™ for a tuple of names. We write D,, for the domain of values of a name u
and assume every u to be associated to a given data-type. We write [ € L for a label, i.e.,
a port name z, a variable or a source x~ (i.e. a reference to the previous value of z).

re X port

veY variable
ceCOB+Z constant
g€ U,sCt—C function

ueld=C+X+)VY names
le L=X+X 4V label

Figure 1. Namespaces for synchronous pre-order transition systems

2.1. Structure

The primitive structure of a synchronous pre-order transition system s (figure 2) consists
of messages [(u) and of reflexive and transitive ordering. A term s is either the silent
transition 1, a message [(u) s.t. u € D, or a relation s;s’, which specifies that s is a cause
of s’ (causality) or that s preceeds s’ (sequence). The term a(e) is an asserition guarded
by the expressin e (details section 2.7). We write s|s' for the synchronous composition of
the pre-orders s and s, defined by the union sUs' of s and " iff u = u' for all (I(u),l(u"))
of (s,s"). Terms s are subject to the equivalence relations detailed in the figure 4 (rules

(par) and (seq)).

2.2. Notations
We write I(u) C s the membership of a message I(u) to a pre-order s (figure 3). We write
fvy(.), fve(.), fva(.) for the set of free variables, locations, ports of a term (figure 26). We



e == u|g(é) (guard)

s == 1|1l(u)|ale)]| s;s"|s|s (pre-order)
p == s|s+s |p|p|dofinp|dx.p (process)
[ oi= plfHf S Vo 3o (family)

Figure 2. Syntax for synchronous pre-order transition systems

write U and N for the union and intersection of pre-orders by considering an isomorphic
presentation of pre-orders s as pairs consisting of a set of messages M C £ X U and a
relation ; C m?. We write pred,;,ys and succyy)s for the set of immediate predecessors
and predecessors of /(u) in a pre-order s. We write min s and max s for the minimal and
maximal elements of a pre-order s.

W(u) Sl(uw)  (U(u) Cs[s)A(U(u) C s38") & (I(u) )V (I(u) € 5)
mins = {l(u) C s|pred;, s =0}
maxs = {l(u)C s|succyuys =0}
pred;, s =

{U(u') C s[U(u)sl(w) C s} \{l(u)}
succyys = {I'(v') Cs|l(u)sl'(u") C s} \ {l(u)}

Figure 3. Notations for synchronous pre-order transition systems

2.3. Conventions

By construction, pre-orders s satisfy the well-formedness criterion wf(s) which requires
that, for all [, there exists a unique u € Dy s.t. [(u) C s. Rather than directly manipulating
pre-orders, we merely consider the structure of directed graphs which generate them.
Hence, reflexive closures are implicit (c.f. figure 4, rules (seq)) and transitive closures
explicit as s* wherever required (e.g. figure 21). In particular, hiding a message {(u) from
a pre-order s, written s\[(u), consists of removing /(u) from s and replacing all relations
l(w)sl'(u") and I'(u')3l(u) in s by I'(u')5l" (u").

2.4. Processes

A process p (figure 2) is either a pre-order s (which describes a state), a synchronous
composition p|p' or a definition do f in p of initial state p and of transitions f. By inductive
extension of the membership notation to processes, we write [(x) C (do finp) iff I(u) C p.
A family f is a non-empty set of pre-orders p (i.e. 1 C f,Vf) assembled with the choice
operator + (figure 4, rules (or)). The choice of a reaction p in f, is written p C f iff

3 f =pt+f"
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Example 4 (family) Let us reconsider the arbiter defined in section 1 and observe the
correspondence between automata and pre-orders.

arbiter !
itch/ itch/ switch/stop1 H

switch/start2

switch/start1 switch/stop2

In the arbiter, four state-transitions are specified in reaction to the input message switch.
FEach of them incurs a state-transition (from a run mode to a sleep mode) and the occur-
rence of an output message (a start or a stop command to the modulo counters).

+ (arbiter™ (sleep2) | switch);(start2 | arbiter(run2)) 281

o + (arbiter™ (run2) |switch);(stop2 |arbiter(sleepl)) D Sg
Farbiter = + (arbiter™ (sleepl) | switch);(start1 | arbiter(runl)) ;83
+ (arbiter™ (runl) |switch);(stopl |arbiter(sleep2)) D Sy

A pre-order transition system represents this structure by decomposing it into atomic
reactions s, and by rendering the behaviour of the system as a choice of a reaction s
within a set f, depending on the state (the arbiter ) and the inputs. For instance, the
transition from sleep2 to run2 state requires the input switch and produces the output
stop2. The term 1 stands for the silent transition.

2.5. Synchronous composition

Synchronous composition extends to families by considering synchronously composable
pre-orders. We say that p C f and p' C f’ are composable, written p > p, iff all labels [
of the interface fv.(f) Nfv,(f') between f and f’ are simultaneously present in (resp. or
absent from) both p and p’ with the same value.

VpC LYY C flipap’ @ Ve tve(f)Nive(f),l(u) Cp < l(u) Cpf

The synchronous composition of two processes p and p’ belonging to the families f| f’
requires a mutual agreement p < p’ on the presence of ports x belonging to the interface
fve(f) Ntve(f'). We write Y and ] for enumerated choices and compositions (e.g.

> imy pi for pit. . +pn).

p'Cf | pop’
I =14 > (plp)

pCf
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Example 5 (composition) The synchronous composition of the arbiter (example ) with
the modulo counter amounts to modeling the choice of a reaction in which the ports of the
interface (i.e. startl and stopl) are simultaneously present or absent.

arbiter

modulo2

ﬂiomm
start1

For instance, s, and s3 shares the event startl, s, and s, the event stopl. In contrast, s,

and s, interleave with s,.

1+4(modulo2™ (sleepl) | startl);modulo2(runl) D Sq
fmodulo2 = ~+(modulo2™ (runl) | stopl);modulo2(sleepl) : Sp
~+ frun1 | ((modulo2™ (runl) | tick);modulo2(runl)) : Se

farbiter | fmodulo2 = 1+(33 | 3a)+(54 | 3b)+(51+32+86+(81 " SC)+(82 " SC))

Example 6 (composition and mobility) Let us for instance consider the definition of
the car expanded for (talk, switch) ranging over (t;,s;)?_,. Four reactions sy, 4 are possible.
Let us now consider a similar expansion of the definition of base; for a system comprising
two of such components. The synchronous composition of car and base; processes amounts
to reconstructing the choice of a reaction in which the ports shared by both processes, i.e.
t1 and sy, are either simultaneously present or simultaneously absent in both processes. In
the example, sy |s1 share t; and s.|ss share s;.

1+(car_(t1,51) |t1) car(tl,sl) 851

f _ +( ( 2) |t2) car(tg, 82) . So
car +(car_(t1,51) |81(t2,52)),car(t2,52) . 83
+(car_(t2, 82) | S2(t1, 51));car(t1, 81) L84

1+4(base; (ff)|alert;);base; () : Sa

Soase, = +base; " (#);(t1 | base; (1)) D Sh
+(basey (#) | give, (2, 52))3(s1(t2, 52) | bases (ff)) Xy

Jear | foase, = 14(so|s1)+(sc|s3)+(sa+s2454+ (52| 8a)+(54]54))

2.6. Quantifiers

The term Vu.f is a family which has the behaviour of f for all possible value u € D,
of the variable v € V. We write ¢ for a substitution of names (e.g. (.)[u/u'] for replacing
u' by u) or messages (e.g. (.)[[(u)/l'(v")]). We write domo = {u|(u)o # u} the domain
of a substitution, im o = (dom o)o its range.

Vo.f =1+ Z flu/v]

UEDU
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Restricting the scope of a port name x to a family f is written Jz.f and gives a process
the ability to define fresh names (as formally specified in definition 2). Quantifiers are
subject to equivalence rules (all) and (any) of the figure 4. (notice that the quantifiers of
a f cannot flow out of a do finp). In the remainder, we consider universally quantified
pre-orders p consisting of pre-orders which adhere to an extension of the well-formedness
criterion wi(p) : Vv € fvy(p),l(v) C p Al # v (i.e. each variable v is related to a node

[(v)).

Hu)sl(u) = I(u) (seq) dolinp=7p (def)
s;l=13s =5 (dOfinp)ll(dOf’inp)=d0f|f’mp||p
s3(s'[s") = (8' )| (s38") do fin (Jz.p) = Fy.(do fin (ply/x]))
s'|s")5s = (s'55) ] (s"35)
f+f=1 (or) Vy & tva(f) Utva(f'), (any)
[+ =f+f f4+Q@z.f") = y.(f+(f'[y/=]))
fHH") = (f+)+f" F1@z.f") = Fy.(f | (f'ly/=]))
fll=flf=f (par)  Yw¢fvy(f)Utvp(f), (all)
fLf=rlf fH(Vo.f') = Yw.(f+(f'w/v]))
FICET") = (L FI(Vu.f') = Yw.(f | (f'[w/v]))

Figure 4. Equivalence rules for pre-order transition systems

2.7. Guards

A guard a(e) consists of a pseudo-port a (to mean “assert”) whose domain is restricted to
D, = {tt} and of a boolean expression e. Guards are a key ingredient for the compilation
of SPOTS (i.e. for determining their hierarchic normal form, def. 10) as they allow to
make control explicit. Given e a boolean expression on names, a guard a(e) C p means
that p can only be triggered if e = #. In the examples, we often write /(e) in place of
[(v)|a(v = e) for a message of guarded value and, in particular, [(u,...u,) for a message
l(v)|a(v = (uq,...u,)) carrying a tuple of n arguments.

Example 7 (quantifiers and guards) In the modulo4 counter (example 1), enumera-
tion can be used to generically define the default transition.

modulo4

stop2
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In founz, this is implemented by stepping from run2™(n) to run2((n+1) mod 4) upon receipt
of a tick. A guards is used to make control explicit and emit out2 when the count run2
reaches 4 ticks.

frun2 = 14+Vm, n. ( | (a(n = (m + 1) mod 4) tick | run2™ (m);run2(n)) )

((a(n = 0) | ticksout2)+(a(n # 0) | tick))

Example 8 (quantifiers and guards) Quantifiers and guards allow to give generic def-
initions to enumerative processes, such as the synchronous composition fswitch = faat | feven
of the stream of natural numbers fn.a with the filter of even numbers feven.

foat = 1+ V¥Ym,n. (a(n=m+1) | nat™ (m);nat(n))
feven = 14 Vn. ((a(nmod2=0) |nat(n);even)+(a(nmod2 = 1)|nat(n))

2.8. Synchronous semantics

Just as the meaning of an automaton can be denoted by the set of words it recognizes,
the semantics of a SPOTS is defined by the concatenation of reactions. Concatenation
consists of merging the maxima s;z(u) of traces and the minima 2~ (u);s’ of successive
reactions as s;z(u);iz;s’ by introducing a term 4, which denotes that = stepped the instant
1. In turn, the successive instants ¢ € Z give a logical model of internal time of a process.

Example 9 (synchronous concatenation) Let us experience with the stepwise con-
struction of the trace t of the process fswiwen defined in example 8. The producer nat can
either be silent (it performs a 1 transition) or choose to increment its state. The consumer
even successively emits true and false. Concatenation is obtained by the juxtaposition of a
pre-order (e.g. nat™(0);nat(1)) belonging to the family fowien whose source (e.g. nat™(0))
matches the current state of the trace t (e.g. nat(0)) and by inserting the mark iy of an
instant. We write — for causality relations. Repeated application of this procedure yields
the construction of the trace(s) of the switch.

(e I G D G
_ < nat(O);inatUinat;nat(l))

|even; ieven

- ( ”at(o);inat;nat(1)>

|evens;  ieven

Example 10 (synchronous trace) Let us now consider the trace of SPOTS that corre-
sponds to the grey box of the sequential execution diagram shown in the section 1.

It consists of the assembly (the concatenation) of small patterns (reactions) that is formed,
at every instant, by the unification of sinks x(c) of the trace with the sources = (c) of the
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reaction, to form the mark of an instant (an i;). One can hence observe that tick and
out2 are synchronous, in the first considered instant, and then, that a switch causes a
simultaneous stop2, etc., as in the many details as in the diagram.

tick = i, — 2 — i3y —tick— it —tick...

1 switch—42,,;, ., —>switch—a3 . T

_ l : stop2 —>i%op2 l —>i§’§op2 —>i§op2 (R
OU1:2_>Zout2 — Lout2 \l' — Lout2 — lout2 ~L Tt

startl =3, e b oo

outl. ..

As depicted in example 9, a synchronous trace t (figure 5) consists of messages z(u)
and marks i, € § = 7 x X constructed using an infinite set of instants ¢ € Z. Traces
are assembled using causality ; and composition |. We write r for a run consisting of a
trace ¢t and of a set of active definitions f. Notice the containment of terms s (resp. p) in
t (resp. r). Equivalence rules for processes (figure 4) extend pointwise to traces and runs.

t o= z(u) | i | 5t | t]t (trace)
r == t|r|r'|dofinr|3x.r (run)

Figure 5. Synchronous traces and runs of pre-order transition systems

We write ¢t 1 for the restriction of the trace ¢ to messages of x X U and marks of Z x x
(and (do finr)tx = rtx by inductive extension to runs). The synchronous composition
t|t" of the traces ¢t and ¢’ is defined by t Ut iff t b t'ie. Vo € fvy(t) Nfvy (), t 1z =t .

Definition 1 (synchronous concatenability) A pre-order s is concatenable to a trace
t, written t ®° s iff all = (u) of s have a matching x(u) mazimal in t.

te's & Vo (u)Cs,x(v) € max((t1x)\S)
By inductive extension to processes,
(to'Az.p)A(te' (dofinp)) < tep

The synchronous concatenation tes of a pre-order s to a trace t is obtained by inserting
a mark 7, in place of the sources = (u) C s linked to the sinks z(u) € max(¢\S) and by
removing guards. We write fvz(t) for the set of instants 4 in ¢.
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Definition 2 (synchronous concatenation) The concatenation of a pre-order s to a
trace t satisfying t ®° s is defined by t e s = (to) U ((s\ a(tt))o) where the substitution o is
defined for i € T\fv7(t) by

Ve efvy(s), V 2z (u) Cs, r (u)o = ig,
vV  z(u) Cs, z(u)o = igzx(u)
Vo € fvy(t), V z(u) € max(t1z), z(u)o = z(u)jis,
v i, € max(t1x), iho =13y

By inductive extension to processes p and runs r,

(dofint)e(dof'inp) = (dof]|f'int)ep
(dofint)es = dofin(tes)
redzp = Fz.(rep) s x & fvy(r)

2.9. Synchronous semantics

The extension of synchronous concatenation to runs r gives rise to a transition relation
(figure 6), written er, which consists of an axiom of concatenation (a) and of inductive
rules for making an initial choice (b) and allocating a port name (c).

e(dofint) = {(dofint)ep|pC fAte' p} @
e(dofin(s+s')) = e(dofins)Ue(dofins') (b)

o(Az.r) = er (c

Figure 6. Transition relation for synchronous pre-order transition systems

The operational semantics r e»r' (figure 7) is defined by the choice of a transition
r’ € (er). The denotation e“p of a process p is defined by induction on the transition
relation.

resr’ & 1€ (er)

n = {p}
Vn > 0, 0"+1p = Ureo”p(°T)7
) p = L]é%. p

Figure 7. Semantics of synchronous pre-order transition systems
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2.10. Synchronous equivalence relations
The equivalence of trace is written p ~ p’ and defined by e“p = “p’ up to isomorphism
on Z. Terms equality (figure 4) yields the observation that

Property 1 (p=7p') = (p~p').

PROOF. Appendix D.

The operational semantics naturally gives rise to a notion of strong barbed (in the
sense of [19]) synchronous bisimulation, similar to that of [15], by way of the synchronous
observation criterion J.

Definition 3 (synchronous observation) We say that x(u) is observable in r, written
rlz(u), iff r e=>r" and z(u) C r'.

Definition 4 (synchronous bisimulation) We say that r1 and ry are synchronously
bisimilar, written r1 = ro iff there exists a strong bisimulation R s.t. riRry. A strong
bisimulation R is a symetric binary relation s.t.riRry implies r1 o>1r] = (1o 315 ATIRIY)
and ridx(u) = roda(u).

Property 2 Synchronous bisimulation = is a congruence relation
PROOF. Appendix E.

Example 11 (dynamicity) The combined use of definitions and ezistential quantifiers
makes mobility and dynamicity expressible using the SPOTS. Let us for instance reconsider
the process fpase. The ability to clone as many copies of the base as we want can be modeled
by embedding its definition into that of faone as shown.

Sclone
A

7 n

felone = Jalert, give, switch, talk, base.V£.(do fpase in (base(ff) | (clone(k);x(alert, give, switch, talk))))

Each occurrence of the message clone gives rise to a reaction feone which dynamically
creates a copy of the process fi.. by:

1. performing a transition that selects the reaction feone, by using the concatenation
rule (dopint) of the operational semantics and by instantiating the universally quan-
tified term K to k' using o;

2. moving the existential quantifiers alert, give, switch, talk out of the term by substitut-
ing them with fresh names alert’, give', switch’, talk’ using the substitution o’.

3. FEleminating the outer-most existential quantifiers on alert’, give', switch’, talk’ by us-
ing the rule for existentially quantified terms (Az.r);

4. activating the behaviour fyase of the new process (rule for do findo f'inr).

do feionein1 e do feionein 1 @ Jalert, give, switch, talk, base.(do fpase IN Scione?)
= Jalert’, give’, switch’, talk’, base’.(do feionein 1 ® (d0 fhased in Scionedd”’))
= do feionein (do fpaser in (base’ (ff) | (clone(x');x’ (alert’, give’, switch’, talk))))
= do feione | foaserin (base’ (ff) | clone(x');x (alert’, give’, switch’, talk’))
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2.11. Asynchronous semantics

The asynchronous semantics of pre-order transition systems is obtained by abstracting
time from traces. In the asynchronous semantics, the reference of time is not unique, as
each asynchronously communicating process possesses its own, local, clock. Asynchrony
is thus obtained by eliminating any global reference of time.

Example 12 (asynchronous concatenation) Let us for instance reconsider the trace
tswitch Of the switch specification. We observe that marks i delimit the progression of
time. The asynchronous trace of the switch is obtained by erasing these marks. The
remaining information consists of causality relations between the successive events that
occurred during execution.

by = ( ”ai(o) fnat —Nat(1)—> ipyy —>na1i(2)) (o). = ( nat(O)znat(l)—>nat¢(2)>

even —>Z — — —)2 — even even — even

even even

Example 13 (asynchronous trace) The erasure of the synchronization marks from the
asynchronous trace of a process has an important impact on the amount of information at
disposal. Applying this procedure to the trace depicted in the example 10, leaves tick and
switch (resp. out; o and stop o) causaly unrelated. This observation explains the pathology
that caused the symptom of race conditions in section 1. Asynchronous composition does
not suffice to make every process aware of the messages that are present or absent, at a
given time, in other processes. Each process has its own unit of time. The origin of the
problem 1s thus a lack of control on synchronizations.

tick —tick— tick switch—switch

Larbiter = l { ! :
out?2 outl  stop2 startl

2.12. Asynchronous traces

The syntax of asynchronous pre-order transition systems is defined by induction on the
structure of asynchronous composition starting from atomic synchronous reactions s and
processes p. We write p, f, t and r for asynchronous processes, families, traces and runs.

p|p|p"  (process)
FIFNSF (family)
(t), | t||t'" (trace)
( (ru

r)o | vl (run)

S .S
[l

Figure 8. Asynchronous processes, families, traces and runs

Asynchronous traces are defined by the removal of marks S = Z x X' from synchronous
traces. We write (¢), = t\S for the asynchronous abstraction of a trace ¢t and (do finr)_ =



18

do fin(r),. Asynchronous composition of traces is defined by ¢|¢' = t U t' iff toat’.
Traces (resp. runs) are composable iff t>xit’ (resp. do finr >a do fin7' iff » > 7'). The
asynchronous composition of traces is subject to the equivalence rules of figure 9.

7|1 T r||r = r|r (dofinr)|(dofinr') = dof|f'inr|r
rlr = r r[[("[I7") = (rllr) 7" (dofinr)|[(dof'inr) = dof|f'inr

Figure 9. Equivalence rules for asynchronous runs

The asynchronous concatenation t o s of a pre-order s to a trace t is defined by the
removal of instants i, € S from ¢ e s (definitions 1 and 2).

Definition 5 (asynchronous concatenation) The concatenation of a pre-order s to a
trace t satisfying t ®° s is defined by tos = (t e s)\S.

As in the synchronous semantics, asynchronous concatenation o gives rise to a transition
relation or (figure 10). This relation defines the denotational semantics o“p and the
operational semantics ro—r’ of asynchronous processes.

ofr) = {(),[r" € or}

o(ri|lry) = {rillry|r] €ory,ry € org,ri ATy}
ro—r’ & r' cor
’p = {p}
Vn >0, on—|—1p = UrEo"P(OT)
w T n
o“p = }g%o P

Figure 10. Semantics of asynchronous pre-order transition systems

2.13. Asynchronous equivalence relations

Asynchronous trace equivalence p,~,p, < o“p, = o“p, is obtained from the denota-
tional semantics. The transition relation gives rise to a weak bisimulation relation similar
to that of [15]. We write o—* for a finite sequence of asynchronous transitions.

Definition 6 (asynchronous bisimulation) Observing z(u) in r is written r | z(u)
iff ro=*r" and and x(u) C rv'. We write m1~,7y iff there erists a weak bisimulation R,
s.t. "1 Rory and py=opy iff AR, Py RoPy. A weak bisimulation R, is a symmetric binary
relation s.t.r1Rore implies 71o>1] = (roo=*rh AT|Rory) and v x(u) = roz(u).

Property 3 Asynchronous bisimulation ~, is a congruence relation

PROOF. Appendix E.
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3. Expressivity of pre-order transition systems

In this section, we give an assessment on the expressivity of pre-order transition systems
by giving encodings of related asynchronous calculi of mobile processes (the JOIN-calculus
and the FUSION-calculus) and of the A-calculus with synchronous streams into SPOTS.

3.1. Semantics of the JOIN-calculus

In [10], the semantics of the JOIN-calculus is presented under the concept of a chemical
abstract machine D F P in which multi-sets of definitions D and processes P asyn-
chronously interact upon the presence of matching patterns J. A process P is a multi-set
of messages x(u) and inactive definitions def D in P. A definition D is a multi-set of
join-patterns J > P in which J is the combination of messages to be matched in order
to trigger the reaction P. Free, receiving and defined names of a term are written fv(.),
rv(.) and dv(.).

P == z(u)|def DinP | (P|P) |0 (process)
D = J>P|(D|D)|1 (definition)
J = z{u) | (J|J) (join-pattern)

Figure 11. Syntax of the JOIN-calculus

The operational semantics of the JOIN-calculus (figure 12) consists of a structural e-
quivalence relation =. It is used to either decompose a process or re-assemble it. In (def),
dom o = dv(D) and im o is fresh. The JOIN-calculus has only one reduction rule — which
consumes a combination of message Jo (s.t. dom ¢ = rv(J)) matching a defined pattern .J
and produces the appropriate instance Po of the defined reaction P. A transition P +— P’
in the JOIN-calculus is defined by P =*—=* P’ (a reduction preceded and followed by
the application of equivalence rules).

H 0 = [

1 F = [
F Pl‘P2 = l_Pl,PQ

D1|D2|_ ’:rDl,Dgl_

Fdef Din P= Do F Po (def)
J>P F Jo — J>PF Po (red)

Figure 12. Semantics of the JOIN-calculus

The encoding of the JOIN-calculus into SPOTS is presented in the fig. 13. The asyn-
chronous, point-to-point communication medium of the JOIN-calculus is rendered by the
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access to a buffer (of state z(some(u)) when full or z(none) when empty). An input pattern
x(u) is encoded as x~(some(u));z(none) and an output message as x~(none);z(some(u)).
The non-deterministic choice of a reduction starting from a process |, P; is rendered
by the choice of a continuation ; (#t) — &;(ff) (that activate the associated P;, once)
starting from an initial state x;(#). The rules for the composition of patterns J|.J’, of
definitions D | D', for local definitions def D in P, for atoms 0 and 1, consists of a structural
decomposition of the main encoding scheme.

Vi > 1, [ j=nzi M»
Vn > 1,[|~ Ly

1
x~ (some(u));x(none)
((:c(u) as P)=z"(none);z(some(u))
—3dv(D).(do (1+[D]) in ([Pl | (TTyeay(y 2(none)))

Figure 13. Encoding [P] s of the JOIN-calculus

Every pre-order constructed in the encoding of figure 13 corresponds to a possible
transition in the JOIN-calculus. We constructively formalize this remark by showing
that the encoding [.] 7 is fully abstract. To this end, we consider the mirror &~ of the
asynchronous bisimulation relation &, in the JOIN-calculus, as defined in [10].

Theorem 1 P x~; P' & [P]s=.[P'] 7
PROOF. Appendix A.

3.2. Semantics of the Fusion-calculus

To probe further on the expressive power of SPOTS, we consider a calculus with
asynchronous composition and synchronous communications, the solos variant [15] of
theFuUsiON-calculus [23]. In the FUSION-calculus, a process P consists of input and out-
put messages z(u) and Z(u), asynchronous composition P | P', restriction (v) P, replication
'P and the guard [u = «']| P of a process P by an equation u = u/.

P:=0]z(u)|z(u) | P|P"| (v)P|'P|[u=u]P

Figure 14. Syntax of the FUSION-calculus
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The structural equivalence of processes is specified by the relation P = P'.

[u = u]P
(w)(v)P 'P

P (v)MP
PP P|(v)Q

M(v)P (v & tv(M))
()(P[Q) (v tv(P))

k=]
I
o

I
I

(0)(w)P

Figure 15. Equivalence rules in the FUSION-calculus

The transition relation P — P’ consists of four rules: one for composition, one for
structural equivalence, one for restriction, and one for reduction. In this last rule, M and
M’ stand for equations. In (3), the transition Po is enabled upon satisfaction of uoc = u's,
Mo, M'o,imoNv =0 and dom o = 7.

P — P P=Q—-Q =P P— P
PlQ—P'|Q PP (v)P — (v)P'

(0)(Ma(u) | M'T(u) | P) = Po®

Figure 16. Transitions in the FUSION-calculus

The encoding of the FUSION-calculus (fig. 17) differs from that of the JOIN-calculus
because communication is synchronous (i.e. done within a transition and not between
two transitions). To model it, we identify every sender/receiver pair by a unique pair
of identifiers (¢,7). An input z(u) is represented by 3:..Vi.z(u,:,7) and an output T(u)
by Vi.37.2(u,t,7). Synchronous communication in P |Q is then rendered by |. Filtering
[u=u'|P is denoted by a guard a(u = u') that is propagated within the encoding of
[P]#. Replication !P is modeled by the definition of [P]x. Binding (v)P is denoted by
the universal quantification of v, since the FUSION does not discriminate defined names
from receiving names.

We state the adequacy of the encoding with respect to the operational semantics of
FusioN by showing that, for all ports z of a term P, asynchronous observations of output
messages x(u) correspond.

Theorem 2 Vz ¢ K,Vu € D,, Plz(u) < J(,7), [P]rlx(u,,7)

PROOF. Appendix B.

3.3. Synchronous stream functions

We finally consider an encoding of the A-calculus with synchronous streams [8]. In the
syntax of LUCID-synchrone, names are noted u, operations f (from C™ — C), abstractions
noted Az.S and applications S(S’). The term recx S recursively defines a stream named
. The term const.S defines a stream that invariantly emits the value of expression S;
extend S S’ applies the stream of functions S to the stream of values S’; when S S’ filters
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[z(u)]F=3k.(do 14+3e.Vi..(s | z(u, t,7)) | &~ (&t);c( ff )in/f(a;))

E—EIH (do1+4Ve.Fi.(s|x(u, e, 7) |k (#);6(ff)) ink(tt))

(
[z(u)
[Pl@
[lw=wlP
[P
[(v)P
[Pl7=[P]5

S
T_S

=i

Figure 17. Encoding [P]

F=1P)x |1Q]%
_[P]G =)

]

I

]

I

JF=do1+[P]%in [P}
[7=Vv.([P]5)

]

I

of the FusioN-calculus

P == u (name)
| f (operator)
| Az.S (abstraction)
| S(9) (application)
| recz S (recursive stream)
| constS (constant stream)
| extend S S’ (extension)
re S S’ dela;
} \F/)vhen S s gsamging)
| mergeSS’'S” (merge)

Figure 18. Syntax of synchronous stream functions
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the values of stream S’ when the value of the boolean stream S is true; the value of
pre S S’ is initially that expression S’ and then the previous value of stream S.

The operational semantics S —" S’ of synchronous stream functions (figure 25, ap-
pendix C) is defined in [8]. The term 7 here stands for either nil or a value v (a scalar
c or s closed S). The term E is used to rename stream names for stepping from a state
to another . The principle of the relation S —" S’ is to step from an initial state S to a
final state S’ by synchronously evaluating input streams and by emitting values v on the
output stream. A transition S —"! S’ means that the output is absent.

The encoding of synchronous stream functions into SPOTS is presented in fig. 19. It
distinguishes eager A-terms from lazy stream constructors. In the eager encoding [S],,
names v are directly returned to the continuation x. In the case of operators on f €
C™ — C, a guard a(v = u(vy,,)) defines the value v to be returned by an anonymous
function x. Similarly, the encoding of Ax.S defines a function y that require an argument
x and a continuation ' along which the result of S is emitted. An application S(S’)
synchronously evaluates S and S’ (of respective continuations ' and k" and of respective
values v and ') and then calls v with the value v’ and the continuation x.

The encoding of lazy stream expressions requires loading values v from solicited input
streams, written ((S)),, or just synchronizing, written ((S)) . The stream of an expression
S is accessible along  in [S]¥. The continuation ' is used if the stream is not solicited.
For instance, the expression recxz S recursively defines stream named z and const S an
anonymous one. The term extend S S’ loads the values v,v" of the streams S,S’ and
defines the output stream x by the continuation of the call of v with v’. The term pre S S’
initially sets the sink zx to the value of the expression S. Then, the source zz™(v) is
loaded, its values returned to z, the value v’ of S’ loaded and stored in place of v in the
register zz. In the term when S S’, the values of S and S’ are loaded. If the value of S is
ff, then the output stream z is absent. If the value of S is #, then the output stream z is
present with the value v of S’. The encoding of merge is identical to that of a when with
an else branch.

Th. 3 shows that the transition S —¥ S’ of a stream expression in [8] corresponds to the
observation of the name u of v along the continuation y of [S]j. Unlike for the transitions
S —nil §' it is not necessary to make the absence of events explicit in SPOTS. Also note
that it is not necessary to encode the term E it in order to demonstrate observational
equivalence.

Theorem 3
(30) S 7 ' & ([S]) 4 (5(@) |2(w) A ([o]) L)
(3b) S =" S" = (Ar € o([S]x), k(x) T 7 A (Vu,z(u) €7))

PROOF. Appendix C.

4. From synchrony to asynchrony

In this section, we outline the relation between synchronous and asynchronous theories
of pre-order transition systems under the practical objective of showing under which
properties the synchronous design of a system can safely be deployed on an asynchronous
network. This issue is the subject of an in-depth algorithmic study in [27] in the context
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of the first-order fragment of SPOTS. In this section, we give mathematical evidence on
the generalizability of these results in the context of calculi for mobile processes.

4.1. Formal definitions

We start by giving a formal definition to the properties under consideration. The prop-
erty of endochrony is defined as the equivalence between the internal (synchronous) and
external (asynchronous) observations of a process p. It means that every asynchronous
observation 7 of the process p corresponds to a synchronous observation r in which the
successive instants 7 of the execution have been reconstructed from the values of messages
I(u) present in r. More concretely, it ensures that the process p forms a unit of compila-
tion: interaction with an endochronous process p does not require any knowledge on its
internal clock (i.e. any synchronous observation that would not be reconstructible from
an asynchronous one).

Definition 7 (endochrony) p is endochronous iff, for all v € o“p, there exists a unique
r € “p (up to silent transitions) s.t. r = (r)

o

Example 14 (endochrony) To give a concrete and simple illustration of the defini-
tion 7, we consider an asynchronous trace t of a pair pi o of processes.

p = do(l+(ala()+bla(f)in
pa = doVu.(l+(a|xz(v))+(b|z(v)))inl

z(t)
t = a
b — b —

w(ff) — =(ff) —

%
%

In the process py, the consumption of a message a of b available in the queue is controlled
by the value carried by the port x. Hence, the only possible message sequence is that
described by t,. In the process py, the value of x does not discriminate the choice between
consuming an a or a b. Hence, every interleaving of a and b is valid,

z(tt) — iy, — z(ff) = i, — z(ff)
t1 = a = iy — 1q
iy — b — 1 — b
z(tt) — iy, — z(ff) = i, — z(ff)
t2 = ia — a — ia
b = iy — iy — b ),
z(tt) — i, — z(ff) = i, — z(ff)
t, = i, — i, — @
b = i — b — 1

Note that (t1), = (t2), = (t}), = t. However, p, is deterministic, in that it admits only
one synchronous trace given the inputs t. In contrast, ps is not deterministic.
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Example 15 (endochrony and mobility) An illustration of the definition 7 in the p-
resence of mobility can be given by considering the asynchronous trace t of messages
incoming from base; and basey (examples 3 and 6)

t1 — 1
t = 12 — 19
51(t2, s2)
1 — 1,
t1 = 1y Lt

Z'sl — 51(t2,82)

1t — iy

t2 = Z'tz — t2
Sl(tQ,SQ) — ’L'sl

It is easy to observe that the car may non-deterministically choose to talk (synchronous
trace t1) or to switch and then talk (trace t3), because the internal choice of awaiting
talk or switch is not externally guarded by another message. This phenomenon can be
aleviated by the analysis described in this section, yielding a corrected specification of the
car (example 24, figure 22) and base processes which meets a deterministic interaction,
bacause the switch message now guards every transition by the addition of a tag (none or
some switching).

t1 — t1
t = 19 — t9
si(none) —  s;(some(ty, s2))
tl — itl
t = ’L't2 — it2
si(none) — 5, — si(some(ts, s3))

The property of isochrony is defined by the equivalence between the synchronous and
asynchronous compositions of a pair of processes p and p'. It means that the synchronous
design p|p’ supports the deployment p || p' over an asynchronous network without loss of
semantics.

Definition 8 (isochrony) p and p' are isochronous iff p|p'~.p||

Note that, if p and p’ are isochronous, then (“(p|p’)), = o*(p||p’) by definition of the
denotational semantics.

Example 16 (isochrony) Let us consider a simple illustration of the property of isochrony
by considering the composition of f, with either f} or fZ. Whereas f} makes an implicit
assumption on the presence/absence of a to decide whether to do x or vy, f# checks the
value of the guard b. As a result, synchronous and asynchronous composition coincide for
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fa and fZ, but not for f, and f}. In f}, the choice of y requires some knowledge on the
absence of a. This information that is not available for asynchronous composition.

fo = 14(alb(t))+b(ff)

fy = 1+(alz)+y

fo = 140)|2)+0(f) | y)

Example 17 (isochrony and mobility) Similarly, consider the assembly of the pea

and Poase, Processes using synchronous composition (example 6) and asynchronous com-
position.

P ( 1 — i, - ... )
e is1 — Sl(tg, 82) A
ity — 1y — 14, — 1t —
Foaser Tty — 'tQ — z"tz — Z:tz —
; s1(ta, 89) — i5, — is, = iy —
isy — i, — So(t1,81) — i5, —

Whereas the synchronous composition can rely on the internal observation of the simulta-
neous presence or absence of the messages t; and s, to merge the reactions sy| sy (sharing
t1) and s.|ss (sharing s1), the asynchronous composition cannot. Hence, the deployment
Of Pear aNd Ppase, denoted by Dear || Poase, Misses a semantical equivalence with Pear | Poase;
by allowing, e.g. the car to await the switch s; while the base emits a talk t;.

e, = (03 e D)

- ... Sz(tl,sl) —

4.2. Hierarchic transition systems

In the aim of constructing decision procedures to check the formal properties of sec-
tion 4.1, we establish the existence of a canonical hierarchic normal form for synchronous
pre-order transition systems in the presence of mobility.

4.2.1. Disjunctive normal forms
The disjunctive normal form D of a SPOTS f is obtained by the function D[.] (fig. 20).

D := 3%Z.VY9.(doDins) | D+D’ (disjunction)

The recursive flattening function D[.] is defined by induction on the structure of a fam-
ily f. It consists of the replacement of synchronous compositions of messages in f by
redundant combination or unions s U s’ of messages. We use an abstraction 5 of the
composability relation > which checks the presence or absence of messages at given port
names. The definability of s|s' from s U s’ is obtained by unifying (e.g. uo = u'c) vari-
ables carried by the redundant messages of s and s’ (e.g. z(u) C s and z(u') C §') and
by introducing guards (e.g. a(v = ¢)) to implement the composability relation > (e.g.
z(c) |z(v)).

The construction of the disjunctive normal form makes use of the extensions of union
and intersection of pre-orders to processes.

(dofinp)U(do f'inp')=dof|flinpUyp (dofinp)N(do f'inp')=pnyp'
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D[f+/f'] D[f]+D[f"]
D[Vu.f] = Vu.D[f]
D[3z.f] = 3z2.D[f]
Dldo finp] = doD[f]inD[p]

V&.dj.do D’ ins'CDf'] | ss'
DIfIf] = 1+ > V4,w.3%,j.(do D[D | D'] inU[s, 5'])
V45.dz.doDin sCD[f]
where s<is' < (lefve(f)Nive(f') & (I €tva(s) & 1 € fvy(s)))
Uls,s'] = G[(s|s)o] where Vl( ), 1(v") C (s,8"),v # v =03 [v/V]
VI(v),l(u) C (s,8),v#u= 0> [l(v)|a(v=u)/l(u)]
I(u)Cs

Gls] = s|(J] av=i=u=u))

v(u)Cs

Figure 20. Construction of the disjunctive normal form

We state the following property on the equivalence between a family f and its disjunctive
normal form Dy.

Property 4 For allp, p~ D,
PROOF. Appendix F.

Example 18 (disjunction) For instance, using flattening D[.] and unification U].]
yields the disjunctive normal form of the process runl, (similar to run2, in example 7). It
15 defined by a choice between two reactions s, and sy.

frumw =~ 7 4+ Vb.(runl™(b);runl(=b) |tick la(b=1)) : Sa
4+ Vb.(runl™(b);runl(—bd) |tick;out2 |a(b= ff)) : Sp

4.2.2. The hierarchic normal form

of a family f is obtained by restructuring f so as to recursively identify messages (e.g. p)
upon which actions are triggered (e.g. T') and choices decided (e.g. T+T"). This amounts
to representing f as a forest F' of trees 7.

Example 19 (hierarchy) Let us reconsider the DNF of the process runl (example 18).
The idea behind the notion of hierarchy is to do the opposite of the DNF. Instead of
enumerating every pattern of reaction, the construction of the HNF proceeds in factorizing
as much patterns as possible. For instance, in the process runl, we can easily observe
that the pattern (runl™(b);runl(—d)|tick) is common to all reactions. We will call it the
700t Of fmodulo2- Then given that root, the idea is to inductively decompose the rest of
the specification. We have either b =1t or tickjout2 when b = ff (remember that we are
considering pre-orders, hence tick;out2 “minus” tick should still mean tickjout2). This
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forms the hierarchic normal form of the process runl which will be represented using a
factorization relation:

( run1=(b);runl(-b) |tick )
frunl ~ Vb \%
((a(b=1t))+ (a(b = ff)|tick;out2) )

The hierarchic normal form H; of a family f consists of a disjunction of trees T, a
so-called forest F'. By construction, the nodes of a forest F' are non-empty pre-orders s.
By construction, all definitions do F'in s appear at the leaves of a hierarchy. For s a node
of a tree, the relation “tree T' is child of s” is written s >T. Similarly, for F' a forest, we
write s> F' provided that F is the disjunction of all trees 7. We write 7 = s for the root
of a tree T of the form s> F or s. We write 01" = F for the branches of a tree T of the
form s> F.

F = T | F+F' (forest) T == doFins|3Z.Vi.(s> F) (tree)

4.2.3. Factorization
The relation s> F' denotes a tree that share s and differ in all trees of F'.

sUp'=sUp
s>f=) slpe s=()sup AVPCfp= (] ¢
pCf pCf P’ C(sUp)

It is defined by the structuration of families f into interiors ; and boundaries a;.

r=J wnp =7

/ / o
PEf[p'#p P Cp | PUp'=p

4.2.4. Hierarchization

The hierarchization procedure is defined figure 21. Given the DNF Dy of a family f, it
first consists of reconstructing the pre-conditions making control explicit, by recursively
applying the pre-processing rules to every pre-order s of a DNF D: constraints of the form
[(v)|l'(v) are made explicit by I(v)|l'(v")|a(v = v")), variables v are related to locations
as v; and guards to sets of variables.

Example 20 (hierarchization) In the example 19, the HNF of runl was computed by
determining the 100t fum = (runl™(b);runl(notd) tick) of runl, and then its two branches
0sq, = a(b = ff) and 9s, = a(b = tt) | tick;out2 (notice that the pre-order tick;out2 “minus”
tick is not out2)

Hierarchization H[.] inductively applies to a family f and returns its hierarchic normal
form H; (after application of post-processing rules). The hierarchic normal form H; of a
family f satisfies:

Property 5 For all p, D, ~ H,

PROOF. Appendix G
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€ min s : Vo (s[l(v)|a(v = ¢)/l(c)])
pre-processing I'(v) € min s s Yw.(s[l'(w) |a(v = w) /' (v)])
Vi(v) C s|v ¢ fvy(predj,)(s))) : slui/v]
Va(e),a(e') C s|fvy(e) = fvy(e’): sla(e Ae’)/ale),a(e)]

induction  H [Z 5D Fs] = Z 5D SZZS 0s' > Fy

sCf o ST/

post-processing  s>s' =s|s IbF=F sp(s'>F)=(s|s)pF

Figure 21. Hierarchization of a family

4.3. Guarded hierarchies

We characterize the properties of endochrony and of isochrony in tems of the hierarchic
representation of SPOTS. A family f is endochronous if the choice of a reaction p in f is
determined by the values present at port along the successive nodes of H; that form p
and by the guards a(e) present at every branch of H;. We start by identifying the guards
of a hierarchy F'.

Definition 9 (guard) s is guarded iff Ja(e) C s. If s is guarded, then as(e) = Aye)cse
guards s and ar(e) = ag(e) guards T = s> F

Definition 10 (well-guarded hierarchy)
1. A hierarchy 1432 .Vv.s> F is well-guarded iff

(a) F is well-guarded w.r.t. s;
(b) all leaves of s> F are mutually guarded.

2. A forest Y1 | s;> F; is well-guarded w.r.t. s iff
(a) the path s defines the guard (ag,(e;))i i.e. Vi, fvy(e;) C fvy(s)
(b) the guards (as,(e;)), are exclusive i.e.
V(i,7), Vivy(e;) Utvy(e;), ((ei Aej) & i =)
(c) the forests F; are well-guarded w.r.t. s|s;, for all i.

3. Aleafdo Fins' of T is well-guarded w.r.t. s iff

(a) F and s' are well-guarded w.r.t. s;

(b) F and T are mutually-guarded.
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Property (1a) summarizes the criteria for checking a given hierarchy F' well-guarded.
Property (1b) requires all dynamic definitions of F' to be mutually-guarded. Property
(2a) states that the guard of every node s; in the hierarchy should be defined by the
variables accessible from the path s. Property (2b) requires all assertions (e;)?_; to be
mutually exclusive. This property reduces to a satisfaction problem when the variables
fvy(e;), are defined over finite domains (e.g. B or Z/nZ,n < w) and when the number of
dynamically allocatable ports is finite (by considering, e.g., finite existential quantification,
defined section 5). Otherwise, one may resource to abstract interpretation (as, e.g., in [6]),
to statically check exclusion. Property (2c) and (3a) are induction hypothesis. Property
(3b) requires the activation of every dynamic definition F of a hierarchy 7" to be guarded.

Example 21 (endochrony) Let us recall the definition of fear from our introductory
example. In light of the above analysis, we easily observe that it is not endochronous: the
choice of awaiting t or s is not guarded. Note that the base presents the same pathology.

Hear = 14V, 1,8, 8" (car (¢, s) b ((t5car(t, 5))+(s(t', s")scar (¥, 8))))

The isochrony of a pair of well-guarded families f and f is checked by considering a
criterion of mutual guardedness. This criterion consists of observing the assertions which
guard the presence of messages along ports shared by the families f and f. We note P a
path in a hierarchy and say that P is a path of s> F' (resp. F4+F") iff P = s| P’ and P’
is a path of F' (resp. P is a path of either F' or F’). We note ap(e) the guard of a path
P in a hierarchy.

Definition 11 (mutually guarded hierarchies) The well-guarded hierarchies (H;)™,,
of the form 143,06, T;, of leaves (do FFinsk)ii are mutually guarded iff, for all
1=1,n and j #1,

1. Let (Pk)i:i two paths of T; and T; of guards ap,(ey). For allk =1i,j and k' # k
(a) VI € tv (T;) Ntve(T5),
l(u) C P, A (V' 1(u') & Py) = Vivy(er) Ufvy(er ), —(ex A exr)
(b) Yo(u) € P,V € fvp(Ti)\fve(Pr), Vivy(er) U fvy(er), 7((v = 1) A e A egr)

2. F* and F;Cj are mutually guarded.

2

2

3. FF and T; are mutually guarded.

Example 22 (mutually-guarded hierarchies) For instance, reconsider the example 16.
The hierarchies of f, and f, are not mutually-guarded because the simultaneous presence
of a in f, (quard a(v, = tt)) and its absence in fy (not guarded i.e. a(tt)) are not exclusive.
Conversally, the hierarchies of f, and f. are mutually guarded.
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4.4. Formal property
From the definition of well-guarded and mutually-guarded hierarchies, we obtain means
for checking the properties of endochrony and isochrony.

Theorem 4 (endochrony) If H; is well-guarded then f is endochronous.

PROOF. Appendix H.

Note that relaxing the property (3a) of definition 10 as ”F is well-guarded” and ”s’
is well-guarded w.r.t. s” preserves the isochrony of the process p i.e. for all m > 0,
pe>"do ([[;_, fi)int yields isochronous (f;)",. Also note that the property (1b) allows
to a implement a dynamically created process f (e.g. do fyin (do fint)) as an asynchronous
thread (i.e. (do foint) || (do fint) by ensuring that f| fo~.f | fo)-

Example 23 (enforcing endochrony) We are now equipped with an powerful instru-
mentation to diagnose the pathology outlined in the example 4. One thing that can be easily
observed is that the process modulo2 does not have an endochronous SPOTS, because the
HNF of fmodulo2 S Stmply not a tree: the events startl, stopl of are not synchronized w.r.t.
tick. It is hence a forest of the form:

fmodulo2 = 1+Hn1  +  (startl |modulo2™ (sleepl);modulo2(runl))
+ (stopl|modulo2™ (runl);modulo2(sleepl))

A solution consists of introducing an activation message tick2 which is sent to modulo2
in order to tell it whether to start, count or stop.

modulo2
tick2=stop1

Y1

sleepl

tick2=start1

The tick2 message defines the root of fl quex aNd each transition can be hierarchized
with respect to a guard on the value carried by that message.

Jrooduloz = 14 (modulo2™ (sleepl);modulo2(runl) |tick2(startl))
+(modulo2™ (runl) ;modulo2(sleepl) |tick2(stopl))
+(modulo2™ (runl) j;modulo2(runl) |tick2(count)| frun1)

Theorem 5 (isochrony) IfH; and H; are mutually-guarded then f and f' are isochronous.

PROOF. Appendix .

Example 24 (endochrony and mobility) An endochronous H.,, can systematically

be obtained (figure 22) by, e.g., letting the port switch be of option type (i.e. some(talk, switch)
or none). The non-deterministic choice between talk and switch is then guarded by the op-
tion type tag.
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(car™(t, s)|s(vs))

\

! _ !/ !
Hear = 14VE T, 5,8, 05 a(vs = none) n a(vs = some(t', s'))
| tscar(t, s) | s(vs);ear(t’, s
base; ™ (v;)
\Y,
( a(vi = ff) \
| alert;;base;(#)
a(v; = tt)
base, = L+Vi,s,0,0]. | give;(v]);switch, (v?)
\Y,
+ a(v} = none)
| talk;;base;(t)
a(vi = some(t', s")) )
\ + ( | base;(ff) )

Figure 22. Hierarchization of the mobile telephone specification

Example 25 (isochrony and dynamicity) Let us finally reconsider the connection be-
tween the car and its base in the introductory example (figure 22). From the above analy-
sis, the synchronous specification of the system can safely be deployed on an asynchronous
environment. The endochronous specifications fL,, and fl... both meet the criterion of
endochrony and they are isochronous:

! ! ! !
Hcar |Hbase20Hcar ” Hbase

Had we used the process clone of example 11 to let the system dynamically allocate bases
(and cars), we would then have obtained an endochronous system, thanks to the analysis
of definition 10 (property 3b). This definition ensures that a dynamically allocated base
can be activated as a separate (asynchronously composed) thread in the system, without
any loss of semantics.

5. Discussion

On the trade-off between mobility and dynamicity

As demonstrated by the examples 11 and 25, the mobility of port names incurs dynamic
allocation and the model of SPOTS naturally accommodate with this feature, thanks to
the generality of the properties of endochrony and of isochrony (theorems 4 and 5).

We shall however not conclude before an address on the trade-off between mobility and
dynamicity in the presence of finite resources. Reconsidering the original example of the
mobile telephone of [18], it is indeed a striking fact that its very first aim is to demonstrate
mobility, not dynamicity. Hence, a discrimination of either features deserves insight.
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The concern of determining resource bounds for asynchronous process calculi (and more
specifically the m-calculus) has been the subject of recent work [20], in which finite-state
systems can be isolated by program analysis. Such techniques could be adapted to SPOTS.

We opine that an alternative approach deserves a proposal by observing that, in the
design process of an embedded system, non-functional space requirements are usually
imposed before the design of the system even starts. For instance, the memory-size of a
mobile phone has serious impacts on the cost of its production, and it is often regarded
as a given. Hence, a pragmatic approach to the design of resource-bound embedded
systems usually consists of imposing bounds to dynamicity (without actually loosing the
benefits of mobility), the so-called process of dimensioning the system. Limitations to the
dynamic creation of names can be specified by considering a finite restriction of existential
quantification 3z € Z.f with |Z| < w (figure 23). This form implements the dimensioning
of a system by allowing to choose a reaction p C f iff a fresh x € ¥ can be allocated. It
makes it possible to pre-allocate every f; = flz;/x],i € [1,n] and then to activate one of
them each time the definition is invoked (pre-allocation is implemented by replacing the

boxed term by ([T, (a(n >19)]| fi))).

o (e (n)se(n = 1)) |
Az € (z;)i,.f = e (doVn. ( | (a(n < 0)+Ha(n > 0)[Faf ) in c(n))

N——

Figure 23. Finite existential quantification to scale dynamic allocation

In this setting, the problem of checking for bound-resources reduces to devicing a pro-
gram analysis (e.g. abstract interpretation techniques) in order to determine whether the
system may invoke a definition more than a suited number of times.

6. Conclusion

In conclusion, we have introduced a calculus allowing the synchronous modeling and
the asynchronous deployment of mobile system specifications. We have shown that the
expressivity of this calculus compares to the JOIN-calculus (asynchronous communica-
tion), to the FusiON-calculus (synchronous communication), and to synchronous stream
functions. The elementary structure of this calculus consists of pre-ordered transition
systems. We have shown that the technique of hierarchization, introduced in [27], seam-
lessly generalizes in the presence of mobility, providing formal connections between the
synchronous and asynchronous models of concurrency, in the presence of mobility.

Example 26 (conclusion) To summarize the results related to the introductory STAT-
ECHART exzample, we have solved the issues related to correct deployment: we now have
at our disposal the concepts and algorithms for equipping SPOTS with the hybrid syn-
chronous/asynchronous semantics suited to deployment, while preserving semantic equiv-
alence with the original, fully synchronous, specification.
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The STATECHART of figure 24 summarizes the construction of the solution developed
along all the examples. Its typical message sequence (on the right), outlines the intuition

behind the proposition that the composition of now meet the equivalence Hipier | Hooduloz =
tebiter | Hinoduloz- Each interaction in the system is correctly synchronized.

Furthermore, and unlike the brute-force distribution of the synchronous semantics de-
picted in the third message sequence of example 1, the property of isochrony alleviates the
need for a global synchronization of, e.g., modulo4 with the rest of the system.

tick¢ switch‘ ?out modulo2 arbiter modulo4
anloficD ] | start2 -
switch / tick2:=stop1 h switch/start2 | outi=tt/ out := 2 oo j
' L et | —
: L e > —
[tick2:=count - ' o oua-- 7—|
1
p/ tick2:=start1 switch/stop2 E out2/out := 4 =
A ! i
Yy | L=
modulo2 -
tick2=stop1
- —
tick2=start1

Figure 24. Hierarchization of the arbiter specification
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A. Proof of theorem 1
The proof proceeds by making some observations on the structure of the translation.
Lemma 1 P =* P' & o([P]ys) = o([P']s)

Proof of lemma 1 Let P and P' be terms of the grammar of processes which are equiv-
alent for the transitive closure =* of the relation =. Possible re-arrangements P =* P’
(modulo alpha-renaming of bound names) are

—_

P|0 =* P
def D|1inP =* defDinP
PP, = B|P
(P | B) | Py =" P[(P]Ps)
def D, | DyinP =* def Dy |D,inP
def (D, | Dy) | Dyin P =* def Dy |(Dy|Ds)in P
def Dyindef Dyin P =* def Dy | Dyin P
def DinP =* def DinP' (P =" P')

o~ o~ o~ o~~~ o~ o~ —~
N O Ot = W N
O — — O — O ~—

oo

(1-6) yield [P]s = [P'] 7, hence o([P]7) = o([P'] 7) by definition of o.

(7) is by definition of the transition relation o(.),

o([def Dy indef Dy in P] ;)
= o(do [D1]sindo [Ds] 7 in [P] ) by definition of the translation

o(do (14+[D1]7) | (1+[D5] 7) in[P]7) by definition of the relation of.)
o(do (14+[D1] 7)+[Ds]7)in[P]7) since [D1] ;7 and [Ds] s interleave (9
o([def Dy | Dyin P] 7) by definition of the translation

(@) By construction and for i = 1,2 and with D; = (;-ZlJij > P/), the encoding of D;

s of the form

ng

[Dilz =Y (1717 11P/]7)

j=1

However, Vj,dv(J]) N dv(J}) = 0, by definition of the JOIN-calculus. Furthermore,
the encoding of each P} is of the form

[Pl =doflins!

where each sg consists of private scheduling ports k € K, which can only be trig-
gered one after the other. Hence, the transitions of 1+[D1]7)|(14+[D2]s) and
o(14+[D1]) 74+[D2] 7 correspond:

o(1+[D1]7) | (1+[D2] 7) = o(1+[D1] 7 +[D2] 7)
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(8) is proved by induction. From the premise P =* P’ follows the hypothesis o([P] ) =
o([P']7) and, by definition of the transition relation o(.), the result that

o([def Din P] ;) = o([def Din P'] 7)

Lemma 2 P — P' & [P]go=*do fint A[P']7 =do f+f'in maxt
We write maxt for [;,)cmaxs {(%)-

Proof of lemma 2 The structural equivalence relation =* implies that every process P
admits a representation def Din J and allows us to reformulate rule (red) as:

def (Do | (J > P))in(Jo| (Jo)) — def (Do|(Jr>P))in(Jy|(Po))
=* def (Dy| D' | (Jr>P))in(Jy|J") (9)
where (Po) =* def D'inJ’

From (9) it is hence sufficient to prove that
def J 1> (def D'in J')inJo —=* def D'oc|J > (def D'inJ")inJ'o (10)
iff
[def J > (def D'inJ")inJo]; o=* dofint
[def D'o | J > (def D'inJ")inJ'o]; = dof+fin maxt
Let Jo = | x;(u;). From (10) and by definition of the translation,

=1,n

[Jo]; = 3=""(do(1 Z(Hi_(#);ﬁi(ﬁ)I((afz'(ui)))))inHI(Hﬁi(#))) (11)

{(zi{u))) = =7 (some(u;));x;(none) ) (12)
From (11-12) and by definition of o(.), there ezists

do finty € o"([def J > (def D'in J")in Jo] 7) (13)
such that
x;(some(u;)) € maxty,Vi=1,n (14)

From (10) and by definition of the translation,

[7 > (def D'inJ")] 7 = EIK.V(U,—)?:I.(H z; (some(u;));z;(none) | [def D'in J'] 7) (15)

i=1
From (14-15) and by definition of e°,

[Jo asJ]s e [Jo as Pl (16)
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From (16) and (13-14) and by definition of o(.),

do fin(tyo ([Jo > (def D'oin J'0)];)) € o™+([def J > (def D'in J")in Jo];)
From (17) and the equivalence rule for definitions

do findo1+[D'o]sintyo ([Jo]s|[J'0]s) € o™ '[def J > (def D'inJ")inJo] s
From (18) and by the lemma 1

o(do f+[D'c]sintyo ([Jo]s|[J'c]s)) C o"*[def J > (def D'inJ")in o],

which proves the lemma with t =ty o ([Jo]s|[J o] 7)-

Theorem 1 P ~; P' & [P)s=.[P'] s

Proof of theorem 1 From lemma 1

P <" P' & o([Ply) = o(IP'],)

From the lemma 2,

P—Qlz(u)y & [P]so=*dofint A[Q]|xz(u)]s =do f4f'in maxt
From (22) and by definition of asynchronous observation

Q| z{u)] 7y x(some(u))Vz & K,Vu € D,

From (23) and by definition of weak barbed observation

Plz(u) & [P]sz(some(u)), Ve ¢ K,Vu € D,

(21)

(22)

(23)

(24)

By definition of the weak-barbed bisimulation ~; (the observational congruence [10]),

~7Q & Plzx=Qlz
AN P>"P=(Q—-"QANP =~;Q")
A def DinP ~; def DinQ

and by definition of asynchronous bisimulation =,

r1Ror2 = ((r1o=71] = (roo="ry, PIRry)) A (Pl z(u) = rodz(u)))
full-abstraction of [_] s follows from (21) and (24),

Prg P& [Plg~.[P]s
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B. Proof of theorem 2
The proof consists of lemmas 3, 4 and 5
Lemma 3 P = Q < o[P]% = o[Q]%. Vs

Proof of lemma 3 The structural equivalence relation = is defined by

(v)0 = 0 [u=wu]P = P Pl(v)Q = (v)(P|Q)
(v)(w)P = (w)(v)P (vYMP = M(v)P P = P|IP
The left-hand side term of each aziom yields the following translation
[(v)0]5 = [Vu1]% = [1]% = [0
[(W)(w)P]F = Vv, w.[P]x = VYw,v.[P]% = [(w)(v) P
[0)MPL = vo [P S[@PET =ML (g ()
[P[()Q]F = [Pl=|Vv.[Q]F = Vo.([PI5[[Q1F) =[)(P|Q)]F (v¢iv(P))
offu = Pl = o[PIz""" =o[PIE" =[Pl
oIPly = oldol+[Plgin[Ply) = o[P|1P]5

which proves the lemma.
Lemma 4 P — P'|z(u) = 3(¢,7), [P]rd z(u, 1, 7)

Proof of lemma 4 The proof is by induction on the derivation tree. The reduction rules
— are defined by

P — P ( ) P — P ( )
PlQoPQ ‘ ()P — ()P ’
P=Q Q—->Q Q=P (@)(Ma:(u) | M’f(u’) | P) — Po (d)
. (b)
— P

(a) By hypothesis

P — P'|z(u)
y (25)
PlQ—Plz(u)|Q
By induction hypothesis on P
P — P'|z(u) = 3(¢,7), [Pl 2(u, 1,7) (26)

By definition of the translation
[PIRIF = [PIxIQlF (27)
From (27-26), since [Q]F can be silent

3, 1), [Pl QL7 $(u, 1,7) (28)
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(b)

(d)

By hypothesus,

P=Q Q-Q|z(u) Q=F
P — P'|x(u)

By induction hypothesis on Q)
(e, 7), [QlF Y (u, 1, 7)

From (29) and by the lemma 3,
o[Plr = o[Q] > A 0[Pl = o[Q]
From (30-31) the result

(e, 7), [Plrda(u,,7)

By hypothesis

pP— P
(v)P — (v)P'

By induction hypothesis on P,

(e, 7), [Plrda(u,,7)

By definition of the translation
[(v) Pl = Vo.[P]

From (34) and by definition of o(.),
Al(¢, 7), Vu.[P] £ 2(u, ¢, 7)

Hence the result

(¢, 7), [(v) P 7 Y 2(u, ¢, 7)

By hypothesus,

(0)(Mz(u) | M'Z(u') | P) = Po = P'| y(t)

(29)

(30)

(31)

(33)

(38)
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where o satisfies uoc = v'o, Mo, M'oc,imo N©v = (),dom o = ©. By definition of the
translation,

[(@)(Ma(u) | MZ(u) | P)]F = (39)

Ak.(do 1+(Fe.Vi.z(u, ¢, 7) |a(M) |~ (&);x(ff)) ink(t))
= V7. h EI;].](do 1+ (Ve.Toz(u,0,7) |a(M") | k= (tt);c(ff)) in k(1))

Choosing o and fresh k1, ko yields the transition

o[(D)(Mz(u) | M'T(w') | P)]x > dol4(Je.Vi..x(u,t,7) |y (t);k1(ff))inrky () (40)
| dol4(Ve.3t.x(u,t,7)| Ky (#)562(ff)) in Ko (tt)
| [Polz

Choosing fresh 1,7 yields the transition

*[(#)(Maz(u) | M'Z() | P)]F 3 x(u,1,7) | [Po]# (41)
From (38), (41) and by lemma 3

O*[(0)(Ma(u) | M'T(d) | P)lF 2 [P'|y()] = (42)
From (42) and by definition of the translation

(e, 7), [(0)(Ma(u) | M'Z() | P)[ 74 y(t, 0, 7)

Lemma 5 Vz ¢ K,3!(¢,7), [Pl z(u,t,7) = P —* P'|z(u)

Proof of lemma 5 By lemma 8, the proof reduces to a case analysis on reducible terms
of the form (a-d)

(a) By hypothesis

E”(L,Z), IIP| Q]]]:‘U‘x(ua L’Z) (43)
From (43) and by definition of the translation
El!(l’az)a([[P]]}'l [[Q]]}')U’x(ua L,Z) (44)

From (44), assuming that [Q]F is silent (we would be in case (d) otherwise) and by
induction hypothesis

P —* P'|x(u) (45)
From (45) and rule (a)

PlQ— P'lax(u)|Q
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(b)

(c)

By hypothesis

(e, 7), [Pl a(u, ., ) AP =Q (46)
From (46) and by lemma 3

o[P] = [Ql~ (47)
From (46), (47) and by definition of |

(e, 7), [Q) 7 Y x(u, 1,7) (48)
From (48) and by induction hypothesis on Q

Q=" Q'|z(u) (49)
From (49) and by rule (b)

P —" Q' |x(u)

By hypothesis

(¢, 7), [(v)P] b 2(u, ¢, T) (50)
From (50) and by definition of the translation

(e, 7), (Y. [P]F)dz(u,,7) (51)

From (51) and assuming that observing x(u) does not require binding v (otherwise,
we would be in case (d)),

(e, 7), [P]rlx(u,t,7) (52)
From (52) and by induction hypothesis on P

P —* P'|z(u) (53)
From (58) and by rule (c)

()P =" (v)P" | z(u)
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(d) By hypothesis

(e, 1), [(@)(Ma(u) | M'Z() | P)]rly(t, 1y, 1) (54)
where x # y and o satisfies uc = v'o, Mo, M'c,imoc N v = (,domo = 9. By
definition of the translation,

[(@)(Mz(u) | M'Z(u) | P)]F = (55)

ﬂ /i]](do 14+ (Ve.Trx(u,0,7) |a(M") | k= (tt);6(ff)) in k(1))

Choosing o and fresh k1, ke yields the transition

o ( k. (do1+(3 LVM( t,0) [a(M) |~ (#);5(ff)) in k() )

|=|

o[(#)(Ma(u) | M'T(W') | P)lr > dol4(3eVia(u, 1) sy () (ff))ins(t) (56)
| dol+(Ve.3r.a(u, 0,7) | K (#)5k(fF)) in ia(t)
| [Po]r
Choosing fresh 1,7 yields the transition
?[(0)(Ma(u) | M'T(d') | P)]# 3 2(u,1,7) | [Polx (57)
From (54), (57) and by definition of |,
N, 7), [Po]rdy(t, 1y, 1) (58)
From (58) and by induction hypothesis
Po —* P'|y(t) (59)
From (54) and (59)

(@) (Mz(u) | M'Z(u') | P) =" P y(t)

Theorem 2 Vx ¢ K,Vu € D, P z(u) < (1, 7), [P]rV2(u,t,7)
Proof of theorem 2 From the lemma 3, 4 and 5, it follows
Vo & K,Vu € Dy, Plz(u) & 3, 7), [Plrdx(u,,7)

which proves the theorem.
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Ez—>"2'Fz "1
E F constv =Y constwv

E I constv —"! constv

EFS - S EFS, =" 8,
E I extend S; Sy —V1("2) extend S S,

EF S5 —"MS, EES-ms)
E |- extend S; Sy —"! extend S} S%

Et S -t S EFRS;—" 8, EFS;—n g
E I merge S1 S S3 —"2 merge S1 S5 S%

Er S =T 8 ErS, "8, EbF 83— 8]
E I~ merge S1 S S3 =3 merge S S5 S

Eb S - S Eb S-S, ERS;—nlg)

E - merge S1 S5 S3 —"! merge S S5 S%

EF S5 ="M, EES s
E I~ when S Sy =" when S} S,

EFS —t S EF S-S,
E F when §; Sy —"> when 57 S,

ErFS =78 EFS =g,
E +- when S; Sy =" when S/ S,

EF 5 - Sh
E - prewvy Sy =" prewv; S

Et Sy > 8
E+ prev; Sy =" prews S

Exz—™z+-S—>vS

EF \z.8 =200 A\, Az’ S

ErFS—"S"  (zscalar®)
EF \p.S =220 \g. 8

B S-S, EFS—" S,
E - 81(S2) —*12) (5] (v2))(S3)

EF S =" 87 (Ss scalar)
E F 81(S2) —v1(52) §1(Sy)

Ez—% g8 —=v8

E I recz.S =™ rec 2’ .S [rec £,.0 /2,

Figure 25. Operational semantics of synchronous stream functions [8]
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C. Proof of theorem 3

The proof is a mechanical induction on the structure of the derivation tree. For each
case analysis, the proof of the theorem is decomposed into the lemma 6 and 7.

Lemma 6 (6a) S =" 5" = ([S]s){ (k(2) |z(w)) A ([v])dr(w))
(6b) S =" S" = (Ir € o([S]x), k(z) Cr A (Vu,z(u) Z 7))

Proof of lemma 6 We detail the case analysis for expressions of the form recx.S, Ax.S,
S(S") and pre S S'. The analysis of the cases of merge, when expressions use the same
proof technique than that for pre; the case of extend combines the techniques for pre and
S(S"); the case of const that of rec and the case of = is trivial.

1. Case of recz.S

By hypothesis,

Eox—-™a2FS S

E b recx.S —"®? recx’.S'[rec x,.v/ 2]

(60)

From (60) and by induction hypothesis

3z, u, ([STe) 4 (6(2) [2(u)) A ([v]5) L £(w)) (61)

From (61) and by definition of the translation
Az, zy, u, (Jrec 2,.0] ) L (K(xy) |2 (w)) A (Jrec 2.5]) 4 (k(x) | 2(w))

2. Case of \z.S By hypothesis,

Ex—%a2'FS S8 Er-S—vs
EF X\x.S =2 \g, M!S EF xS =20 \g.8’

(x scalar) (62)

From (62) and by induction hypothesis
Az, u, ([STe) 4 (s(2) [2(u) A ([v]e) 4 £(u)) (63)
From (63) and by definition of the translation

af, g, h, [Axv] b k() A [Axy 0] d £(g) A [A2.S]d & (R)

3. Case of S(S') By hypothesis,

EFS =" S EFS,—» 8, EFS =" 8
E+ 51(52) _>v1(v2) (Si(vg))(Sé) FF 51(52) _)1)1(5'2) 81(52)

(Sy scalaffjd)
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From (64) and by induction hypothesis on S o

By hypothesis, vi = Az.v] and v = v1(vy) = vi[va/x]. In particular, from (65) and
by definition of the translation,

[l = Vo,&".(ui(2, ") [[v]er) [ £(u1)
[S1(S2)le = [Sils [[Salss | (K1 (un)5u1(ug, k) < Ka(uz))
[vi(v)le = [vils, [Tv2ls, | (51 (u1)501(u2, &) = Ko(usg)) (66)

From (66) and the definition of observation,

[S1(S2)] w4 £:(u) A [or(v2)]wd £ ()

. Case of pre SS' By hypothesis,

EF Sy " S ) EF Sy =" S)
0 a
E + prev; Sy =" prev; S} E - prev; Sy —" pre vy S}

(b) (67)

By definition of the translation

[pre vi Ss], = Az, 2z, Ka. (68)

p

A

~

([S2les | (do 1 (o)™ | ()T 90, w.((rea)” | 22 (w)sz(v) | () 2)in [11]-)
From (67a) and by induction hypothesis on Sy
Ar € o([Se]x, ), k2(y) S 7 A (Vu, y(u) £ 7) (69)

By definition of the translation (68), since ky(y) is observable but not y(u) (69),
the only choice of p is to trigger p' = (ko)™ | (kN to match ky(y) present and y
absent. Since that p' is concatenable to [S1],. (because it does not use zx), we have

Ir € o([pre vy Sa]x), k(x) C r A (Vu,z(u) £ r)
From (67b) and by induction hypothesis on Sy
[So]ry) 4 (Ko (@2) [2(u2)) A ([v]wy) | 5 (u2)) (70)
From (67b) and by induction hypothesis on v,
[v1] ke, 4 1 (1) (71)

By definition of the translation (68), since rky(x9) and x9(uy) are now observable
(69), p must now trigger p" = (rka))* | za~ (uy)32a(ug) | (&) to match ko(xs) and
x9(ug). Since that p" is concatenable to [v1]., and from (71), we obtain

[pre v1 So) 4 (k(x) |2 (u1)) A ([oa]w) 4 £/ (us))
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Lemma 7

(7a) ([STx) 4 (k(z) [2(u) A ([v]) L 6(u)) = S =" 5"
(70) 3r € o([S],), k(z) Cr A (Vu,z(u)  7) = S =" 5’

Proof of lemma 7 The proof method is identical to that of lemma 6. We detail the case
analysis for rec stream definition and for delay pre.

1. Case of recz.S By hypothesis,

[rec z,.v] s 4 (K(2y) |20 (u)) A Jrec x.S] ) (k(x) | 2(u)) (72)
From (72), this requires that
[STxd (&(2) |z(w)) A [v]ed r(u)) (73)

From (73) and by induction hypothesis: S —¥ S'. With fresh x, and ' in x —% '
and by definition of the relation ——,

rec ,.v

recx.S — rec 2’.S'[rec z,.v/x,]

2. Case of prev; Sy By definition of the translation,

[[pre U1 S2]ln = (74)

Az, 22, 3. ([Sa]r, | (do 1 +((ra)™ | (5"
+Vo, w.((k2)" [ 227 (w)sza(v) [ {£)7)in [v1]:2))

There are two cases (15) and (76)

dr € o([prevy So]x), k(x) Cr A (Vu,z(u) € r) (75)
[pre v1 Sol L (s(x) |2 (ur)) A ([or]w) L5/ (ua)) (76)

From (75) and by definition of the translation, ({k2)™"| (&)™) is the only possible
transition since x was not observed. Hence,

Ar € o([Sa]x,), k2(x) Cr A Vu,z(u) € r) (77)
By induction hypothesis on Sy, Sy ="' S and, by definition of the relation ——,
pre v; Sy ="' prew; S}

From (76) and by definition of the translation, the only possible transition is {ka)"? |
zx™ (ur)szx(ug) | {k)2) since x was observed. Hence,

[Se]ny 4 (12(2) | 22(u2)) A ([v2]ey) K5 (u2)) (78)

From (78) and by induction hypothesis on Sy, Se —"2 S) and by definition of the
relation ——,

pre v; So —"! pre vy Sy
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Theorem 3 (3a) S =Y S" & ([S])d ((z) |z(u)) A ([v]e) L K(u))
(3b) S =" S' & (Fr € o([S]k), k(z) C 7 A (Vu,2(u) Z 1))

Proof of theorem 3 Lemma 6 and 7 prove the theorem 3. In addition, one may note
that the translation preserves the transitions implemented by the relation ——, which
means namely that, if S — S’ then the transitions o([S'].) are contained in o*([S],).

D. Proof of property 1
Property 1 Vp,p', (p=p') = (p = p').

Proof of property 1 By hypothesis, let p and p' be such that p = p’'. By induction on
the structure of p, either p = s = p' (hence p ~ p' because no transition is possible) or
p=dofins (resp. p =do f'ins) and f = f'. By definition of (set-theoretical) equality,
we then have that p" T f iff p”" T f'. Hence, by definition of concatenation, r € ep iff
r € op'. Thus, by definition, p ~ p'.

E. Proof of properties 2 and 3

Property 2 Synchronous bisimulation = is a congruence:
(a) = is stable under substitution, i.e. ri & r9 = (r1[u'/u] = rofu'/u))
(b) = is an equivalence relation
(c) for all ryri,re and f, r1 = ro implies

(1) ri|r = ro|r
(2) Azx.ry = Jx.ry
(3) do finry &~ do finry

Proof of property 2 The proof uses a representation of the properties (a,...c3) in
terms of the inductive relations (R;)ic{ab,c1,co,c5) defined by

Vi € {a, b, C1, Co, 03}, Rz = lpr:Z ~

as a result of the monotonic operators (E)ie{a,b,qm,es} and defined by

Fo = MR(RUA{(r[u/u],ro[u'/u]) |11 RT2})

Fo = AR.(RU{(r1,7m2) |mRr ArRra})

Feo = AR(RUA{(r1|r,r2|7)[r1Rr2})

Feo, = AR(RU{(Fz.r,Az.19) | 11 R12})

Fes R.(RU{(do finry,Rdo finry) | r1Rra})

The proof consists of showing that the relations (R;)ic{ap,ci,cacs} SOlisfy the property of
(symmetric) synchronous bisimulations R (def. 4):

1 Rry = (r1 e51] = (ro @31, ATIRIL)) A (ridz(u) = rolz(u)) (79)
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To this end, we consider the series of relations (R} )n>o0 defined by

RY —

2

~ Y >0, RM = F(RD)

and show that the relations (Ri)iciap,e,carcs} Satisfy (79).

Vi € {a,b,c1,c9,c3}, R; = U R

n>0

For alli € {a,b,c1,co,c3}, the base case R is trivial, since R? == is a bisimulation. We
prove the inductive case by showing that,

Vi € {a,b,c1,cz,c3},Vn >0, (r) &7 AT RITY) = (ro @7, ATIRITINY) (80)

MRty = (ridxz(u) = relz(u)) (81)

By induction hypothesis, let n > 0 and i € {a,b,c1,co,c3} be such that ri Ry and let
71 &1 By case analysis, we show that ro 37 and v\ R r.

Case (a) Suppose that riR7ry for which condition (80) holds, consider a name
u' and write o (resp. 07') for [u'/u] (resp. [u/u']). By hypothesis, assume that
rio &1, We have:

1

TioesT] = T3 0T (82)
= 1 esrhR(rio™h) (83)
= 790 e3TH0 (84)
= ro0 ey R (85)

Steps (82) and (84) involve a syntactic reasoning with o, step (83) is by induction
hypothesis, (85) is the conclusion. We have shown that there exists ro o1l = rlio
s.t. PRI,

It remains to show that rio | x(u")o = 0 | x(u")o. By induction hypothesis
1Ry, This requires that m | x(u") = 1o L x(u”). The result is immediate since
o(u) =u'.

Case (b) Reflexivity and symmetry are obvious. We only need to show that bisim-
ulation is transitive. By induction hypothesis, suppose that riRyre and let r e->77.
By definition of Ry, there exists v s.t. 1y Ryr and rRire. Hence,

T 0—)7”1 = r HT’RZ‘T’I
= roe>ry, Ry
= 7y o—)T'Q'RZHT'l

It remains to show that r1 L x(u) = 72 L x(u) from the hypothesis 1 Ryry. This is
immediate, since riRjry requires that rilx(u) = rlz(u) and riz(u) = rola(u).
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Case (cl) Let (r|7)e+r] and suppose that r\R} r2 by induction hypothesis. By
definition of R, we have ri}x(u) = 2l x(u). By definition of > on traces, syn-
chronous composition may only inhibit the composition of traces having mismatching
messages. Hence, for a given r, we naturally have that (r1|r)} x(u);(r2|7) | z(u)
from the hypothesis. Take the same r, then there exists rl s.t. (ro|r)esrh. By

.y ! pn+1,.1
definition of F.,, ri Ry 5.

Case (c2) Let (3z.71) &1} and suppose that 1R, o holds by induction hypothesis.
Let Jx.ro @1l then riREtrl since x can be instantiated by the same fresh name y
in both 1| and r}. By induction hypothesis, also suppose that r1 | x(u) = rolx(u).
For the same reason, we have (3z.r)z(u) = (Jz.re) L x(u).

Case (c3) Showing that riR2t'rY holds is done in an identical way to (c1) since,
for j = 1,2, the runs do finr; = do fin(do f;int;) have the same transitions than

Property 3 Asynchronous bisimulation ~, is a congruence

Proof of property 3 As the asynchronous transition relation o(.) is obtained from e(.)
by the remowval of instants S, property 3 is a direct corollary of property 2.

F. Proof of property 4

Property 4 Vp,p~ D,

Proof of property 4 The proof is by induction on the structure of p.

1. Case of p = p1+py (and identically for p =VYv.p', p=3z.p’ and p = dop;inpy)

By induction hypothesis,

Vi=1,2,p; D, (86)
From (86) and by transitivity of ~,

p1+p2 = Dp,+Dy, (87)
From (87) and by definition of D|.] and the property 1,

p= Dp1+;02 = Dpl +DIJ2

. Case of p = p; |ps By induction hypothesis,

Vi = 1, 2,p1 ~ Dpi (88)
By definition

VU~2.31‘~2.d0 Diin s ;'Dﬂ:pl]] | 515489
Dlp: |ps] = > Yo7 5327 5.(do D[Dy | Do] inUs1, 52]) (89)
VU~1 .3$~1 .doD1ins1CD[p1]



93

where

sll>?132 <~ (1’ € fV_;\g(pl) N fVX(pQ) <~ (SL’ € fVX(Sl) < T c fVX(SQ))) (90)
U[s1,s2] = G[(s1]s2)0 (91)
s.t. Vi), 1(v") C (s1,82),v £ v = 0 3 [v/V] (92)
VI(v),l(u) C (s1,82),v Zu =0 > [u/v] (93)

I(w')Cs
Glsl = s|(J] av=1=u=u)) (94)

v(u)Cs

From (89) and by induction hypothesis on all D, o,
D¥yi 3ot (01 12) <= PV 3.0, | Dy, 3,1, (95)
From (89) and by definition of U[.], it remains to show that every pre-order s chosen

from Yvi5.327 9.U[s1, s2] corresponds to a s from Vvi4.3279.(s1|52) modulo the
guards a(tt) C s" introduced by U[.] and removed by e(.).

This amounts to prove that the abstract composability relation 1 and the unification
function U[] implement the concrete composability relation <. Let us chose

s C Voi9.3279.(s1] s2)

By definition of synchronous composition, there exists

(sh C V;.37.5:)7,, 8, A sh A s = ) U sb,.

By definition of quantification, there exists

Vi =1,2,s;0; = s; A dom o; = U;;

The inspection of the definition of o in (92-93) shows that o, © o9 contains o i.e.

01009 =0 oo'. The inspection of the definition of G[] further shows that o' may
only be chosen in such a way to satisfy the guard of G[(s1|s2)o]o’. As a result,

Vs C (Yo12.3279.(s1] 82))3s" C (Vo1 0.327 2.U[s1,82]), s = s\ a(tt) (96)
From (95), (96) and by definition of the transition relation

p1|pe ~ Dy, 1ps
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G. Proof of property 5
Property 5 Vp,D, ~ H,

Proof of property 5 The proof is by induction on the structure of H,.
1. Case of H, = H,,+H,,
By induction hypothesis, Vi =1,2,D,, ~ H,, (a).
By definition, Dp,+Dp, = Hp, +H,, (b).
From (a-b) and by property 1, Dy, +D,, =~ Hy,+Hp,.
2. Case of H, =doFins
By induction hypothesis D ~ F (a).
From (a) and by definition of the transition relation, H, ~ D,.

T
~
3. Case of H, = s> F By induction hypothesis, D ~ F (a). By definition of the
relation 1>,
sUp’=sUp
s>F=Zs|p & 5= ﬂ(sUp) ANVpC F,p= m P (b)
pCF pCF p’'C(sUp)

From (a-b), D = F hence D ~ F from property 1

H. Proof of theorem 4
Theorem 4 If H, is well-guarded then p is endochronous.

Proof of theorem 4 The proof first requires a reformulation of the property of endochrony
amenable to an inductive proof. By definition 7, p is endochronous iff

Vr € o“p,dIr € o“p,r = (1), (97)

where r is unique up to silent transitions 1. We thus only consider silent-transitions-free
runs r. By definition of the transition relations o(.) and e(.), equation (97) holds iff

Vr € pr, El'(fz; 51’)1’207 r = do H fz in 0i>0 S; = To = do H fz in (.iZOS’i)o (98)

i>0 i>0

Equation (98) provides a unique decomposition of all traces r = do fint of p consisting

of
o a series of families (f;)i>o, available from the leaves of H,, s.t. f = Hizo fi

e a series of pre-orders (s;)i>0, whose asynchronous concatenation forms t, s.t.

Vi > 0,do fiins; C f* where f' = (Hfj)

j<i
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Showing that a well-guarded process p satisfies (98) amounts to proving the inductive
property (P(n))n>o,

Vn > 0,P(n): f* is well-guarded and 3''3!(do f,ins,) C f",t = (0;<nsi) ot

The base case P(0) is trivial and we prove the inductive case ¥Yn > 0,P(n) = P(n + 1).
Given n > 0 and, by induction hypothesis, P(n), this amounts to showing that P(n + 1)
holds true. By hypothests,

™ is well-guarded (99)
t= (Oisnsi) 9 tl (100)

Let H™ be the HNF of f™ and (do f,11inS,41) C H™. From (99) and the properties (3a)
and (3b) of the definition 10,

" = f"| fuy1 is well-guarded (101)

By definition of H", the pre-order s, 1 = H;nzl s is a path to fn41 in H™. From proper-
ty (2b) of definition 10 and at every branch j = 1,m s/ > (3,2, T7) of H" , the guards
ar(ex) of the T7 are mutually exclusive. Hence, all other guards than from s, i in H"
yield ff. Therefore, there erists a unique t" and s,,1 such that:

t = (oin415i) o t" (102)
From (101) and (102), P(n + 1) which proves the theorem.

I. Proof of theorem 5
Theorem 5 If (pj)gz1 are well and mutually gquarded then they are isochronous.

Proof of theorem 5 By definition 5, p* and p? are isochronous iff

o“pH| o“p* S o“(p"[p?) (103)
“(p'|p?) C o“p'|| 0¥ p (104)
The second inclusion (104) is straightforward: consider (r',;r?) € (e“p', e“p?) such that
ry 72 then (ry), > (r?), hence (r1), || (r?), € o“p' || o p?.
The proof of the first inequation (103) requires an inductive formulation similar to that
of theorem H.

V(! r?) € (o“p!,07p?), 3(r',1%) € (o¥p", o°p%), 7t [ 77 = (| 1%), (105)
By definition of the transition relations o(.) and e(.), equation (105) holds iff
Vj € {1,2},Vr7 € o“p! 3(f7, sD)iso, 7' |7° = || -y 5(do [] £ in (0i5057)) (106)
>0
= (] (do J] f7in(eiz05)))
j=12 >0 .
= 1),

Equation (106) provides a decomposition of the traces v7 = do f7int’ of p? consisting of
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e a series of families (fz-j)izo, available from the leaves of H,i, s.t. f = Hz’ZO ff

e q series of pre-orders (s )Z>0, whose asynchronous concatenation forms t/, s.t.

Vj,Vi > 0,do fij in sf C 799 where fU9 = (H f,g)

k<1

Showing that the well-guarded processes (p?); satisfy (106) amounts to proving the induc-
tive property (P(n))n>o0,

Vn > 0,P(n):Vj € {1,2}, O™ gre mutually guarded
I(do flinsh) T fUM, = (ei<ns]),
t, = (4,

||jt£L = (Hjt]ﬁ)o

The base case P(0) is trivial and we focuse on the inductive case Vn > 0, P(n) = P(n+1).
Given n > 0 and, by induction hypothesis, P(n), this amounts to showing that P(n + 1)
holds true. By hypothesis,

P(n) : f9 are mutually guarded (107)
tZL = (.iSnSg)’
tjn = (t-zl)o’

e = ([# (108)
J 0
Let HU™ be the HNF of fU™ and (do fI,,ins) ) C HY™. From (107) and the proper-
ties (2) and (3) of the definition 11,

ViVk #4,  f9™ and ng are mutually guarded (109)
O™ and fr.. are mutually guarded (110)

By definition of HY™, the pre-orders siH_l are instances taken from two pathes P’ 1 Of
HOUM . Let L = NyHUY | from property (1a-1b) of definition 11, the guards a(e n_|_1) of
Pl ares.t.:

“(Ajeh) = NiEve(sh)) =0 vV (Ajehy) = (=5 (Frelshen) N L)) (111)

Hence, from (108) and by definition of > with (111), we have
] n—|—1 - th—H

which, together with (109—110), proves P(n + 1) hence the theorem.



J. Notations

o7

ny 1 = @
| 1(u) ={u}nVy
|a(g(a)) ={uea}nVy
| psp' = fvp(p) Utvy(p)
| plp" =1vy(p) Uty (p)
| p+p" = 1tvy(p) Utvy(p)
| Yop  =fvp(p) \v
| 3zp  =1vy(p)
| do finp = fvy(f) Ufvy(p)
ng 1 == 0
[ (w) ={}NL
| a(g(@)) =0
|y =1ve(p) Utve(p')
| plp" =tve(p) Utve(p)
| ptp" =1tve(p) Utve(p')
| Vop  =tve(p)\v
| Jzp  =fve(p)\z
| do finp =fv.(f)Ufve(p)
fVX 1 = (Z]
| 1(u) ={Lu}nXx
|a(g(a)) ={ueu}n
| o’ =) Utva (')
|plp" = tva(p) Utva(p)
| p+p" = 1va(p) Utva(p)
| Vo.p  =1fvx(p)
| Jzp =fva(p)\ 2
| dofinp = fva(f) Ufva(p)

Figure 26. Free variables fvy(.), locations fv.(.) and ports fvy(.)
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constant

port

variable
names

label
expression
function
pre-order
process
family

silence
message
guard
sequence
composition
generalization
restriction

set of messages
transition relation
union
intersection
minima

_ predecessors

exclusion
composability
sum

product
well-formedness
synchronization
instant
synchronous trace
synchronous run
concatenability

Figure 27. Summary of notations
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L

L.

synchronous concatenation
synchronous transition
substitution

synchronous denotation
synchronous step
synchronous equivalence
synchronous observation
synchronous bisimulation
restriction

asynchronous process
asynchronous composition
asynchronous trace
asynchronous run
asynchronous concatenation
asynchronous transition
desynchronization
asynchronous denotation
asynchronous step
asynchronous equivalence
asynchronous observation
asynchronous bisimulation
DNF

HNF

forest

tree

interior

boundary

factorization

DNF algorithm
unification

guarding

hierarchization
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