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Abstract: On a case study, we present a new approach for verifying cryptographic
protocols, based on rewriting and on tree automata techniques. Protocols are operationally
described using Term Rewriting Systems and the initial set of communication requests is
described by a tree automaton. Starting from these two representations, we automatically
compute an over-approximation of the set of exchanged messages (also recognized by a tree
automaton). Then, proving classical properties like confidentiality or authentication can be
done by automatically showing that the intersection between the approximation and a set
of prohibited behaviors is the empty set. Furthermore, this method enjoys a simple and
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parties, an unbounded number of interleaved sessions, and a theoretical property ensuring
safeness of the approximation.
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Application de la réécriture & la vérification de
protocoles cryptographiques

Résumé : Sur un cas d’étude, nous montrons comment utiliser la réécriture et certaines
techniques d’automates d’arbres pour vérifier les protocoles cryptographiques. Le protocole
est décrit par un systéme de réécriture et ’ensemble des requétes de communication est décrit
par un automate d’arbre. A partir de ces deux représentations, nous calculons automatique-
ment une sur-approximation de 1’ensemble des messages échangés (également reconnu par
un automate d’arbre). Ensuite, pour prouver des propriétés classiques sur les protocoles
comme la confidentialité ou l'authentification, il suffit de montrer que l’intersection entre
P’approximation et un ensemble de comportement proscrits est vide. En outre, cette méthode
permet de décrire le travail de l'intrus de fagon simple et efficace, elle permet de considérer
un nombre quelconque de sessions et d’acteurs enfin, elle bénéficie d’une propriété théorique
qui garantit la streté de ’approximation.

Mots-clé :  Reéécriture, automates d’arbres, descendants, vérification de programmes,
protocoles cryptographiques
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4 Thomas Genet € Francis Klay

Introduction

In this paper, we present a new way of verifying cryptographic protocols. We do not aim here
at discovering attacks on the protocol but our goal is to prove that there is not any, which is
a more difficult problem. In practice, positive proofs of security properties on cryptographic
protocols are highly desirable results since they give a better guarantee on the reliability
of the protocol than any amount of passed tests. In [9], a decidable approximation of the
set of descendants (reachable terms) was presented. In this paper, we propose to apply
those theoretical results to the verification of cryptographic protocols. Our case study is the
Needham-Schroeder Public Key protocol [I9] (NSPK for short). We chose this particular
example for two reasons. First of all, this protocol is real but can be easily understood.
The second reason is that, in spite of its apparent simplicity and robustness, and in spite of
several verification attempts, this protocol designed in 1978 was proved insecure only in 1995
by G. Lowe [13] and in 1996 by C. Meadows [I7]. In particular, G. Lowe found a smart
attack invalidating the main security properties of the protocol. In this paper, we will use
the corrected version of the NSPK protocol also proposed by G. Lowe in [14].

Starting from a TRS representing the protocol and a tree automaton recognizing the
initial set of communication requests, we automatically compute a superset of the set of
exchanged messages by over-approximating the set of reachable terms. This model — also a
tree automaton — takes into account an unbounded number of parties, an unbounded number
of interleaved sessions as well as a powerful intruder activity description. For building
this model, we needed to extend the approximation technique of [9], initially designed to
approximate functional programs encoded by left-linear TRSs, to the more general class of
TRSs (possibly non left-linear) with associative and commutative symbols.

In section Ml we recall basic definitions of terms, term rewriting systems, and tree au-
tomata. In section Bl we recall the technique for approximating the set of descendants for
left-linear term rewriting systems and regular set of terms [9]. In section B, we shortly
present the Needham-Schroeder Public Key protocol, comment on its expected properties
and propose an encoding into a term rewriting system in section @l However, the term
rewriting system describing the NSPK is not left-linear, has Associative and Commutative
(AC for short) symbols and, consequently, is out of the scope of the basic approximation
technique of [9]. Thus, in section B, we show how to extend our technique to the case of non
left-linear and AC TRSs. We also describe the application of approximation to NSPK and
show how to prove confidentiality and authentication properties. Finally, in section B, we
conclude, compare with other approaches and present ongoing developments.

1 Preliminaries
We now introduce some notations and basic definitions. Comprehensive surveys can be

found in [7] for term rewriting systems, in [3] for tree automata and tree language theory,
and in [IT] for connections between regular tree languages and term rewriting systems.

INRIA



Rewriting for Cryptographic Protocol Verification 5

Terms, Substitutions, Rewriting systems

Let F be a finite set of symbols associated with an arity function, X be a countable set
of variables, 7 (F, X) the set of terms, and 7 (F) the set of ground terms (terms without
variables). Positions in a term are represented as sequences of integers. The set of positions
in a term ¢, denoted by Pos(t), is ordered by lexicographic ordering <. The empty sequence
e denotes the top-most position. If p € Pos(t), then t|, denotes the subterm of ¢ at position
p and t[s], denotes the term obtained by replacement of the subterm ¢|, at position p by
the term s. For any term s € T(F, X), we denote by Posx(s) the set of functional positions
in s, i.e. {p € Pos(s) | p # € and Root(s|,) € F} where Root(t) denotes the symbol at
position € in t. A ground conteztis a term of 7(F U {O}) with exactly one occurrence of O,
where O is a special constant not occurring in F. For any term ¢t € T (F), C[t] denotes the
term obtained after replacement of O by ¢ in the ground context C[]. The set of variables
of a term ¢ is denoted by Var(t). A term is linear if any variable of Var(t) has exactly one
occurrence in t. A substitution is a mapping ¢ from X" into 7 (F, X), which can uniquely
be extended to an endomorphism of 7(F, X). Its domain Dom(o) is {z € X | zo # z}.

A term rewriting system R is a set of rewrite rules | — r, where l,r € T(F,X),l € X,
and Var(l) D Var(r). A rewrite rule I — r is left-linear (resp. right-linear) if the left-hand
side (resp. right-hand side) of the rule is linear. A rule is linear if it is both left and right-
linear. A TRS R is linear (resp. left-linear, right-linear) if every rewrite rule [ — r of R is
linear (resp. left-linear, right-linear).

The relation —% induced by R is defined as follows: for any s,t € T(F,X), s - tif
there exist a rule I — r in R, a position p € Pos(s) and a substitution ¢ such that lo = s|,
and t = s[ro]p. The reflexive transitive closure of —% is denoted by —%. The set of R-
descendants of a set of ground terms FE is denoted by R*(E) and R*(E) = {t € T(F) | 3s €
E s.t. s =% t}.

Automata, Regular Tree Languages

Let Q be a finite set of symbols, with arity 0, called states. T(F U Q) is called the set of
configurations. A transition is a rewrite rule ¢ — ¢, where ¢ € T(FUQ) and g € Q. A
normalized transition is a transition ¢ — g where c = ¢’ € Q or ¢ = f(q1,--- ,qn), f € F,
ar(f) =n, and q1,... ,q, € Q. A bottom-up non-deterministic finite tree automaton (tree
automaton for short) is a quadruple A = (F,Q, Qf, A), where Q;y C Q and A is a set of
normalized transitions. A tree automaton is deterministic if there are no two rules with the
same right hand side. The rewriting relation induced by A is denoted either by —a or by
— 4. The tree language recognized by A is L(A) = {t € T(F) | Ig € Qf s.t. t =% q}. Fora
given g € Q, the tree language recognized by A and q is L(A,q) ={t € T(F) |t =% q}. A
tree language (or a set of terms) E is regular if there exists a bottom-up tree automaton .4
such that £(A) = E. The class of regular tree languages is closed under boolean operations
U,N,\, and inclusion is decidable. A OQ-substitution is a substitution ¢ : X — Q. Let
¥(9Q, X) be the set of Q-substitutions. For every transition, there exists an equivalent set
of normalized transitions. Normalization consists in decomposing a transition s — ¢, into a

RR n~ 3921



6 Thomas Genet € Francis Klay

set Norm(s — q) of normalized transitions. The method consists in abstracting subterms
s’ of s s.t. s’ & Q by states of Q. We first define the abstraction function as follows:

Definition 1 Let F be a set of symbols, and Q a set of states. For a given configuration
s € T(FUQ)\ Q, an abstraction of s is a mapping a:

a:{slp|p€Posr(s)} — Q

The mapping « is extended on T (F U Q) by defining o as identity on Q, i.e. Vg € Q :
a(q) =q.

Definition 2 Let F be a set of symbols, Q a set of states, s — q a transition s.t. s €
T(FUQ) and q € Q, and « an abstraction of s. The set Normy(s — ¢) of normalized
transitions is inductively defined by:

1. if s =gq, then Norm,(s — q) = 0, and
2. if s € Q and s # q, then Norm,(s — q) = {s = ¢}, and

3. ifs=f(t1,... ,tn), then Normy(s = q) =
{f(a(t),...,a(tn) = e UUiZ, Norma(ti — a(t:)).

Example 1 Let F = {f,g,a} and A= (F,Q, Qr,A), where Q = {qo,¢1, 9,43, ¢4}, Qf =
{@0}, and A = {f(q1) = q0,9(q1, 1) = @1,a = @1 }-

e The languages recognized by q1 and qo are the following: L(A,q1) is the set of terms
built on {g,a}, i.e. L(A,q1) =T ({g,a}), and L(A,q0) = L(A) ={f(z) |z € L(A,q1)}.

o Let s = f(g(q1, f(a))), and a1 be an abstraction of s, mapping g(q1, f(a)) to q2, f(a) to
gs and a to q4. The normalization of transition f(g(q1, f(a))) = qo with abstraction a is the

following: Normg, (f(9(q1, f(a))) — q0) = {f(q2) = 90, 9(q1,93) = @2, f(qs) = @3, = qu}.

2 Approximation Technique

For a regular set of terms E C T (F), although there exists some restricted classes of TRSs
R such that R*(E) is regular (see [5, 21} B, [12]), this is not the case in general [T}, T2].
In [9], for any tree automaton A (s.t. L£(A) D E) and for any left-linear TRS R, it is
proposed to build an approximation automaton Tzt (A) such that L(TxT (A)) 2 R*(E).
The quality of the approximation highly depends on an approximation function called -~y
which define some folding positions: subterms who can be approximated. We now briefly
recall the construction of Tr1(A) [9:

Let R be a left-linear term rewriting system and A = (F, 9, Qf,A) a tree automaton
such that E = L(A) (or even E C L(A)). First, we infinitely extend the set of states Q of
A with an infinite number of new states, initially not occurring in Q. Note that since we
do not modify A nor Q (in particular, they remain finite), the language recognized by A

INRIA



Rewriting for Cryptographic Protocol Verification 7

is the same. On the other hand, it is always possible to come back to a finite set of states
for A by restricting Q to the set of accessible states, i.e. states q such that £(A, q) # 0.
Starting from Ag = A, we incrementally build a finite number of tree automata A; =
(F,Q,Qp,A;) with ¢ > 0 such that Vi > 0 : £(A;) C L(A;41) until we get an automaton
A with & € N such that £(Ax) 2 R*(L(Ao)), i.e. L(Ax) 2 R*(E). We denote by
TrT (A) this automaton Ag. To construct A;+1 from A;, the technique consists in finding
a term s in £(A;) such that s - t and ¢t € L(A;), and then in building A;;; such that

L(A;) CL(Aiy1) and t € L(Ait1)-

L(A)|£(A1) |£(A2)

Since A; and A; 1 only differs by their respective transitions sets, to ensure £(A;) C L{Ai41)
it is enough to construct A;y; such that it strictly contains A;. In order to have also
t € L(A;y1) it is necessary to add some transitions to A; to obtain A;y;. This can be
viewed as a completion step between the two term rewriting systems: the set of transitions
A; of A; and R. If there exists a term s in L£(A;) such that s —g t, by definition of
—R, there exists a rule I — r, a ground context C[] and a substitution (a match) ¢ such
that s = C[lo] »r C[ro] = t. On the other hand, by construction of tree automata,

s = C[lo] € L(A;) means that (1) there exists a state ¢ € Q such that lo =% ¢ and
(2) Clg] —7%, ¢’ such that ¢' € Qy. Hence, from (1) we know that we have following critical
pair between transitions of A; and rules of R:

lo ——>ro

R
All *
q

Since every transition of A; is in A; 41 (i.e. A; € Aj41), for the term ¢ to be recognized by
A1, it is enough to ensure that (3) ro i, ¢ Thisis sufficient since we can then rewrite
t = C[ro] into C[q] and from (2) we get that Clg] =%, ¢', since A; C A;11. Finally, since
¢ €9, te L{Aig).

To ensure (3), we need to add some transitions to A;41, i.e. join the critical pair:

lo——>ro

A direct solution to have ro —)’j4i+1 q is to have a transition of the form ro — ¢ in A;41.
However, this is not compatible with the standard normalized form of the tree automata we
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8 Thomas Genet € Francis Klay

use herdl. Thus, before adding ro — ¢ to transitions of 4;, we normalize it first thanks to
the Norm, function (see definition B). Hence, A;1 = A; U Norma(re — q). We give here
an example of completion process on a simple TRS

Example 2 Let F = {f,g,a} and R the one rule TRS R = {f(9(z)) — g(f(z))}. Let
'AO = <‘7:3 Qa QfaAO) such that Qf = {qf} and AU = {f(qf) — qf,g(qa) — qf,a — qa}' We
have L(Ao) = f*(g(a)). Between R and transitions of Ay there exists a critical pair:

f(9(4a)) —— 9(f(4a))

R
Aol
*

af
The Q-substitution used here is 0 = {x — q,}. As defined before, we have Ay = Ag U
Norma(9(f(ga))) — a5)- Let a be the abstraction function such that a(f(qa)) = gnew where
Gnew 18 @ state mot occurring in transitions of Ag. Then, we have Ay = Ag U {9(gnew) —

qf, f(qa) — Qnew}-

Except in some simple decidable case, this completion procedure is not guaranteed to
converge but, instead, may infinitely add new transitions and thus generate an infinite
number of tree automata A;, Az, etc. However, choosing particular values for a may force
the completion process to converge by approximating infinitely many transitions by finite
sets of more general transitions. Those particular abstraction functions are associated with
approximation functions denoted by <, defining some folding positions: positions in the
right hand side of rules where subterms are approximated by regular languages: for each
completion step from A; to A;+1 involving a rewrite step lo —r ro, a folding position p is

a position in r which is assigned a state ¢’ such that we only ensure £(Aiy1,¢") 2 {ro|,}
instead of strict equality: £(Ai41,q") = {ro|,}. This comes from the fact that the same
state ¢’ can be used for recognizing different terms obtained by different positions, rules
or substitutions. The role of the approximation function is to relate ro|, and the state ¢'.
Folding positions depend on the applied rule I — r and on the substitution o. Furthermore,
since in our setting a rewriting step s = C[lo] =x Clro] = t is modeled by a completion
step on the critical pair lc - ro and lo —4; g, ¢ is also a parameter of the approximation
function. Finally, the approximation function  maps every triple (I — r,q, o) to a sequence

of states (one for each position in Posx(r)) used for the normalization of the transition
ro — q.

Definition 3 Let Q be a set of states and Q™ the set of sequences qi - - - qr of states in Q.
An approzimation function is a mapping v : R X Q x %(Q,X) — OF, such that v(I —
r,q4,0) =q1 - - qx, where k = Card(Posx(r)).

lkeeping tree automata in standard normalized form allows, in particular, to apply usual algorithms:
intersection, union, etc.

INRIA



Rewriting for Cryptographic Protocol Verification 9

From every v(I — r,q,0) = ¢1 - - - qx, we can associate g1, ... ,qr to positions pi,... ,px in
Posxz(r). This can be done by defining the corresponding abstraction function « on the
restricted domain {ro|, | VI = r € R,Vp € Posx(r),Vo € £(Q, X)}:

a(ro

Pi)ZQi

for all p; € Posg(r) = {p1,-.- ,pk}, st. P < pip1 for i = 1...k — 1 (where < is the
lexicographic ordering). In the following, we will note Norm. the normalization function
whose a value is defined according to « as above.

Starting from a left-linear TRS R, a tree automaton A and an approximation function
7, the algorithm for building the approximation automaton 7zt (.A) is the following. First,
set Ap to A. Then, to construct 4;4;1 from A;:

1. search for a critical pair, i.e. a state ¢ € Q, a rewrite rule [ — r and a substitution
o € X(Q, X) such that lo —%_ q and 7o A% q.

2. Aiy1 = AiU Normy(ro — q).

This process is iterated until it stops on a tree automaton A such that Vg€ Q, VI - r € R
and Vo € £(Q, X) if lo =% ¢ then ro —%_ g¢. Then, Tzt (A) = Ag. The fact that Q and
¥(Q, X) may be infinite is not a problem in practice since, for finding a critical pair, we can
restrict Q to the finite set of accessible states in .4;, without changing £(A4;) nor £(A;1 ).
We now recall a theorem of [9].

Theorem 1 (Completeness) Given a tree automaton A and a left-linear TRS R, for any
approximation function -y,

L(TrT(A)) 2 R*(L(A))

The v function fix the quality of the approximation. For example, one of the roughest
approximation is obtained with a constant v function mapping every triple (I — r,0,q)
to sequences of ¢ a unique state of Q: VI - r € R,Vo € X(Q,X),Vqg € Q : ~(l —
r,0,q9) = ¢ ---¢'. On the opposite, the best approximation consists in mapping every triple
(I = r,0,q) to sequences of distinct statedd. However, although any rough approximation
built with the first v is guaranteed to terminate, this is not necessarily the case for the
second one.

On a practical point of view, the fact that completeness of the approximation construc-
tion does not depend on the chosen « (Theorem [) is a very interesting property. Indeed,
it guarantees that for any approximation function, 7zt (A) is a safe model of R*(E), in
the sense of abstract interpretation. Furthermore, it permits, if necessary, to modify the
definition of the 7 function during the approximation construction. For example in [9], we
have studied an approximation function called ancestor that is defined automatically in a

2In |I0], a simple and efficient algorithm of matching in tree automata, deducing every possible o, is
proposed.
31f the system is also right-linear, this is not an approximation but the exact set R*(F)

RR n~ 3921



10 Thomas Genet € Francis Klay

“dynamic” way: initially v is undetermined and precise values are set when necessary during
the approximation construction itself. Conversely, for verifying protocols, we use approxi-
mation functions defined in a more “static” way: -y is entirely fixed before the construction
of the approximation.

Example 3 Back to the example[d, adding to Ay transitions {g(gnew) = q7, f(¢a) = Gnew}
to obtain A; brings another critical pair:

f(g(gnew)) ——> 9(f(qnew))

R
All
*

af

Like in the previous example, it is possible to build Ay by adding Normq (f(9(qnew)) — qr)
to Ay. However, if & maps g(gnew) to another state gl,.,, not occurring in Ay, we add some
new transitions and get another critical pair, and the process may go on for ever. Instead,
we can here define an approzimation function 7 in a simple and static way, for example:
Vo € £(Q,&),Yq € Q: v(f(9(z)) = 9(f(2)),4,0) = Gnew. Since Posx(g(f(z))) = {1}
is a singleton, note that the v function maps triple of the form (f(g(z)) — g(f(z)),q,0)
to sequences of states of length one. This v function defines a very rough approximation
since the same state qnew i used for every normalization, whatever values q¢ and o may
be. Thanks to this approximation function v, the completion terminates. The value of Aq
remain the same but, for the next completion step, we have Norm.(f(g(gnew)) — q5) =
{g(Qnew) — g5, f(QHew) — Qnew}- Thus, Ay = A3 U {f(Qnew) — Qnew}; there is no new
critical pair between Ao and rule f(g(x)) — g(f(x)), and we have L(A2) = f*(g9(f*(a))).

Once Tx?(A) is obtained, it is easy to verify some reachability properties on R and E.
It can be shown for example that a regular set of terms F' cannot be reached from terms of
E by —x*. This can be done by showing that £(Tzt(A)) N F = (. We will apply this to

the verification of the Needham-Schroeder Public Key Protocol in section

3 Needham-Schroeder Public Key Protocol

In this section, we present our case study on the Needham-Schroeder Public Key protocol
(NSPK). More precisely, we here use the fixed version of the protocol [T4] without key server.
Key servers have been discarded here for the sake of simplicity. Note that attacks from [14]
have been found on the NSPK without key servers. Moreover, the approximation technique
have also been successfully applied to the protocol with key servers.

The NSPK protocol aim at mutual authentication of two agents, an initiator A and a
responder B, separated by an insecure network. Mutual authentication means that, when
a protocol session is completed between two agents, they should be assured of each other’s
identity. In general, the main property expected for this kind of protocol is to prevent an
intruder from impersonating one of the two agents. This protocol is based on an exchange

INRIA



Rewriting for Cryptographic Protocol Verification 11

of nonces (usually fresh random numbers or time stamps) and on asymmetric encryption of
messages: every agent has a public key (for encryption) and a private key (for decryption).
Every public key is supposed to be known by any ageniﬂ whereas, the private key of agent
X is supposed to be only known by X. Thus, in this setting, we suppose that messages
encrypted with the public key of X can only be decrypted and read by X. Here is a
description of the three steps of the fixed version of protocol, borrowed from [14]:

1. A‘—)BZ{NA,A}KB
2. BL)A:{NA,NB,B}KA
3. A;)BZ{NB}KB

In the first step, A tries to initiate a communication with B: A creates a nonce N4 and sends
to B a message, containing N4 as well as his identity, encrypted with the public key of B:
Kp. Then, in the second step, B sends back to A a message encrypted with the public key
of A, containing the nonce N4 that B received, a new nonce Np, and B’s identity. Finally,
in the last step, A returns the nonce Ng he received from B. If the protocol is completed,
mutual authentication of the two agents is ensured:

e as soon as A receives the message containing the nonce N4, sent back by B at step 2.,
A believes that this message was really built and sent by B. Indeed, N4 was encrypted
with the public key of B and, thus, B is the only agent that is able to send back Ng4,

¢ similarly, when B receives the message containing the nonce Np, sent back by A at
step 3., B believes that this message was really built and sent by A.

Another property that may be expected for this kind of protocol is confidentiality of nonces.
In particular, if nonces remain confidential, they can be used later as keys for symmetric
encryption of communications between A and B. Symmetric encryption, where the same
key is used for encryption and decryption, is particularly interesting for encryption of large
amount of datas because its computation time cost is usually far lower than asymmetric
encryption. However, for symmetric encryption of communication, it is first necessary to
exchange some symmetric encryption keys. Considering the nonces of the NSPK as sym-
metric encryption keys, this protocol can also be viewed as a key exchange protocol, as well
as an authentication protocol. Thus, confidentiality of nonces may also be of interest.

A cryptographic protocol is supposed to resist to any attack of an intruder. In particular
for NSPK, we intend to show that, for agents respecting the protocol, and whatever the
intruder may do,

e nonces and private keys remain confidential (confidentiality),

e if an agent X believes that a message was built by another agent Y, then the message
was effectively built by Y (authentication).

4In the complete version of the protocol, every public key can be obtained by any agent (with no restric-
tion) by querying a key server.
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12 Thomas Genet € Francis Klay

4 Encoding the protocol and the intruder

In this section, we show how to model NSPK by a TRS. First, we present the signature
F and the terms of T(F) used for representing agents, messages, keys, etc. Each agent is
labeled by a unique identifier, let Loy be the set of agent labels (terms representing agent
labels will be given later). For any agent label I € Ly, the term agt(l) will denote the agent
whose label is [. The term mesg(z,y,c) will represent a message whose header refers agent
x as emitter, agent y as receiver and whose contents is ¢. The term pubkey(a) denotes the
public key of agent a and encr(k,a,c) denotes the result of encryption of content ¢ by key
k. In this last term, a is a flag recording who has performed the encryption. This field is
not used by the protocol rules but will be used for verification. The term N(z,y) represents
a nonce generated by agent x for identifying a communication with y. We also use an AC
binary symbol LI in order to represent sets. For example the term z U (y Ul z) (equivalent
modulo AC to (z Uy) U z) will represent the set {z,y, z}.

Starting from a set of initial requests, our aim is to compute a tree automaton recognizing
an over-approximation of all sent messages. The approximation also contains some terms
signaling either communication requests or established communications. For example, a
term of the form goal(z,y) means that x expect to open a communication with y. A term
of the form c¢_init(z,y,z) means that x believes to have initiated a communication with
y, but, in reality £ communicates with z. Conversely, a term ¢_resp(y,z, z) means that
y believes to have responded to a communication request coming from z but z is the real
author of the request.

Then, encoding of the protocol into AC rewrite ruled is straightforward: each step of
the protocol is described thanks to a rewrite rule whose left-hand side is a precondition
on the current state (set of received messages and communication requests), and the right-
hand side represents the message to be sent (and sometimes established communication)
if the precondition is met. The sent message is added to the current state. As a result,
every rewrite rule we use is a ‘cumulative rule’, i.e. of the form [ — [ U X. Thus, for
commodity, we choose to use the short-hand LHS for the term [ occurring in the right-hand
side. For instance, the rule mesg(z,y,c) - LHS U c¢_init(x,y,y) will represent the rule:
mesg(z,y,c) — mesg(x,y,c) Uc_init(z,y,y). Now for each step of the protocol, we give
the corresponding rewrite rule. The encoding into TRS is longer than the initial protocol
specification of section Bl because it is more complete. For instance, whereas the initial
specification only informally define how to check the content of messages and how to deal
with communication requests, these points are formally defined in our specification with
rewrite rules. Furthermore, the initial specification can be viewed as a trace of a correct
execution of the NSPK protocol for two specific agents A and B. Thus, this specification
cannot be directly used in a more general context where some other agents also use the
protocol. Hence, another difference between our specification and the initial specification of

5We describe here our encoding in a general way. Indeed, for the particular case of NSPK, encoding could
have be done without the AC-symbol LI, since LI is only needed when the sending of a message depends on
the reception of two (or more) distinct messages, i.e. rules of the form: mi1 LU ma — mg3. In general, those
rules are necessary to modelize a protocol, but it is not the case for this simple version of NSPK.
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section Bl is that agents’ identities of initial specification (A and B) have been abstracted
by term with variables of the form agt(z), agt(y). In the following, =, v, z, u, v, 2, x3
and z2 are supposed to be variables since we consider an unbounded number of agents and
transactions.

1. A— B:{N4,A}k,. The emission of the first message is encoded by the rule:
goal(z,y) - LHS U mesg(,y, encr(pubkey(y), z, [N (z,y), z]))

The meaning of this rule is the following: if an agent x wants to establish a commu-
nication with y then x sends a message to y whose contents is encrypted with public
key of y. The contents is here represented by a list (build with classical operators cons
and null) containing a nonce N (z,y) produced by z for y as well as z’s identity. For
commodity, lists will be represented in the usual way, for example a list of the form
cons(u, cons(v,null)) will be denoted by [u, v].

2. B— A: {NA,NB,B}KA-
mesg(x, agt(u), encr(pubkey(agt(u)), z, [v, agt(x2)])) —
LHS U mesg(agt(u), agt(z2), encr(pubkey(agt(22)), agt(u), [v, N (agt(u), agt(22)), agt(u)]))

The second message is sent by an agent agt(u) when he receives the first message
from an agent agt(z2) whose identity is enclosed in the messagdl. Note that in those
rules, we achieve some kind of type checking on the content of the message. For
instance, in the left-hand side of this rule, by expecting the message content pattern
[v, agt(x2)] instead of a more general pattern like [v, 23], we check that this element of
the message is an agent’s identity. The role of this kind of type checking is important
since it permits to avoid some attacks based on type confusion like those described
in [17].

3. A< B:{Np}kg- This step is encoded by the rule:

mesg(z, agt(y), encr(pubkey(agt(y)), 22, [N (agt(y), agt(2)), u, agi(2)])) =
LHS U mesg(agt(y),agt(z),encr(pubkey(agt(z)), [u]))
U c_init(agt(y),agt(z), 22)

When agent agt(y) receives from agt(z) the nonce N(agt(y),agt(z)) he has built for
agt(z) then he performs two actions, encoded into two different rules. The first action
is to send the last protocol message to agt(z). The second action consists in reporting
the communication agt(y) thinks to have established with agt(z). However, the reality
may be different and the identity of the real author of the message, 22, is used for filling
the third field of the ¢_init term.

6In this protocol, agent’s identity contained in the header of the message (z in our example) is never
used, since it may have been corrupted by an intruder. However, this information is sometimes used, for
example in the extended version of NSPK where a key server is also involved.
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4. In the last step of the protocol, no message is sent but when an agent receives the last
message of the protocol sent at step 3., he reports a communication where he has the
responder role.

mesg(z, agt(y), encr (pubkey(agt(y)), 22, [N (agt(y), 2)])) =
LHS U c¢_resp(agt(y), z, 22)

To prove the authentication property on the protocol, we need to prove that any couple of
agents can securely establish a communication through the network, whatever the behavior
of other agents and the behavior of an intruder may be. Thus, we assume that there is an
unbounded number of agent labels in L,4¢ but we will observe more precisely two agents,
namely agents labeled by A and B. For the unbounded number of other agent labels we will
use integers built on usual operators 0 and s (successor). Hence, Loy = {4, B} UN and the
initial set of terms F is the set of terms of the form goal(agt(x),agt(y)) where z,y € Lqg.
In other words, E is the set of all communication requests

e from A or B towards any other agent agt(i) with ¢ € N, and
e from agt(i) with ¢ € N towards A or B, and

e from any agent agt(i) to any agent agt(j), ¢,7 € N, and

e from Ato B, Bto A, Ato A and B to B.

Note that we work in a very general setting where we also take into account the case where
an agent use the protocol to authenticate himself. It is clear that self-authentication of an
agent may be not of practical interest, but, if it happens we want to verify that the intruder
cannot take advantage of it to build an attack. The set E is recognized by the following tree
automaton Aoﬁ. The final state of Ag is gne: and here is the set of transitions:

0— Gint agt(qB) - QagtB goal(qagtA; qagtI) — Qnet

S(th) — Qint net U Qnet — Qnet goal(Qagtla qagtA) — Qnet

A— qgaA goal(qagtA; qagtB) — Qnet goal (qagtB; qagtI) — Qnet

B —qp goal(QagtBu QagtA) — Qnet goal(QthI’ QagtB) — Qnet

agt(qint) = Qagts 900l (QagtAs GagtA) = net 900l (Qagtr; Gagtr) — net
agt(qa) — GagtA goal(QagtB; (IagtB) — Qnet

Description of the intruder

In this last automaton, the state ¢, is a special state representing both the network and the
fact base containing communication requests and communication reports. In our approach,
as in many other verification approach of cryptographic protocols, the intruder is supposed

7 It is here possible to use a standard bottom-up tree automaton to recognize AC-terms because all terms,
equivalent modulo AC, are recognized by the same state. In particular, all AC-configurations of the form
gnet U (gnet U gnet) and (gnet U gnet) U gnet, which are equivalent modulo AC, are all recognized by gnet-
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to have a total control on the network. In particular, the intruder is assumed to know every
message sent on the network. In our approach this assumption is a bit stronger: the intruder
is the network. A direct consequence of this choice is that the knowledge of the intruder
and every message that the intruder can build is supposed to always remain on the network.
Furthermore, we suppose that agents agt(i) with ¢ € N (i.e. every agent that is not A or
B) may be dishonest and deliberately give to the intruder their private key as well as the
content of any message they send or receive. The intruder can also disassemble messages
or build new ones from his knowledge. Rewrite rules are the simplest way to describe how
an intruder can decrypt or disassemble components of a message. Since the agents agt(7)
with ¢ € N are fool enough to give their private keys to the intruder, he can decrypt the
messages encrypted with their public keys. On the opposite, we assume that the intruder
has no means of guessing the private key of A or BA. Here are the corresponding rules which
can be applied on the AC-term representing the network, i.e. the intruder knowledge:

cons(z,y) Uz - LHS Uz / * Disassembling * /
cons(z,y) Uz - LHS Uy

mesg(z,y,z)Uu — LHS U z

encr(pubkey(agt(0)),y,z) Uu - LHS U 2z / * Decrypting * /
encr(pubkey(agt(s(x))),y,z) Uu - LHS L 2

On the other hand, intruder’s ability to build new messages from its knowledge is shortly
defined thanks to some tree automaton transitions. Since gy is the state of Ag recognizing
all the messages on the network, and since in our setting the knowledge of the intruder is the
network, g,; is also the state recognizing the knowledge of the intruder. First, we assume
that the intruder knows the identity of every agent of the network, as well as their public
keys.

agt(qint) = net agt(qa) = Gnet agt(gB) — qnet
pubkey(gagtr) —> Gnet pubkey(gagta) — qnet pubkey(qagtB) — Qnet

Agents agt(i) with ¢ € N give the intruder the nonces they produce for other agents:

N(Qagt[: QagtA) — Qnet N(qagth QagtB) — Qnet N(qagtI: QagtI) — Qnet

Finally, starting from components he already knows or will obtain later (i.e. terms in gye),
the intruder can combine them into lists with the cons operator, encrypt them with anything
(including keys) he knows with operator encr, build messages with operator mesg, etc. in
order to enrich his knowledge (the language recognized by ¢ne:)- Note, however, that the
second field of the operator encr (which is a flag) cannot be corrupted by the intruder and
always refer to g.g¢s the real author of the encryption, i.e. the intruder.

8this is clearly the case in this simple example since private keys are not even represented. However,
in NSPK with the key server where private keys are represented, we can make the same assumption and
automatically prove on the approximation that the intruder is not able to get private keys.
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Cons(Qneta Qnet) — Qnet null — Qnet encr(qnet; GagtI, qnet) — Qnet
mesg (qneta Qnet> Qnet) — Qnet

There are several things to notice here. First, the initial description of L£(Ag, gnet) is as
wide and loose as possible: roughly, it authorizes the intruder to build nearly every term
of T(F) except terms containing nonces built by A or B, i.e. terms containing subterms of
the form N (agt(A), agt(z)) or N(agt(B),agt(y)). This can be automatically obtained by a
complement operation. This kind of specification is quite natural with regards to intruder
description since it is much more simpler and more convincing to specify what cannot be
built by the intruder than to precisely and totally define what he can do. Consequently, the
language recognized by state gn.: is loose and it may also contain strangely formed messages
whose effect on the protocol can hardly be predicted, for example:

mesg(agt(A), agt(B), encr(pubkey(agt(B)), agt(0), [encr(pubkey(agt(A)), agt(0),
[N (agt(0),agt(A))]), N (agt(0), agt(B))]))

i.e. a message of the form agt(A) — agt(B) : {{Nagt(0)} Kuge(a)» NVagt(0) } Kugrsy- Lhe lan-
guage recognized by gy,.¢ contains also, for instance, terms representing repeated encryption
(an unbound number) which are important to consider for cryptographic protocols verifica-
tion:

encr(pubkey(agt(A)), agt(s(0)), encr(pubkey(agt(B)), agt(0), encr(...

The last thing to remark here is that during approximation construction, new messages
or messages components m obtained by rewriting are added to the language recognized
by automaton A; as new transitions into A;41 s.t. m —>f41,+1 Gnet and thus can be used
"dynamically’ as new base components for intruder’s message constructions.

To sum up, we have here described a model where we consider an unbounded number of
agents executing an unbounded number of protocol sessions in parallel. In particular, note
that if there exists an attack based on parallel protocol sessions between, say four agents
A, B, C and D, this attack will appear in the model: C' and D can be represented by two
"dishonest’ agents, say agt(i) and agt(j) with 4,j € N and 7 # j since all ’dishonest’ agents
are able to respect the protocol.

5 Approximation and verification

Extensions of approximations to AC non left-linear TRSs

In this section, we show how to extend the approximation construction to this larger class of
TRSs. Roughly, the problem with non left-linear rules is the following: let f(z,z) — g(z) be
a rule of R and let A be a tree automaton whose set of transitions contains f(q1,¢1) — qo
and f(g2,93) — qgo. Although we can construct a valid substitution ¢ = {& — ¢} for
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matching the rewrite rule on the first transition, it is not the case for the second one. The
semantics of a completion between rule f(z,z) — g(x) and transition f(g2,q3) — go would
be to find the common language of terms recognized both by g2 and ¢g3. This can be obtained
by computing a new tree automaton A’ with a set of states Q' such that Q' is disjoint from
states of 4 and 3¢ € Q' : L(A',q) = L(A,g2)NL(A,q3). Then, to end the completion step it
would be enough to add transitions of A’ to A with the new transition g(q) — go. However,
adding transitions of A’ to A also adds Q' to states of A. Thus, we add new states to 4
and in some cases, this may lead to non-termination of the approximation construction.

On the other hand, one can remark that the non-linearity problem would disappear
with deterministic automata since for any deterministic automaton Ag4.; and for all states
q,q of Aget we trivially have L(A,q) N L(A,q') = 0. However, determinization of a tree
automaton may result into an exponential blow-up of the number of states [3]. Thus, we
chose here to use locally deterministic tree automata: non-deterministic tree automata with
some deterministic states, i.e. states ¢ such that there is no two rules t — ¢ and t — ¢’
with ¢ # ¢'. Hence, for all deterministic state g, we have Vq' # q : L(A,q) N L(A,¢') = 0.
During the approximation construction, if all states, matched by a non-linear variable of the
left-hand side of a rule, are deterministic then it is enough to build critical pairs where non
linear variables of the left-hand side are mapped to the same state. For instance, in the last
example, it is enough to build the first critical pair, add the transition g(g1) — go, and keep
@2, qs deterministic, i.e. such that £(Tzt (A),q2) N L(TrT (A),q3) = 0. We now show the
completeness of this algorithm on locally deterministic tree automata.

For all term ¢ non linear, let us denote by t;;, the term ¢ linearized, i.e. where all
occurrences of non linear variables are replaced by disjoint variables. For example, if t =

f(m,ya!](m,z)), then t3;, = f(m”y,g(mll,m///))‘

Definition 4 (States matching) Let A be a tree automaton, Q its set of states, t € T(F,X)
a non linear term, and {p1,...,pn} C Pos(t) the set of positions of a non linear variable
in t. We say that states q1,...,q, € Q are matched by z iff Jo € X(Q, X) s.t. tiino =%
q € Q, and t1in0lp, = q1,--. , ttin0lp, = @n

Theorem 2 (Completeness extended to non left-linear TRS) Let A be a tree automaton, R
a TRS, Trt (A) the corresponding approzimation automaton and Q its set of states. For all
non left-linear rule | — r € R, for all non linear variable x of |, for all states q1,... ,q, € Q
matched by z, if either ¢ = ... = qn or L(TRI(A),¢1) N...NL(TrT (A),qn) = 0 then

L(Trt (A)) 2 R*(L(A))

Proof Assume that there exists a term ¢ such that t € R*(L£(A)) and ¢t ¢ L(Trt(A)). The
term ¢ is such that ¢t ¢ £(A). Otherwise, t € L(Tr1(A)) by Theorem [Isince, by construction
of Trt(A), we trivially have £L(A) C L(Trt(A)). Hence, there exists a term s € £(A) such
that s —>7J5 t. On this rewrite chain, from s to ¢, let ¢;,¢2 be the first two terms such that
t1 € L(Trt (4)), t1 =R t2 and t2 & L(TrT (A)). Assume that t; = C[lo], ta = C[ro]
and [ — r € R. Furthermore, let C'[] be a ground context such that [ = C'[z1,... ,Zy]
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with {z1,...,2z,} = Var(l). Thus lo = C'[z10,... ,z,0]. Since t; = C[lo] € L(Tr! (A)),
we know that there exists a final state ¢ € Qy of Trt (A) such that C[lo] Tt €
Furthermore, by construction of tree automata, we obtain that there exists also a state ¢’ € Q

such that lo =7, 4 ¢ and C[¢'] =Tl A) ¢'. Similarly, from lo = C'[z10,... ,2,0] =Tl A)
q', we can deduce that there exists states qq,...,q, € Q such that z,0 _>*TRT(A) qQiy -,
Tn0 =7 q4) dn and C'lary--- 5 qn) i A) q.

Now, assume that there exists a Q-substitution pu € X(Q,X) such that pz; = ¢; for
i =1...n. Then, we would have ly = C'[g1, ... ,qn] and thus lu _>*TRT(A) q'. By construction

of Trt (A), we know that lu —7 . 4 ' implies rp =7 . 4y ¢'. We thus have 210 =7, 4 a1,

., Tnpo %}RT(-A) gn and rpu _>*TRT(A) ¢’ where p maps z; to ¢; for ¢ = 1...n. Hence,
ro —>*TRT( ) ¢ and finally t5 = Cro] _>*TRT( . with ¢ € Qy, which is a contradiction with
the fact that to & L(TrT(A)).

Consequently, it is not possible to build a Q-substitution p € X(Q, X) such that pz; = ¢;
for i = 1...n. The only reason why g cannot be a Q-substitution is that there is at least
two distinct indexes ¢,j € {1,...,n} such that z; = z; and ¢; # ¢;. Hence the rule is not
left linear and the non linear variable z; = xz; matches, at least, two distinct states g; and
g;- We can generalize this to all the occurrences of variable z;. Let C = {k|zy = x;}. Since
all variable z; with k& € C are the same, we obtain that there exists a term u € T (F) such
that Vk € C : 240 = u =7 ;4 qr- Hence, Vk € C : L(TrY (A),qr) 2 {u}. Moreover,
since we already know that we have at least 4,5 € C and ¢; # g; we obtain that (1, .. £(Tr?
(A),qr) 2 {u} # 0, which contradicts the hypothesis of the theorem.

Hence, t, € L(Tr? (A)) and by applying the same reasoning on all the terms on the
rewrite chain between t, and t, we finally obtain that t € L(Tz1(A)). O

In our framework, states matched by non-linear variables are easily kept deterministic.
For example, in the NSPK specification, non-linear variables always match terms A, B,
i € N (representing agent labels) which are initially recognized by g4, ¢p, gint, respective-
ly. Those states are initially deterministic and this property is trivially preserved during
completion since agent labels do not occur in right-hand side of rules and thus agent labels
do not occur in new transitions to be added. However, if agent labels would occur in new
transitions, deterministic states could be easily preserved during approximation construc-
tion by normalizing every occurrence of A, B, i € {0,1,...} in new transition by their
respective states, i.e. g4, g and ¢;n;- A simple way to ensure this would be to compose
the approximation function with an abstraction function a,g: defined by aqg:(A) = qa,
Qagt(B) = gB, 0gi(i) = @int for all i € N, and a4 (t) = t for all term ¢ ¢ {A, B} UN.
However, when necessary, we can also automatically check this property on Tzt (.A) by prov-
ing that L(Trt (A),q1) N...N L(Trt (A),gn) = 0, for each non linear variable z of a rule
matching distinct states q1,... ,qn.

For dealing with the AC symbols, the extension is straightforward. Since approximation
can deal with non terminating TRS, we can explicitly define the AC-behavior of a symbol.
Thus, we replace in F the (implicit) AC-symbol LI by a non-AC symbol U and add to R the
following left-linear rules defining explicitly the AC behavior of U:
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zUy—->yUx (zUy)Uz—->2zU(yUz) zU(yUz2) = (zUy) Uz

Approximation function

Let R and Ap be respectively the set of all rewrite rules and the tree automaton given above.
Our aim is now to compute a tree automaton 7zt (Ao) recognizing a superset of R*(L(Ao))
and thus, to over-approximate the network, i.e. the set of all possible sent messages (as well
as the set of communication reports). We now give the approximation function v, defining
the folding positions for R and A4y. For approximation, the first choice we have made is to
confuse dishonest agents (agt(i) with 4 € N) together. In other words, in our approximation,
no difference is made between agents agt(i) and agt(j) for any i,j € N. However, we still
distinguish between agt(A), agt(B) and any agent agt(i) with ¢ € N. In a similar manner,
we collapse together all the messages sent and received by dishonest agents but we still do
not confuse messages involving agt(A) or agt(B). For example, the approximation function
used for the rule @), i.e.

goal(x,y) — LHS U mesg(x,y, encr(pubkey(y), z, [N (z,y), z]))

is such that there are only seven distinct values for v (The detail of sequences of new states
used for each value can be found in Appendix [Al with the complete specification.):

i 7(@7 Qnet {Z’ > QagtA,Y QagtB}) ii '7(@: Anet, {33' > GagtB, Y QagtA})
iii | Y(D, gnets {T > Gagta, Y > Qageal) iv | Y(@, gnet>; 1T = qagtB, Y = GagiB})
v ’Y((D’ Qnet, {1‘ —* Qagtl; Y qaytA}) vi 7(@; Qnet, {.Z' = Qagtl, Y — QagtB})
vii 7(@7 Qnet, {y — Qagtl})

According to case (i) all messages generated thanks to rule 1, where z is the agent labeled
by A and y is the agent labeled by B, are decomposed using the same states defined by
the sequence Y(Q), gnet, {T — Gagta, ¥ — Qage}). Similarly, the case (vil) means that all
messages generated thanks to rule 1, where y is an agent labeled by ¢ € N and z is any
agent, are decomposed using states of the same sequence Y((D, gnet, {¥ — qager}). Thus, no
difference is made, for example, between messages sent by agt(A) to agt(i), messages sent
by agt(B) to agt(j), and messages sent for by agt(i) to agt(j) for any i,7 € N. This is in
fact natural since all messages sent to a dishonest agent are captured and factorized by the
same intruder.

Verification

We use a prototype, based on a tree automata library [9, B] developed in ELAN [2], which
permits to automatically compute approximations for a given R, Ag and an approxima-
tion function . Thanks to the approximation function given above, we obtain a finite tree
automaton TzT (Ag), with about 130 states and 340 transitions, recognizing a regular su-
perset of R*(£L(Ap))- See[Al for the complete specification and for a complete listing of the
automaton 71 (A).
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Thanks to this automaton, we can directly verify that NSPK has the confidentiality and
authentication property. For confidentiality, it is enough to verify that the intruder cannot
capture a nonce of the form N(agt(z),agt(y)) where z,y € {A,B}. Since in our model
the intruder emits all his knowledge on the network (as explained in section HI), this can
be done by checking that the intruder cannot emit a nonce of the form N(agt(A), agt(B)),
N(agt(B),agt(A)), ... i.e. that the intersection between Tt (Ag) and the automaton Ao s
is empty. The final state of Aons is gner and its transitions are:

A—qa agt(QB) — QagtB N(QagtA, QagtA) — Qnet
B — 4B N(QagtAy QQgtB) — Qnet N(QagtB: qagtB) — Qnet
agt(qA) — GagtA N(QagtBa qagtA) — Qnet Qnet U Qnet — Qnet

The intersection can be automatically computed and we obtain a tree automaton whose set
of states is empty, i.e. the recognized language is empty. Hence, there is no term of £(Acon )
in £(Trt (Ap)) nor in R*(L(Ap))- Similarly, the cases where authentication is corrupted can
be described by the following automaton A,,; whose final state is gn.; and transitions are:

0 — Gint C_init(QagtA; GagtB, QagtI) — Qnet c_init(QagtA; GagtA, QagtI) — Qnet

s(qint) — Qint c_init(qagtAy GagtB, qagtA) — Qnet C_Tesp(QagtA, GQagtA, qagtI) — Qnet
A— qa c_reSp(QQgtB; GagtA, qagtI) — Qnet c_init(QagtAa GagtA, QagtB) — Qnet

B = gB c_resp(QagtB; GagtA, CIagtB) — Qnet C_Tesp(CIagtA; GagtA, C]agtB) — Qnet

agt(gint) — Gagtl C_init(QagtBa GagtA, QagtI) — Qnet C_init(QagtB; QagtB, QagtI) — Qnet
agt(qA) — QagtA C_init(QagtB; GagtA, CIagtB) — Qnet C_resp(QagtB; GagtB, QagtI) — Qnet
agt(qB) — GQagtB C_TGSP(QagtA; GagtB, qagtI) — Qnet C_init(QagtB: GagtB, qagtA) — Qnet
dnet U Qnet — Qnet C_Tesp(qagtAa GagtB), qagtA) — Qnet C_TGSP(QagtB; GagtB, qagtA) — Qnet

encoding all the cases where there is a distortion in communication reports between the belief
of the parties and the reality, for example terms of the form ¢_init(agt(A), agt(B), agt(k))
for k € NU {A} meaning that agt(A) think to have established a communication with B
but, in reality, he has been fooled and he communicates with some agt(i) with ¢ € N or
with himself. The intersection between Tzt (Ag) and the automaton A, is also empty (see
Appendix [Bl for traces of execution).

6 Conclusion

In this paper, we have shown an application of descendant approximation to cryptographic
protocols verification. We have obtained a positive proof of authentication and confidential-
ity of NSPK. Moreover, applying the same approximation mechanism on the flawed NSPK
specification of [T9] has led to some non-empty intersections with Acony and Ague, signaling
violation of confidentiality and authentication properties.

An interesting aspect of this method is that it takes advantage of theorem proving and
a form of abstract interpretation called approximation. The basic deduction mechanism,
coming from the domain of theorem proving, provide some simple and efficient tools — tree
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automata — to manipulate infinite objects. On the other hand, approximation simplifies the
proof in such a way that it can be automatically computed afterwards.

Compared to other rewriting based verification techniques like proofs by consistency
or proofs by induction, properties that can be proved with the approximation technique
are clearly more restricted: they could be qualified as ‘regular properties’. However, by
restricting attention to 'regular properties’, we obtain a verification technique that enjoys
many interesting practical properties: termination of the TRS is not needed, TRS may
include AC symbols, proofs are obtained by intersections with Tzt (Ag) (automatically
and quickly computed), construction of Tt (Ap) is automatic, incremental and can be
guaranteed to terminate by a good choice of the v approximation function (like in the
NSPK case above or in a fully automatic way like in [9]). Constructing an approximation
function does not require any particular skill in formal proof since it only consists in pointing
out some sets of objects (represented here by states recognizing regular sets of terms) to
be merged together in order to build an approximated model. In the NSPK case, the v
approximation has been entirely given by hand but it is systematic: for each distinct value
of the co-domain of « the user has to give a sequence of fresh states used for normalizing
new transitions. For historical reasons, this step is manual in our prototype but will be
automated in the new implementation of this tool which is in progress.

We can also compare this technique with other verification techniques used for verifying
cryptographic protocols. The first main difference to be pointed out is that our technique
is not designed for discovering attacks. From approximation Tx1 (Ag), we can derive some
information on the context of those attacks but it is approximate and should be studied
with a theorem prover or a model-checker to re-construct an exact trace of the attack.
Model-checking is, in fact, particularly well suited for attack discovery as showed by the
many flaws discovered by G. Lowe [15]. Furthermore, when attacks are no longer found,
model-checking can also be used to verify cryptographic protocols by lifting the properties
proved on a finite domain to an unbounded. However, the lifting has to be done by hand like
G. Lowe did in [T4] or, in a more automatic way, by abstract interpretation like it is done by
D. Bolignano in [I]. Although we started with a different formalism and used a different
technique, our approach is very close to D. Bolignano’s one. In particular, approximation
functions can be seen as particular abstract interpretations. Nevertheless, approximations
enjoys a property that abstract interpretations have not in general: safety of our abstract
model (approximations) is implicit and guaranteed by Theorem [ for every approximation
function +.

Automated theorem proving has also been widely used for cryptographic protocols ver-
ification. The NRL Protocol Analyzer, developed by C. Meadows [I7], uses narrowing.
L. Paulson applied induction proof and the theorem prover Isabelle/HOL to the verification
of cryptographic protocols [20]. Those two theorem proving approaches achieve a very de-
tailed verification of protocols. In particular, they provide one of the most convincing answer
to the problem of freshness. In counterpart, the proofs may diverge and the main difficulty
remain to inject the right lemma at the right moment in order to make the proof converge.
Thus, automation of this kind of method remains partial. Furthermore, proofs are long, com-
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plex and they require a user with a strong practical experience of the prover. A more recent
work is due to C. Weidenbach [22] who gave a positive proof for the Neuman-Stubblebine
protocol thanks to the theorem prover SPASS. His technique is based on saturation of sets
of horn clauses, which is related to the descendant computation we here use. For a restrict-
ed class of clauses called semi-linear, saturation can be computed exactly. However, when
the protocol specification cannot be encoded into semi-linear clauses the saturation process
may diverge. Thus, specifications must be modified in order to ensure termination of the
process. In our framework, no restriction is set on the TRSs we use but, instead, we defined
an over-approximation technique in order to tackle the divergence problem.

In [6], G. Denker, J. Meseguer and C. Talcott proposed to encode the NSPK into object-
oriented TRSs. This encoding is executable and is used for detecting attacks in the initial
version of the protocol by testing. Using objects is clearly a great advantage for a better
clarity and readability of the encoding. Nevertheless, since rewriting remains the operational
model of object oriented rewriting, it should be possible to extend approximations to objects
and thus benefit of the clarity of object oriented specifications.

In |I8], D. Monniaux also use tree automata and a completion mechanism for verify-
ing cryptographic protocols. With regards to our work, an important difference is that his
method can only deal with a bounded number of agents and a bounded number of protocol
sessions. On a more technical point of view, unlike our approach, rewriting is only used
for estimating intruder knowledge and not for encoding the protocol itself. Moreover, his
completion mechanism is limited to the decidable and well known case of collapsing ruled]
covered by the decidable and more general case of right-linear and monadic rules [21]. How-
ever, this approach is interesting since it shows a possible way for combining tree automata
and state-transition models for abstract interpretation of protocols: tree automata and com-
pletion for abstracting structures and state-transition models for representing the notion of
time in the abstract model.

In the approximation model we consider for NSPK, time is totally collapsed, i.e. every
message is considered to be permanently sent and received at every moment. Collapsing time
let us easily consider an infinite number of protocol sessions in a finite model. Although this
does not raise problems for proving confidentiality or authentication properties on NSPK,
this is not the case in general. For instance, in electronic commerce protocols like SET [T6],
there is little hope to prove any security property on an abstract model with no time since
freshness plays a central role. A direct solution is to consider several states for the network
(i-e. of intruder knowledge) for different steps of the protocol instead of collapsing all states in
one. Furthermore, merging together some states representing similar protocol step occuring
in different sessions leads to a finite model and to a finite tree automata. This is ongoing
work on verification of SET.

We are also convinced that approximations could be used for the verification of systems
different from cryptographic protocols. Rewriting based approximations seems to be a way
to combine, in the same formalism, automated theorem proving techniques and abstract
interpretation: theorem proving for proving properties needing high level proof techniques

9right-hand side of a collapsing rule is reducted to a variable occurring in its left-hand side.
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— like induction — and approximations for proving the remaining parts of the proof where
abstract interpretation and model-checking are enough.
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A The NSPK Specification

In this specification, the signature is slightly different since mix-fix symbols are not permitted
in our implementation. Hence, the symbol U will be prefixed in the specification. Similarly,
state labels in the automata implementation can only be integers. Automata are given with
the following state labeling conventions: gin¢ = ql0, g4 = ql1, g8 = ql2, gager = ql3,
QagtA = 414, qagtB = 415, gnet = q113. Automaton Acony corresponds to A(1) and Agu
corresponds to A(2).

For approximation functions, each state of the sequence is given with its related position
in the right-hand side of the rule. Note also that the order in the approximation function
definition is important. For instance, for a given triple (I — r,q,0) where [ — r is the
i-th rule of R1, the value of y(I — r,q,0) is searched in the Approximation field as follows:
search for the rule field corresponding to i, then choose the first gamma(qlj, subst,...
whose state g coincide with q|j and such that subst subsumes ¢. For instance, the fifth
gamma field of rule(1, ...) will be matched if ¢ is |13 and if the substitution ¢ maps y
to ql5 and if o does not map x to ql4 nor to q|5. Indeed if z was mapped to q|4 by o then
the first gamma field would have been matched, and if  was mapped to q|5 by o then the
fourth gamma field would have been matched.

specification nspk

Vars Xyzuvwzx2x3z2z3

Ops
mesg:3 encr:3 N:2 cons:2 null:0 A:0 B:0 0:0 s:1 agt:1 U:2
pubkey:1 c_init:3 c_resp:3 add:1 goal:2 LHS:0

R1

/x 1 %/

goal(x, y) -> U(LHS,
mesg(x, y, encr(pubkey(y), x, cons(N(x,y), cons(x, null)))))

/x 2 %/
mesg(x, agt(u), encr(pubkey(agt(u)), z, cons(v, cons(agt(x2), null)))) ->
U(LHS,
mesg(agt(u), agt(x2), encr(pubkey(agt(x2)), agt(u), cons(v, cons(N(agt(u),
agt(x2)), cons(agt(w), null))))))

/* 3 */

mesg(x, agt(y), encr(pubkey(agt(y)), z2, cons(N(agt(y), agt(z)),
cons(u, cons(agt(z), null))))) ->
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U(LHS,
mesg(agt(y), agt(z), encr(pubkey(agt(z)), agt(y), cons(u, null))))
/* 4 %/

/*

/*

/*

/*

/*

/*

/*

/*

/*

/*

mesg(x, agt(y), encr(pubkey(agt(y)), z2, cons(N(agt(y), agt(z)),
cons(u, cons(agt(z), null))))) ->
U(LHS, c_init(agt(y),agt(z),z2))
5 */
mesg(x, agt(y), encr(pubkey(agt(y)), z2, cons(N(agt(y), z), null))) ->
U(LHS, c_resp(agt(y), z, z2))
6 */
U(cons(x, y), z) -> U(LHS, add(x))

7 */
U(cons(x, y), z) -> U(LHS, add(y))

8 */
U(encr(pubkey (agt (o)), y, z), u) -> U(LHS, add(z))

9 */
U(encr(pubkey(agt(s(x))), y, z), u) -> U(LHS, add(z))

10 */
U(mesg(x, y, z), uw) -> U(LHS, add(z))

11 */
add(x) -> x

12 */
U(x, Uy, 2)) -> U{U&E, v, 2)
13 */
Uz, v, z) -> U, Uy, 2))

14 */
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U(x, y) -> U(y, x)
nil

Automata
/* initial terms */

Description of A(0)
states ql0 ql1 ql2 ql3 ql4 ql5 ql6 ql15 ql200 nil
final states q|13 nil
transitions
o ->ql0
s(ql0) -> ql0
A > ql1
B -> ql2
agt(ql0) -> ql3
agt(qll) -> ql4
agt(ql2) -> ql5

/* communication requests */

U(ql13, ql13) -> ql13

goal(ql4, ql5) -> ql13
goal(ql5, ql4) -> ql13
goal(ql4, ql4) -> ql13
goal(ql5, ql5) -> ql13
goal(ql3, ql3) -> ql13
goal(ql4, ql3) -> ql13
goal(ql3, ql4) -> ql13
goal(ql5, ql3) -> ql13
goal(ql3, ql5) -> ql13

/* initial intruder knowledge */

agt(ql0) -> ql13

agt(ql1) -> ql13

agt(ql2) -> ql13

mesg(ql13, ql13, ql13) -> ql13
cons(ql13, ql13) -> ql13

null -> q|13

pubkey(ql3) -> ql13
pubkey(ql4) -> ql13
pubkey(ql|5) -> ql13

encr(ql13, ql3, ql13) -> ql13
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1/

N(ql3, ql3) -> ql13
N(ql3, ql4) -> ql13
N(ql3, ql5) -> ql13
nil

End of Description

// A(1) represent Confidentiality problems: Nonce from agt(A) to agt(B),
from agt(B) to agt(A), from agt(A) to agt(A) or agt(B) to agt(B)
captured by the intruder

//
1/
/!

1/

Description of A(1)

states qll1 ql2 ql4 ql5 ql13 nil

final states ql|13 nil
transitions

A -> ql1
B -> ql2
agt(qll) -> ql4
agt(ql2) -> ql5

U(ql13, ql13) -> ql13

N(ql4, ql5) -> ql13
N(ql5, ql4) -> ql13
N(ql4, ql4) -> ql13
N(ql5, ql5) -> ql13
nil

End of Description

// A(2) represent Authentication problems:

//
1/
/!
//
//
1/
1/
//
1/
1/
//
1/
//
1/
1/

c_init(A,
c_resp(B,

c_init (B,
c_resp(A,

c_init(A,
c_resp(A,

c_init (B,
c_resp(B,

B, C=\=B i A, 1,2,3
A, C=\=A e. B, 1,2,3
A, C=\=A i.e. B, 1,2
B, C=\=B i.e. A, 1,2
A, C=\=A i.e. B, 1,2
A, C=\=A i.e. B, 1,2
B, C=\=B i.e. A, 1,2
B, C=\=B i.e. A, 1,2
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Description of A(2)
states ql0 ql1 ql2 ql3 ql4 ql5 ql6 ql13 nil
final states q|13 nil
transitions
o ->ql0
s(ql0) -> qloO
A > ql1
B -> ql2
agt(ql0) ->ql3
agt(qll) -> ql4
agt(ql2) -> ql5

U(ql13, ql13) -> ql13

c_init(ql4, ql5, ql3) -> ql13
c_init(ql4, ql5, ql4) -> ql13
c_resp(ql5, ql4, ql3) -> ql13
c_resp(alb, ql4, ql5) -> ql13

c_init(ql5, ql4, ql3) -> ql13
c_init(ql5, ql4, ql5) -> ql13
c_resp(ql4, ql5, ql3) -> ql13
c_resp(ql4, ql5, ql4) -> ql13

c_init(ql4, ql4, ql3) -> ql13
c_init(ql4, ql4, ql5) -> ql13
c_resp(ql4, ql4, ql3) -> ql13
c_resp(ql4, ql4, ql5) -> ql13

c_init(ql5, ql5, ql3) -> ql13
c_resp(ql5, ql5, ql4) -> ql13
c_init(ql5, alb, ql3) -> ql13
c_resp(ql5, ql5, ql4) -> ql13

nil
End of Description
nil

R

// Approximation function

Approximation

rule(d,
gamma(ql13, (x -> ql4) o (y -> ql5) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].
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[epsilon.2.3, ql13].[epsilon.2.3.1, ql14].[epsilon.2.3.3, ql15].
[epsilon.2.3.3.1,ql16].[epsilon.2.3.3.2, ql17].
[epsilon.2.3.3.2.2, ql18].nil).

gamma(ql13, (x -> ql5) o (y -> ql4) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].

[epsilon.2.3, ql13].[epsilon.2.3.1, ql130].[epsilon.2.3.3, ql131].
[epsilon.2.3.3.1,q/132]. [epsilon.2.3.3.2, ql133].
[epsilon.2.3.3.2.2, ql134].nil).

gamma(ql13, (x -> ql4) o (y -> ql4) o identity,
[epsilon.1, ql13].[epsilon.2, ql|13].

[epsilon.2.3, ql13].[epsilon.2.3.1, ql135].[epsilon.2.3.3, ql136].
[epsilon.2.3.3.1,q1137]. [epsilon.2.3.3.2, q|138].
[epsilon.2.3.3.2.2, ql139].nil).

gamma(ql13, (x -> ql5) o (y -> ql5) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].

[epsilon.2.3, ql13].[epsilon.2.3.1, ql140]. [epsilon.2.3.3, ql141].
[epsilon.2.3.3.1,q/142]. [epsilon.2.3.3.2, ql143].
[epsilon.2.3.3.2.2, ql144].nil).

gamma(ql13, (y -> ql5) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].

[epsilon.2.3, ql13].[epsilon.2.3.1, ql14].[epsilon.2.3.3, ql20].
[epsilon.2.3.3.1, ql21].[epsilon.2.3.3.2, ql22].
[epsilon.2.3.3.2.2, ql23].nil).

gamma(ql13, (y -> ql4) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].

[epsilon.2.3, ql13].[epsilon.2.3.1, ql24].[epsilon.2.3.3, ql25].
[epsilon.2.3.3.1, ql26].[epsilon.2.3.3.2, ql|27].
[epsilon.2.3.3.2.2, ql28].nil).

gamma(ql13, identity,
[epsilon.1, ql13].[epsilon.2, ql13].
[epsilon.2.3, ql13].[epsilon.2.3.1, ql66].[epsilon.2.3.3, ql69].
[epsilon.2.3.3.1, ql70].[epsilon.2.3.3.2, ql71].
[epsilon.2.3.3.2.2, ql|72].nil).

nil).

rule(2,
gamma(ql13, (x2 -> ql1) o (u -> ql2) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1,ql5].
[epsilon.2.2,ql4]. [epsilon.2.3,q|13]. [epsilon.2.3.1, ql24].
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[epsilon.2.3.1.1,ql4]. [epsilon.2.3.2, q|5].[epsilon.2.3.3,ql30].
[epsilon.2.3.3.2,ql31]. [epsilon.2.3.3.2.1,q]32].
[epsilon.2.3.3.2.1.1,ql5].[epsilon.2.3.3.2.1.2,ql4].
[epsilon.2.3.3.2.2,q133].[epsilon.2.3.3.2.2.1,ql5].
[epsilon.2.3.3.2.2.2,q134].nil).

gamma(ql13, (x2 -> ql2) o (u -> ql1) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1,ql4].
[epsilon.2.2,ql5]. [epsilon.2.3,q|13]. [epsilon.2.3.1, ql|145].
[epsilon.2.3.1.1,ql5].[epsilon.2.3.2, ql4].[epsilon.2.3.3,q1146].
[epsilon.2.3.3.2,q1147]. [epsilon.2.3.3.2.1,q/148].
[epsilon.2.3.3.2.1.1,q|4]. [epsilon.2.3.3.2.1.2,q|5].
[epsilon.2.3.3.2.2,q91149]. [epsilon.2.3.3.2.2.1,ql4].
[epsilon.2.3.3.2.2.2,q/150] .nil).

gamma(ql13, (x2 -> ql1) o (u -> ql1) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1,ql4].
[epsilon.2.2,ql4]. [epsilon.2.3,ql13]. [epsilon.2.3.1, ql151].
[epsilon.2.3.1.1,ql4]. [epsilon.2.3.2, ql|4].[epsilon.2.3.3,q|152].
[epsilon.2.3.3.2,q1153]. [epsilon.2.3.3.2.1,q]154].
[epsilon.2.3.3.2.1.1,q]4].[epsilon.2.3.3.2.1.2,q(4].
[epsilon.2.3.3.2.2,q1155]. [epsilon.2.3.3.2.2.1,ql4].
[epsilon.2.3.3.2.2.2,q156].nil).

gamma(ql13, (x2 -> ql2) o (u -> ql2) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].

[epsilon.2.1,q|5]. [epsilon.2.2,q|5]. [epsilon.2.3,ql13].
[epsilon.2.3.1, ql157].[epsilon.2.3.1.1,ql5].[epsilon.2.3.2, ql5].
[epsilon.2.3.3,ql158]. [epsilon.2.3.3.2,q]159].

[epsilon.2.3.3.2. ,q|160] [epsilon.2.3.3.2.1.1,ql5].
[epsilon.2.3.3.2.1.2,ql5].[epsilon.2.3.3.2.2,ql161].
[epsilon.2.3.3.2.2.1,ql|5]. [epsilon.2.3.3.2.2.2,q/162] .nil).
gamma(ql13, (x2 -> ql1) o identity,

[epsilon.1, ql13].[epsilon.2, q|13].[epsilon.2.1,ql13].
[epsilon.2.2,ql4]. [epsilon.2.3,q|13]. [epsilon.2.3.1, ql24].
[epsilon.2.3.1.1,ql4]. [epsilon.2.3.2, q|60]. [epsilon.2.3.3,q|36].
[epsilon.2.3.3.2,q137].[epsilon.2.3.3.2.1,ql38].
[epsilon.2.3.3.2.1.1,q/109]. [epsilon.2.3.3.2.1.2,ql4].
[epsilon.2.3.3.2.2,q139]. [epsilon.2.3.3.2.2.1,q113].
[epsilon.2.3.3.2.2.2,ql140] .nil).

gamma (ql13,
[epsilon.1,
[epsilon.2.
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(x2 -> ql2) o identity,
ql13].[epsilon.2, ql13].[epsilon.2.1,ql13].
2,ql5]. [epsilon.2.3,ql13]. [epsilon.2.3.1, ql14].
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[epsilon.2.3.1.1,ql5].[epsilon.2.3.2, ql61].[epsilon.2.3.3,ql42].
[epsilon.2.3.3.2,q143].[epsilon.2.3.3.2.1,ql44].
[epsilon.2.3.3.2.1.1,q/110]. [epsilon.2.3.3.2.1.2,ql5].
[epsilon.2.3.3.2.2,q146].[epsilon.2.3.3.2.2.1,q[13].
[epsilon.2.3.3.2.2.2,q147].nil).

gamma(ql13, (u -> ql2) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1,ql5].

[epsilon.2.2 q|13] [epsilon.2.3,ql13]. [epsilon.2.3.1, ql83].
[epsilon.2.3.1.1,q184].[epsilon.2.3.2, ql|5].[epsilon.2.3.3,q|85].
[epsilon.2.3.3.2,q186].[epsilon.2.3.3.2.1,q|87].

[epsilon.2.3.3.2.1.1,q|5]. [epsilon.2.3.3.2.1.2,q188].
[epsilon.2.3.3.2.2,q189]. [epsilon.2.3.3.2.2.1,ql5].
[epsilon.2.3.3.2.2.2,ql190] .nil).

gamma(ql13, (u -> ql1) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1,ql4].
[epsilon.2.2,ql13]. [epsilon.2.3,ql13]. [epsilon.2.3.1, ql91].

[epsilon.2.3.1.1,q192]. [epsilon.2.3.2, ql|4].[epsilon.2.3.3,q|93].
[epsilon.2.3.3.2,q194]. [epsilon.2.3.3.2.1,q|95].
[epsilon.2.3.3.2.1.1,ql4]. [epsilon.2.3.3.2.1.2,q]96].
[epsilon.2.3.3.2.2,q197]. [epsilon.2.3.3.2.2.1,ql4].
[epsilon.2.3.3.2.2.2,ql98] .nil).

gamma(ql13, identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql13].
[epsilon.2.2,q|13]. [epsilon.2.3,q|13]. [epsilon.2.3.1,ql|67].

[epsilon.2.3.1.1,q113]. [epsilon.2.3.2,q162].[epsilon.2.3.3,ql73].
[epsilon.2.3.3.2,q|74]. [epsilon.2.3.3.2.1,q|75].
[epsilon.2.3.3.2.1.1,q76]. [epsilon.2.3.3.2.1.2,qI77].
[epsilon.2.3.3.2.2,q178]. [epsilon.2.3.3.2.2.1,ql79].
[epsilon.2.3.3.2.2.2,q180] .nil).

nil).

rule(3,

gamma(ql13, (y -> ql1) o (z -> ql2) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql4].
[epsilon.2.2,q|5]. [epsilon.2.3,q|13]. [epsilon.2.3.1,ql14].
[epsilon.2.3.1.1, ql5].[epsilon.2.3.2,ql4].[epsilon.2.3.3,q/49].
[epsilon.2.3.3.2,q/50].nil).

gamma(ql13, (y -> ql2) o (z -> ql1) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql5].
[epsilon.2.2,ql4]. [epsilon.2.3,ql13]. [epsilon.2.3.1,q|163].
[epsilon.2.3.1.1, ql4].[epsilon.2.3.2,ql5].[epsilon.2.3.3,ql164].
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[epsilon.2.3.3.2,q/165] .nil).

gamma(ql13, (y -> ql1) o (z -> qll) o identity,

[epsilon.1, ql13].[epsilon.2, ql|13].

[epsilon.2.1, ql4].[epsilon.2.2,ql4].[epsilon.2.3,ql13].
[epsilon.2.3.1,ql166]. [epsilon.2.3.1.1, ql4].[epsilon.2.3.2,ql4].
[epsilon.2.3.3,q1167].[epsilon.2.3.3.2,q|168] .nil).

gamma(ql13, (y -> ql2) o (z -> ql2) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql5].
[epsilon.2.2,q|5]. [epsilon.2.3,q|13]. [epsilon.2.3.1,q]169].
[epsilon.2.3.1.1, ql5]. [epsilon.2.3.2,ql5]. [epsilon.2.3.3,q/170].
[epsilon.2.3.3.2,ql171].nil).

gamma(ql13, (z -> ql2) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql13].
[epsilon.2.2,q|5]. [epsilon.2.3,q|13]. [epsilon.2.3.1,q]14].
[epsilon.2.3.1.1, ql5].[epsilon.2.3.2,q163].[epsilon.2.3.3,ql51].
[epsilon.2.3.3.2,q152].nil).

gamma(ql13, (z -> qll1) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].

[epsilon.2.1, ql13].[epsilon.2.2,ql4]. [epsilon.2.3,ql13].
[epsilon.2.3.1,ql24] . [epsilon.2.3.1.1, ql4].[epsilon.2.3.2,ql64].
[epsilon.2.3.3,ql53]. [epsilon.2.3.3.2,q154] .nil).

gamma(ql13, (y -> ql1) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql4].
[epsilon.2.2,q]13]. [epsilon.2.3,q|13].[epsilon.2.3.1,q|99].
[epsilon.2.3.1.1, ql100]. [epsilon.2.3.2,ql4].[epsilon.2.3.3,ql101].
[epsilon.2.3.3.2,q1102] .nil).

gamma(ql13, (y -> ql2) o identity,

[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql5].
[epsilon.2.2,q|13]. [epsilon.2.3,q|13].[epsilon.2.3.1,q|103].
[epsilon.2.3.1.1, ql104]. [epsilon.2.3.2,ql5]. [epsilon.2.3.3,q]/105].
[epsilon.2.3.3.2,q1106].nil).

gamma(ql13, identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql13].
[epsilon.2.2,q|13]. [epsilon.2.3,ql13]. [epsilon.2.3.1,q168].
[epsilon.2.3.1.1, ql13].[epsilon.2.3.2,q|65]. [epsilon.2.3.3,ql81].
[epsilon.2.3.3.2,q182].nil).

nil).
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rule(4,
gamma(ql13, (y -> ql1) o (z -> ql2) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql4].
[epsilon.2.2, q|5].nil).

gamma(ql13, (y -> ql2) o (z -> ql1) o identity,
[epsilon.1, ql13].[epsilon.2, q|13].[epsilon.2.1, ql5].
[epsilon.2.2, ql4].nil).

gamma(ql13, (y -> ql1) o (z -> ql1) o identity,
[epsilon.1, ql13].[epsilon.2, q|13].[epsilon.2.1, ql4].
[epsilon.2.2, ql4].nil).

gamma(ql13, (y -> ql2) o (z -> ql2) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql5].
[epsilon.2.2, ql5].nil).

gamma(ql13, (z -> ql2) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql56].
[epsilon.2.2, q|5].nil).

gamma(ql13, (y -> ql1) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql4].
[epsilon.2.2, ql127].nil).

gamma(ql13, (y -> ql2) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql5].
[epsilon.2.2, ql129].nil).

gamma(ql13, identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql57].
[epsilon.2.2, ql58].nil).

nil).

rule(5,
gamma(ql13, (y -> ql1) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql4].nil).

gamma(ql13, (y -> ql2) o identity,
[epsilon.1, ql13].[epsilon.2, ql13].[epsilon.2.1, ql5].nil).

gamma(ql13, identity,

[epsilon.1, ql|13].[epsilon.2, ql13].[epsilon.2.1, ql172].nil).
nil).
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rule(6,
gamma(ql13,
[epsilon.1,

rule(7,
gamma (ql13,
[epsilon.1,

rule(8,
gamma (ql13,
[epsilon.1,

rule(9,
gamma (ql13,
[epsilon.1,

rule (10,
gamma (ql13,
[epsilon.1,

rule(12,
gamma (ql13,
[epsilon.1,

rule (13,
gamma (q|13,
[epsilon.2,
nil

identity,
ql13]. [epsilon

identity,
ql13]. [epsilon

identity,
ql13]. [epsilon

identity,
ql13]. [epsilon

identity,
ql13]. [epsilon

identity,

.2,ql13].

.2,q113].

.2,ql13].

.2,q113].

.2,ql13].

ql13].nil) .nil).

identity,

ql13].nil) .nil).

end of specification

B Results

nil).

nil).

nil).

nil).

nil).

nil).

nil).

nil).

nil).

nil).

Here is the complete Tx1(A) automaton automatically obtained from previous specification.
With regards to non left-linearity of R, for each critical pair such that a variable z can
be mapped to distinct states ¢ and ¢’ of TxT (A), it has been automatically proven that
L(TrT (A),q) N L(TrT (A),¢') = 0.

Description of A(0)

states ql172.q|57.q158.q156.q1127.91129.q168.q165.q182.
ql81.q164.q154.q153.9163.q9152.9151.q1100.q199.q1102.q1101.q|166.q]168.
ql167.q150.q149.q1104.q1103.q|106.91105.q1163.q1165.q1164.q1169.q|171.
ql170.q161.q1110.q144.q147.q146.q143.q142.q160.91109.9q138.q140.q139.ql37.
ql36.q167.q162.q176.q177.q175.q179.q180.q178.q174.q173.q192.q191.q196.q195.
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ql98.q197.9194.q193.q1151.q1154.q|156.q1155.q1153.q1152.q1145.q1148.q1150.
ql149.q1147.q1146.q184.q183.q188.q187.9190.9189.9186.9q185.q132.q134.ql33.
ql31.q130.q1157.q1160.q1162.q1161.q1159.q1158.q121.q123.q122.9120.q] 24.

ql26.9128.9127.9125.9166.9170.9172.q171.q169.q1140.q1142.q1144.q|143.q]141.
q1135.q1137.q1139.q1138.q(136.q1130.q1132.q1134.q/133.q|131.q|14.q/16.q]18.

al17.ql13.ql0.ql1.ql2.ql3.9l4.q9l15.916.9115.91200.nil

final states ql|13.nil

transitions
add(ql72)->ql13.
add(ql|71)->ql13.
c_resp(ql4,ql3,ql65)->ql13.
cons(ql70,q182)->q|81.
cons(ql70,q1102)->q|101.
cons(ql70,q1106)->q|105.
cons(ql70,q1147)->q|146.
cons(ql70,q194)->q193.
cons(ql70,q1159)->q|158.
cons(ql70,q186)->q|85.
c_resp(ql5,q188,q13)->ql13.
add(ql5)->ql13.
add(ql87)->ql13.
cons(ql87,q1147)->q|146.
add(ql86)->ql13.
c_resp(ql4,ql96,q13)->ql13.
add(ql4)->ql13.
add(ql95)->ql13.
cons(ql95,q1153)->q|152.
add(ql94)->ql13.

c_resp(ql172,ql5,ql4)->ql13.
c_resp(ql172,ql4,ql5)->ql13.

c_resp(ql4,q13,q13)->ql13.
cons(ql13,q1102)->q|101.
cons(ql13,q1106)->q|105.
add(ql80)->ql13.
add(ql78)->ql13.
cons(ql75,q174)->ql13.
cons(ql75,q194)->ql13.
cons(ql75,q186)->ql13.
add(q|70)->ql13.

c_init(ql5,q1129,ql3)->ql13.

add(ql44)->ql13.
add(ql38)->ql13.
add(ql75)->ql13.
add(ql81)->ql13.

add(ql3)->ql13.
c_resp(ql172,q13,q165)->ql13.
c_resp(ql5,ql3,q165)->ql13.
cons(ql70,q182)->ql13.
cons(ql|70,q1102)->q[13.
cons(ql|70,q1106) ->q[13.
cons(q|70,q1153)->q|152.
cons(ql70,q194)->q|13.
cons(ql70,q131)->ql30.
cons(ql70,q186)->ql13.
add(ql90)->ql13.
add(ql89)->ql13.
cons(ql87,ql43)->ql42.
cons(ql87,q1159)->q|158.
add(ql21)->ql13.
add(ql98)->q|13.
add(ql97)->ql13.
cons(ql95,ql137)->q|36.
cons(ql95,ql131)->q130.
add(ql26)->ql13.
c_resp(ql172,q13,ql14)->ql13.
c_resp(ql172,q13,q15)->ql13.
c_resp(ql5,q13,q13)->ql13.
cons(ql13,q1102)->q|13.
cons(ql13,q1106)->q|13.
add(ql79)->ql13.
cons(ql75,q174)->ql73.
cons(ql75,q194)->q|93.
cons(ql75,q186)->q|85.
add(ql74)->ql13.
c_init(ql4,ql127,q13)->ql13.
add(ql106)->q|13.
add(ql102)->ql13.
add(ql82)->q|13.
c_resp(ql172,q177,q13)->ql13.
add(ql101)->ql13.
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add(ql105)->ql13.
add(ql93)->ql13.
add(ql69)->ql13.
c_resp(ql172,q177,q165)->ql13.
c_resp(ql172,ql77,q14)->ql13.
c_resp(ql172,q177,q15)->q|13.
c_resp(ql172,ql4,q13)->ql13.
c_resp(ql172,ql5,ql13)->ql13.
c_resp(ql4,ql4,ql4)->ql13.
c_resp(ql5,q188,q163)->ql13.
c_resp(ql5,ql5,q15)->ql13.
c_init(ql57,q!58,ql14)->ql13.
agt(ql0)->q|58.
agt(ql1)->ql|58.
agt(ql0)->ql56.
c_init(ql4,ql127,q160)->ql13.
c_init(ql4,ql127,q162)->ql13.
c_init(ql4,ql5,q15)->ql13.
agt(ql0)->ql129.
c_init(ql5,ql4,q14)->ql13.
pubkey (ql13)->q|68.
null->q|82.
cons(ql75,q182)->ql13.
agt(ql0)->ql64.
cons(ql95,q154)->ql53.
agt(ql0)->ql63.
cons(ql87,q152)->q|51.
cons(ql38,q1102)->q|101.
agt(ql0)->q[100.

null->q|102.
cons(ql75,q91102)->q[13.
pubkey (ql4)->ql166.
cons(ql154,q1168) ->q|167.
null->q|50.
encr(ql14,ql4,q149)->ql13.
cons(ql44,q|106)->q|13.
pubkey (q1104) ->q1103.
cons(ql75,q1106) ->q|105.
encr(ql103,q15,q1105)->q|13.
null->q|165.
encr(ql163,ql15,q1164)->ql13.
null->q|171.
encr(ql169,ql5,q1170)->q[13.
agt(ql0)->ql110.
N(ql110,ql5)->ql13.
cons(ql13,q147)->ql46.
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add(ql73)->ql13.
add(ql85)->ql13.
add(ql13)->ql13.
c_resp(ql172,ql4,ql4)->ql13.
c_resp(ql172,q15,q15)->ql13.
c_resp(ql172,q13,q13)->ql13.
agt(ql0)->ql172.
c_resp(ql4,ql96,q164)->ql13.
c_resp(ql4,ql5,915)->ql13.
c_resp(ql5,ql4,ql4)->ql13.
c_init(q|57,q158,q/62)->ql13.
c_init(ql56,q!5,q15)->ql13.
agt(ql0)->ql57.
c_init(ql57,q158,q13)->ql13.
c_init(ql56,q15,q13)->ql13.
agt(ql0)->ql127.
c_init(ql4,ql4,q/4)->ql13.
c_init(ql5,q1129,q161)->ql13.
c_init(ql5,ql129,q162)->ql13.
c_init(ql5,ql5,q!5)->ql13.
agt(ql0)->ql65.
cons(ql75,q182)->ql81.
encr(ql68,q165,q181)->ql13.
null->ql54.
encr(ql24,ql64,q153)->ql13.
null->ql52.
encr(ql14,q163,q151)->q|13.
cons(ql38,q1102)->q[13.
pubkey(q|100)->q[99.
cons(ql75,q1102)->q[101.
encr(ql99,ql4,ql101)->ql13.
null->ql168.
encr(ql166,ql4,q1167)->ql13.
cons(ql32,q150)->ql49.
cons(ql44,ql1106)->q|105.
agt(ql0)->ql104.
null->ql106.
cons(ql75,q1106) ->q[13.
pubkey(ql4)->q|163.
cons(ql148,ql165)->q|164.
pubkey(ql5)->ql169.
cons(q|160,ql171)->q|170.
agt(ql0)->ql61.
N(ql110,q15)->ql44.
null->ql47.
cons(ql44,ql46)->ql43.
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cons(ql70,q143)->ql42.
mesg(ql13,ql5,q113)->ql13.
agt(ql0)->q1109.
N(ql109,ql4)->ql13.
cons(ql13,q/40)->q139.
cons(ql70,q137)->q136.
mesg(ql13,ql4,ql113)->ql13.
agt(ql0)->ql62.
agt(ql0)->ql|77.
N(ql76,q177)->q|13.
null->q|80.
cons{(ql79,q180)->ql13.
cons(ql75,q178)->ql13.
cons(ql70,q174)->ql13.
cons(ql26,q194)->q|93.
cons(ql137,ql153) ->ql152.
agt(ql0)->ql92.
agt(ql0)->ql96.
N(ql4,ql96)->ql13.
cons(ql4,ql98)->ql97.
cons(ql95,q197)->ql94.
cons(ql13,q194)->q|93.
encr(ql91,q14,q193)->ql13.
pubkey(ql4)->ql151.
null->q|156.
cons(ql154,q1155) ->q|153.
encr(ql151,ql4,ql152)->q|13.
N(ql4,ql5)->q|148.
cons(ql4,ql150)->q|149.
cons(ql13,q1147)->ql146.
cons(ql21,q186)->ql85.
cons(ql142,q|159)->q|158.
agt(ql0)->ql84.
agt(ql0)->ql88.
N(ql5,q188)->ql13.
cons{(ql5,q190)->q|89.
cons(ql87,q189)->q|86.
cons(ql13,q186)->ql85.
encr(ql83,q15,q185)->ql13.
N(ql5,q14)->ql32.
cons(ql5,q134)->ql33.
cons(ql13,q131)->q[30.
pubkey (q|5)->ql157.
null->ql162.
cons(ql160,q1161) ->q|159.
encr(ql157,ql5,q1158)->q[13.

encr(ql14,ql61,q142)->ql13.
agt(ql0)->ql60.
N(ql109,q14)->ql38.
null->ql40.
cons(ql38,q139)->ql37.
encr(ql24,q160,q136)->ql13.
pubkey(q|13)->ql67.
agt(ql0)->ql76.
N(ql76,ql77)->ql75.
agt(ql0)->ql79.
cons(ql79,q180)->ql78.
cons(ql75,q178)->ql74.
cons(ql70,q174)->q|73.
encr(ql67,q162,q173)->ql13.
cons(ql26,q194)->ql13.
cons(ql132,q1147)->q|146.
pubkey(q|92)->ql91.
N(ql4,q196)->q|95.
null->ql98.
cons(ql4,ql98)->ql13.
cons(ql95,q197)->q|13.
cons(ql13,q194)->ql13.
mesg(ql4,ql13,ql113)->ql13.
N(ql4,ql4)->ql154.
cons(ql4,ql156)->q|155.
cons(ql13,ql153)->q|152.
pubkey(q|5)->q|145.
null->ql150.
cons(q|148,ql149)->q|147.

encr(ql145,ql4,q1146)->ql13.

cons(ql21,q186)->ql13.
cons(ql16,ql31)->q|30.
pubkey(q84)->ql83.
N(ql5,ql88)->ql87.
null->ql90.
cons(ql5,q190)->ql13.
cons(ql87,q189)->ql13.
cons(ql13,ql86)->q|13.
mesg(ql5,q113,q113)->q[13.
null->ql34.
cons(ql32,ql133)->q|31.
encr(ql24,q15,q130)->ql13.
N(ql5,q15)->ql160.
cons(ql5,q/162)->ql161.
cons(ql13,ql159)->q|158.
N(ql3,ql5)->ql21.
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null->q|23.
cons(ql21,q122)->q|20.
mesg(ql3,ql5,q9113)->ql13.
N(ql5,ql3)->ql13.
cons(ql5,q172)->ql13.
mesg(ql5,q13,q113)->ql13.
N(ql3,ql4)->ql26.
cons(ql3,q128)->ql27.
encr(ql24,q13,q/25)->ql13.
N(ql4,ql3)->ql70.
cons(ql4,ql72)->ql71.
encr(ql66,ql14,q169)->ql13.
pubkey(ql3)->ql66.
null->q|72.
cons(ql3,q172)->ql13.
cons(ql70,q171)->ql13.
mesg(ql3,ql3,q113)->ql13.
N(ql5,q15)->ql142.
cons(ql5,ql144)->q|143.

encr(ql|140,q15,ql141)->q|13.

pubkey(ql4)->ql135.
null->q|139.
cons(ql137,91138)->q|136.
mesg(ql4,ql4,ql13)->ql13.
N(ql5,q14)->ql132.
cons(ql5,ql134)->ql133.

encr(ql130,q15,ql131)->q[13.

LHS->ql13.
N(ql4,ql5)->ql16.
cons(ql4,ql18)->ql17.
encr(ql14,ql4,ql15)->ql13.
o->ql0.

A->ql1.

agt(ql0)->ql3.
agt(ql2)->ql5.
goal(ql4,ql5)->ql13.
goal(ql4,ql4)->ql13.
goal(ql3,ql3)->ql13.
goal(ql3,ql4)->ql13.
goal(ql3,ql5)->ql13.
agt(ql1)->ql13.
mesg(ql13,q/13,ql113)->q|13.
null->q|13.
pubkey(ql4)->ql13.
encr(ql13,q13,ql13)->ql13.
N(ql3,ql4)->ql13.

RR n-°3921

cons(ql3,ql23)->ql22.
encr(ql14,q13,ql20)->ql13.
N(ql5,ql3)->ql70.
cons(ql5,ql72)->ql71.
encr(ql66,q15,q169)->q[13.
pubkey(ql4)->ql24.
null->ql28.
cons(ql26,q127)->ql25.
mesg(ql3,ql4,ql113)->ql13.
N(ql4,ql3)->ql13.
cons(ql4,ql72)->ql13.
mesg(ql4,ql3,q/13)->ql13.
N(ql3,ql3)->ql70.
cons(ql3,ql72)->ql71.
cons(ql70,ql71)->ql69.
encr(ql66,q13,q169)->q[13.
pubkey(ql|5)->ql140.
null->ql144.
cons(ql142,ql143)->q|141.
mesg(ql5,q15,q9113)->ql13.
N(ql4,ql4)->ql137.
cons(ql4,q|139)->q|138.
encr(ql135,ql4,q1136)->ql13.
pubkey(ql4)->q[130.
null->ql134.
cons(ql132,q1133)->q|131.
mesg(ql5,ql4,q113)->ql13.
pubkey(q|5)->ql14.
null->ql18.
cons(ql16,q117)->ql15.
mesg(ql4,ql5,q113)->ql13.
s(ql0)->ql0.

B->ql2.

agt(ql1)->ql4.
U(ql13,ql13)->ql13.
goal(ql5,ql4)->ql13.
goal(ql5,ql5)->ql13.
goal(ql4,ql3)->ql13.
goal(ql5,ql3)->ql13.
agt(ql0)->ql13.
agt(ql2)->ql13.
cons(ql13,q113)->ql13.
pubkey(ql|3)->q|13.
pubkey(ql|5)->q|13.
N(ql3,ql3)->ql13.
N(ql3,ql5)->ql13.
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nil End of Description

Then we can compute intersection between Tz1(A) and A(1) and we obtain:

Description of A(3)states nil final states nil transitions nil End of Description

Similarly, the intersection between Tzt (A) and A(2) gives:

Description of A(4)states nil final states nil transitions nil End of Description
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