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Abstract: Several studies have demonstrated the effectiveness of the Singular Evo-
lutive Extended Kalman (SEEK) filter and its interpolated variant called SEIK in
their capacity to assimilate altimetric data into ocean models. However, these filters
remain expensive for real operational assimilation. The purpose of this paper is to
develop degraded forms of the SEIK filter which are less costly and yet perform rea-
sonably well. Our approach essentially consists in simplifying the evolution of the
correction basis of the SEIK filter, which is the most expensive part of this filter. To
deal with model unstabilities, we also introduce two adaptive tuning schemes based
on the correction basis evolution and the use of a variable forgetting factor. The fil-
ters have been implemented in a realistic setting of the OPA model over the tropical
pacific zone and their performance studied through twin experiments in which the
observations are taken to be synthetic altimeter data sampled on the sea surface.
The SEIK filter is used as a reference for comparison. Our new filters perform nearly
as well as the SEIK, but can be 2 to 10 times faster.

Key-words:  Data assimilation. Reduced Kalman filtering. SEEK and SEIK
Filters. Forgetting factor.
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Filtrage de Kalman Réduit Efficace et Application a
I’Assimilation de Données Altimétriques dans le Tropical
Pacifique

Résumé : Plusieurs études ont montré ’efficacité du filtre de Kalman étendu sin-
gulier évolutif (SEEK) et de sa variante interpolée, appelée SEIK, pour assimiler
les données altimétriques dans les modéles océaniques. Cependant, ces deux filtres
restent chers pour une océanographie opérationnelle. Le but de ce papier est de déve-
lopper des formes dégradées du filtre SEIK qui sont moins cotiteux mais relativement
performants. Notre approche consiste essentiellement a simplifier I’évolution de la
base de correction du filtre SEIK, qui est la partie la plus chére de ce filtre. Pour
traiter les instabilités du modéle, nous introduisons aussi deux schémas adaptatifs
basés sur I’évolution de la base de correction et sur 'utilisation d’un facteur d’oubli
variable. Ces filtres ont été implémentés dans une configuration réaliste du modéle
OPA dans I'océan tropical pacifique. Leurs performances ont été étudiées avec des
experiences jumelles dans lesquelles les observations sont des données altimétriques
de la surface libre de la mer. Le filtre SEIK est utilisé comme référence de compa-
raison. Nos nouveaux filtres sont aussi performents que le filtre SEIK, mais peuvent
étre de 2 a 10 fois plus rapides.

Mots-clé :  Assimilation de données. Filtrage de Kalman réduits. Filtres SEIK et
SEEK. Facteur d’oubli.



Efficient reduced Kalman filtering 3

1 Introduction

In recent years there has been an increasing interest in operational data assimilation
schemes in oceanography. The need for such schemes is emerging for the purposes
of improving short and mid term weather prediction, developing climate prediction
or for the specific objectives of the navies in various countries. Since occurrence
satellites launching, considerable progress has been made in applying concepts and
techniques from statistical estimation and optimal control theories to the problem of
oceanographical data assimilation (see for example Ghil and Manalotte-Rizzoli [13]
for a review). The major challenge for the coming year is to design operational data
assimilation schemes which can be operated in conjunction with realistic ocean mo-
dels, with reasonable quality, and at acceptable cost as in meteorology.

One of the most widely used statistical assimilation schemes is the extended Kal-
man (EK) filter which is an extension of the common Kalman filter to nonlinear
models. However, the brute-force implementation of the EK filter in realistic ocean
models is not possible in practice because of its prohibitive cost. To deal with this
difficulty, different degraded forms of the EK filter, which basically reduce the dimen-
sion of the system through some kind of projection onto a low dimensional subspace,
have been proposed [5, 7, 8, 11, 14].

With the same aim in view, the singular evolutive extended Kalman (SEEK)
filter has been proposed by Pham et al. [22]. It essentially consists in approximating
the error covariance matrix by a singular matrix which leads to making correction
only in the directions for which the error is not sufficiently attenuated by the sys-
tem. Such directions evolve in time according to the system dynamics. Further,
Pham [23] introduces a variant called singular evolutive interpolated (SEIK) filter in
which the linearization used in the SEEK filter is replaced by a linear interpolation
as this could in less error for large deviations. These two filters have been applied in
different realistic ocean frameworks with quite satisfactory results [4, 21, 22, 23, 26].

But, the above filters remain expensive in real operational assimilation since the
evolution equation of their correction basis requires model integration for each basis
vectors. Our aim is to reduce further their costs, we will simplify the evolution of the
correction basis of these filters as this is the only way to obtain a significant reduction
of cost. This results several degraded forms of the SEEK and SEIK filters which are
much less costly and yet perform reasonably well. These filters generalize the fixed
correction basis filter of Brasseur et al. [4] derived from an empirical orthogonal
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4 1. Hotest, D.T. Pham and J. Blum

function (EOF) analysis.

A number of studies have revealed rapid error growth when model unstabilities
appear [10, 19, 25|. Our experiments corroborate this finding in that the perfor-
mances of our filters decline mostly in the presence of unstability. To remedy to this,
we introduce two adaptive tuning schemes. The first is based on the correction basis
evolution and the second on the use of a variable forgetting factor.

This paper is organized as follows. The SEEK and SEIK filters are described in
section 2. Section 3 introduces some new degraded forms of the SEEK and SEIK
filters. Section 4 discusses two approaches to overcome model unstabilities. Finally,
the performance of the new filters is illustrated in section 5 with some simulation
results based on a realistic setting of the OPA model over the tropical Pacific ocean.

2 The singular evolutive Kalman filters

We shall adopt the notation proposed by Ide et al. [15]. Consider a physical system
described by

X'(te) = M (te, tr—1) X (tr-1) + n(tr) (1)

where X*(¢) denotes the vector representing the true state at time ¢, M(t, s) is an
operator describing the system transition from time s to time ¢ and 7(¢) is the system
noise vector. At each time f, one observes

Yko = HkXt(tk) + <k (2)

where H}, is the observational operator and € is the observational noise. The noises
n(ty) and e; are assumed to be independent random vectors with mean zero and co-
variance matrices Q and o2 Ry, (R}, will be often assumed to be the identity matrix),
respectively.

The sequential data assimilation consists in the estimation of the state of the sys-
tem at each observation time, using only observations up to this time. In the linear
case, this problem has been solved by the well known Kalman filter. In the nonlinear
case, one often linearizes the model around the current estimated state vector, which
yields to the so-called EK filter (see for example Ghil and Manalotte-Rizzoli [13] for
details).

INRIA



Efficient reduced Kalman filtering 5

The SEEK filter is introduced primarily to reduce the prohibitive cost of the EK
filter in meteorology and oceanography data assimilation, due to the huge number
(n) of the state variables. The main idea is to view the error covariance matrix as
singular with a low rank r << n. This leads to a filter in which the errors correction
is made only along certain directions parallel to a linear subspace of dimension r.
These directions are those for which error is not sufficiently attenuated by the system
dynamic.

This filter proceeds in two stages a part from an initialization stage. To initialize
the filter, we make a long historical run of the model and take X*(#y) as the average of
the state vectors and P?(tg) as the rank r approximation to their sample covariance
matrix obtain via an EOFs analysis (see Pham et al. [22] for details).

1- Prediction stage: At time #;_1, an estimate X“(fz—1) of the system state
and its corresponding error covariance matrix P?(f5_1), in the factorized form
UQLk_lUk_le_l where Lip_; and Ui_; are of dimension n x r and r X r
respectively, are available. The model (1) is used to forecast the state as

X (ty) = M(te, tr1) X (tr_1). (3)
The forecast error covariance matrix is given by
Pl(ty) = o*LiUs_1 LE + Q4 (4)
where
Ly = M(tg, tk—1)Lr-1 (5)

and M (tg,tx—1) is the gradient of M (ty,tr—1) evaluated at X *(tx—1).

2- Correction stage: The new observation Y’ at time #; is used to correct the
forecast according to

X (tr) = X7 (1) + Gi[Yy — Hi X7 (1)), (6)
where G, is the gain matrix given by
Gp = LyUdL{H{ R, (7)
with Hy the gradient of Hy evaluated at Xf(tk) and Uy computed from

Ur' = [Usr + (LT L) LI Quie(DE L) 7 + LTHI R Hy L. (8)

RR n- 3937



6 1. Hotest, D.T. Pham and J. Blum

The corresponding filter error covariance matrix is then equal to

P(ty) = o2 L U LT, (9)

Since equations (4) and (9) are only included for interpreting the results, the SEEK
filter reduces drastically the computional cost with respect to the EK filter. Ho-
wever, in operational assimilation it still requires r times the cost of the numerical
integration of the model, to compute the evolution of the correction basis L.

The SEEK filter may produce unstabilities, even divergence because of model
nonlinearities as for the EK filter (see for example Fvensen [9], Gauthier et al. [12]).
To alleviate this problem, Pham 23| proposed a variant of the SEEK, called SEIK,
in which linear interpolation is used instead of linearization.

The interest of this filter is double: firstly it avoids the complex computation of
the gradient required by the SEEK filter. Secondly it is more robust with respect
to model nonlinearities, since interpolation results in less error for large deviations
than linearization. The novelty in this filter lies in the choice of its interpolating
states X{(tx),..., X7(tx) which are drawn randomly at every filtering steps in such
a manner as to represent the analysis state error by an ensemble of state vectors i.e.

Xo(ty) = X2(th), (10)

~ =
-~

1

-
Il

(X (t) — X (8)]1XF (1) — X ()] (11)

~ =
]~

Pi(ty) =

-
Il
—

From this point of view, this filter has some similarities to the ensemble Kalman
filter introduced by Fvensen [8]. However, in our approach, the number of the inter-
polating states I will be taken to be the smallest possible, equal to r + 1.

This filter proceeds in three stages apart from the initialization stage which is
identical to that in the SEEK filter.

1- Drawing interpolating states: or “Second order exact sampling”

At time f;_1, an analysis state X *(¢x_1) and its corresponding error covariance
matrix P%(tx_1), in the factorized form o?L;_4 Uk—ng_p are available. The

INRIA



Efficient reduced Kalman filtering 7

Cholesky decomposition of Uk__l1 to Ck_ng_l is performed which enables to
write

P (tgey) = o* Ly (CA ) QI e O LE (12)

where €y, is any (r + 1) X r matrix with orthonormal columns and zero column
sums. This matrix will be drawn randomly using the procedure described in
Appendix A. Then one can take as interpolating states

/Y;l(tk—l) = /Ya(tk_l) + ovr + 1Lk_1(Qk_17iCk__11)T, (13)

for 1 <14 <r41, where Qj_;; denotes the it row of Qp_;. Note that formula
(12) and (13) ensures that the sample covariance matrix of the state is precisely
Pe (tk—l ) .

Forecast stage: One applies the model to bring the interpolating states
X tg=1) to Xif(tk). The state forecast X/(#;) will be taken as the bary-
center of the X,L-f (tx). The prediction error covariance matrix is approached

by

r+1
SIS () — X @IX () — X))+ Qr (14)

i=1

Pf(tk) ~

r+1
For later use, this matrix will be represented as

Pl(ty) = L[(r + DTTTITVLT 4 Qy, (15)
with a correction basis
L= [X{ (0) - Xy (0] - T (16)

where 7' is a (r + 1) X r matrix with orthonormal columns and zero column
sums. This property of T ensures that T(TTT)™'TT = I; ! so that (15) is
indeed the same as (14). An appropriate choice of 7" is the matrix

1 0 1 ) 1

1 . .
T = - 17
0 1 r+1 (17

0 0 1 1

174 s the identity matrix

RR n- 3937



8 1. Hotest, D.T. Pham and J. Blum

3- Correction stage: As in the SEEK filter, the correction of the forecast state
is done according to the formula

X(ty) = X (tg) + LU (HD)E[YE — H X (1)) (18)
with an analysis error covariance matrix
P (ty) = o> L U LT (19)

where (HL)j = [Hlef(tk) x -Hng_I_l(tk)] T and Uy, is computed from equa-
tion (8) but with [o?(r + 1)TTT]™! and (HL); instead of Up_; and HjLy
respectively.

Observation error estimation: It is more suitable to estimate the parameter
o and not to use a fixed given value. Here, in the case R = I; we estimate
o? at time t;, by the quantity e?/n{ where e and n{ are updated recursively
according to

ek = peiy + VY — HeX"(t)]” (20)
ng, = pni_q + {dimensionof Y;'}. (21)

The SEIK filter could performed better than the SEEK against the nonlinearities
of the system equations, but with about the same cost.

3 Reduction of the cost of the SEIK filter

Our aim is to reduce the cost of the SEEK and SEIK filters. We will however
consider only the SEIK filter since the other filter is similar, and seems to perform
not as good (in our experiments). Thus we will propose several degraded forms of
the SEIK filter which are less costly and yet perform reasonably well. Our approach
consists essentially in simplifying the way the correction basis of the SEIK filter
evolves which is the most expensive part of the filter.

3.1 The singular fixed extended Kalman (SFEK) filter

Motivated by the fact that most of the error estimation in numerical experiments in
Pham et al. [22] was reduced immediately after the first correction, i.e. while the
evolution of the EOF basis was not yet effective, Brasseur et al. [4] proposed to keep

INRIA



Efficient reduced Kalman filtering 9

the initial correction basis of the SEEK filter fixed in time. This can be justified by
the fact that the state of the ocean evolves very slowly. Therefore, one can suppose
that the transition operator of the ocean model is almost equal to identity and then
write

M(tk+1,tk) ~ 1. (22)

Under this approximation and the correction basis evolution equation (5), the cor-
rection basis of the SEEK filter will always remain constant equal to the initial EOF
basis Lg. This filter, called singular fixed extended Kalman (SFEK), operates in two
stages exactly as for the SEEK but without the evolution equation of the correction
basis (5). It is thus almost r 4+ 1 times faster than the SEEK filter.

The SFEK filter highly depends on the representativeness of the EOF correction
basis. It gives good results when this basis represents sufficiently well the model
variability. Its appeal is its very low cost, thus providing a cheap way to test the
relevance of the EOF basis. Actually we find it useful to experiment with the SFEK
filter to gain insight on the correction basis dimension r and the forgetting factor
(see section 4.2) to be used in the SEIK filter and its variants.

3.2 The singular intermittently evolutive interpolated Kalman (SIEIK)
filter

Another approach to simplify the way the correction basis of the SEIK filter evolves
is to use the convergence property of the Kalman filter’s error covariance matrix,
namely P*(t;) converges towards a fixed matrix when the model is linear and auto-
nomous. Thus in the nonlinear case but nearly linear (and still autonomous), one
can expect that P?(f;) tends very quickly towards a semi-fixed mode in which it will
evolve slowly, hence the correction basis of the SEIK filter will also evolve slowly.
Therefore we propose, after an initialization period with the SEIK filter, to let the
correction basis evolve intermittently according to two modes:

e Fixed mode: Keep the matrices Ly, Uy and (H L), fixed. The drawing of the
interpolating states is no longer perform. Prediction and correction steps are
done as for the SFEK filter.

e Keep up mode: After a certain time in the fixed mode (2 — 10 days for

example), the matrices Ly, Uy and (H L)y need to be updated. We start up
again the SEIK filter to bring back these matrices to the semi-fixed mode.

RR n- 3937



10 1. Hotest, D.T. Pham and J. Blum

More precisely, we let Ly evolve as in the SEIK filter starting with its previous
(fix) value, and update Uy accordingly. Another advantage is that this mode
can be very short (1 step for example).

This filter, called SIEIK, can be as stable as the SEIK filter but much less costly.
For example, if one evolves the correction basis once every K filtering steps, one can
easily see that the cost of the SIEIK filter is about K times less than the SEIK filter.
3.3 The singular semi-evolutive interpolated Kalman (SSEIK) filter

The main idea of this filter is to let only a few correction basis vector evolve and
keep the other fixed. The basis vectors which do not evolve are taken to be those
which contribute the least to the error filter representation, as this would minimize
the effect of keeping them fixed.

To construct this filter we start by representing the analysis error covariance
P(tg—1) = 0?L_1Up_1 LT | as

P(ty—1) = o* Ly (C)T@OTC LT, (23)

where C;_1 is the Cholesky decomposition of Uk__l1 and © is an arbitrary orthogonal
matrix. This show that there is an equivalent representation

Pa(tk_l) = U'Qi/k_li/z_l (24)
with the new correction basis
Lo = L (CA)Te, (25)
One can then split this new representation as
P(tgy) = L L 4 oL DT (26)

where izo_l and Ii};l_l contain the first rg and the last r; = r — rg columns of Lj_;
respectively. The above representation holds for any orthogonal matrix ©, the idea is
to chooses © in such a manner that the columns of Lx_; are orthogonal and ranked
according to their norm in increasing order (for some metric M in the state space,
see section 5.2.2). In this way, the matrix I:fl;l_l will contribute the most to the filter
error representation. Such a matrix © can be easily constructed as the matrix whose

INRIA



Efficient reduced Kalman filtering 11

columns are the eigenvectors of C,;_IIL{_IMLk_le__j; ranked according to their ei-
genvalue in increasing order.

From the above considerations, we will let only the matrix E};l_l evolve (in the

same way as in the SEIK filter) while keeping the matrix i};o_l fixed in time. Spe-

cifically, we construct the interpolating states X{(tx—1),..., X;? 1 (tx—1) with ba-
rycenter X“(tx—1) and covariance matrix 02i;1_1i21_7£ and let L;_; be the matrix
(270 [X{(thmt) - X7 11 (tg=1)]T] where T is as in (17) with r;y instead of r. By
this construction, we can write

I 0 -1

yT
0 02(7.1 + 1)TTT Lk—l' (27)

Pa(tk_l) = U2Ek_1 |:
Then in the forecast stage we compute the r; interpolating states X,L-f (tx) by applying
the model on X?(t;_1) and approximate the forecast error covariance matrix by

7”1+1

PH(t) = oL, TS+ SO () = XX 00) = X)) + Qe (29)
=1

Again, the above matrix can be rewritten as

I, 0 !

) = o0
P(tk)_"Lk[ 0 o2(r +1)TTT

Li +Qu (29)
where X{(tk) = M(tr,tp_1) X2 (tg_1) for i = 1,...,71 + 1, X/(#) is the barycenter
of the X/ (t;) and Ly = [L}2 |, [X{ (tx) - - X7, (tx)]T].

This representation is the same as (4) in the SEEK filter but with Uy_; replaced
by the matrix

I 0

0 o(r+ 0177 |- (30)

Therefore one may apply the same correction step as in the SEEK filter to get Uy
and hence P*(t).

The cost of the SSEIK filter is about (r + 1)/(r1 + 1) times the SEIK filter.

Moreover, since the value of r1 can be taken equal to 1 or 2, this filter is much less
expensive than the SEIK filter.

RR n- 3937



12 1. Hotest, D.T. Pham and J. Blum

3.4 Doubling the basis of the SEIK filter

Consider a physical system described by the differential equation

dX
i F(X(1),1), (31)

which is quasi-autonome in the sens that the gradient of F(-,t) is independent of ¢.
Let F(-) denote this gradient and M (tx4+1,tx) be the transition operator from time
tr to try1, associated with the system (31).

Recall that in the SEEK filter, the i** column Ly,; of the correction basis Ly
evolves according to the equation

Liv1,i=M(tht1,t5) L (32)

where M (¢541, 1) is the gradient of M (f44+1,tx) evaluated at X“(t;). This gradient
is such that the vector function v(t) = M(t,t;) Lk, is a solution of the differential
system

dv/di = F(X(t))o(t)
{ ’U(tk) = Lk,i' (33)

Let v, (t) = v(t + h), we have

don=v)/h _ F(X*(t4+h) = FX0) o L pixem)

v (t) — o(?)
dt h '

h

If the model is almost linear then the first term in the right hand side of the above
equation may be negligible compared to the second term. Thus the limit v of (v —
v)/h as h tends to zero verifies

dv

R F(X (). (34)

Since, by construction, v(tx) and v(fx41) are no other than F(X*(¢;))Lx,; and
F(X*(tx+1))Lit1,; respectively, the above equation is equivalent to

F(X(tk41)) Lir,i = M(Eeqr, te) F (X (k) Li,i- (35)

One recognizes in the last formula the evolution equation of the correction basis
vectors (32), with F(X*(¢)))L_; in place of L ;. Therefore, if F(X“(t;))Lr,; was a

INRIA



Efficient reduced Kalman filtering 13

basis correction vector at time #; then F(X*(¢441))Li+1; is too at time £54q. This
remark enables us to “double” the dimension of the correction basis of the SEEK
filter without really increasing the computation cost. Indeed, if one initializes the
correction basis by

Lo= Lot Loy § F(X"(to)) Lo -+ F(X"(to)) Lo, (36)
the correction basis at time f; can be approximated by
L= {Lk,l---Lkﬂ, : F(Xa(tk))Lk,l---F(,Ya(tk))Lk,T}. (37)

Thus to compute the new correction basis Ly at time ¢, one has just to compute its
first r columns and than to deduce the last r columns via the post multiplication of
the first one by the matrix F(X*(¢z)).

We develop now the SEIK version of this filter, call singular double basis evo-
lutive interpolated Kalman (SDEIK) filter. It consists of three stages apart of an
initialization stage, as in the SEIK filter.

1- Drawing interpolating states: It will be seen later that at the beginning of
the (k — 1) — th step, one has a decomposition of the analysis error covariance
matrix in the form

Pi(tp_q) = o Ly Up 1 LT3, (38)
where

Lo = | X/ () - XL (01T 5 (X (thm) - Xy (eeIT |, (39)

with Xif(tk_l) being F(Xif(tk_l),tk_l) and Up_q is a 2r x 2r matrix. Fur-
ther the analysis vector X *(¢#4_1) is also available as a linear combination of
X (tho1), ooy X (te)-

Decompose the r x r upper left corner Uk__l1 of Uk__ll into Ck_leT_l and draw
a random matrix €_; as in the SEIK filter. One can then represent P*(f5_1)

as
a — 7T (Qk—lck_—11)TT 0 277
P (tk—l) - Lk—1|: 0 (Qk—lck__ll)TT (T—|—1)U Uk
TEact) o0 Ty
- _ Li ., 40
|: 0 TT(Qk—ICk_ll) k—1 ( )

RR n- 3937
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3-

E
-
—
Il

TT(Q:C) 0
- (’““)[ 0o 7 ey ]
[ (@ C)TT 0
Uk—l |: g Ok (Qk—lck__ll)TT :| (41)

Noting that the r x r upper left corner matrix of Uj_1 is the matrix (r+ l)TTT7
the analysis interpolating states X?(¢;_1) can then be constructed as in the
SEIK filter by the formula (13) in which L;_; is the matrix that contains the
first r columns of Lj_;.

Since Li—1(Qu—1Ci2 )T = [X{ (temr) - Xy (te—)]T (-1 C;2,) T, the for-
mula (13) shows that X{(f;_;) is a linear combination of le(tk_l), cey
XXH (tx—1). Further, since each column of T has its elements summing to zero,
the coeflicient of this linear combination sum to 1. By approximating the func-
tion F'(-,tx—1) by its linear interpolation based on X{(tk_l), ceey Xg_H(tk—l)
the vectors X#(tg_1) = F(X{(tr_1),tr_1) can also be written as linear com-
binations of le(tk_l), ceey X,-f+1(tk—1) with the same coefficients as those for
X (tg—1). Consequently, we have

Po(txoa) [ [XE () -+ X (eI (X)X ()T |

U { (X (k1) - X ()T (X7 (tho1) - - 'Xﬁﬂ(tk_l)]T } T.(42)

Forecast stage: The state forecast X/(¢) is taken as the barycenter of
le(tk—1), ceey Xgﬂ(tk—l) with the prediction error covariance matrix

Pl(ty) = LpUp—1 L + Q, (43)
where the new correction basis is now given by
Ly = | XY () - X 0IT £ X (1) - X (0017 (44)
k Atk A1tk - A Uk A1 \tk :

Correction stage: One computes

Ut =o*U;, + (HL)L Ry, (HL)x, (45)

INRIA



Efficient reduced Kalman filtering 15

than corrects the prediction vector by
Xa(tk) = Xf(tk) + EkUk(Hi)g[Yko — Hka(tk)]. (46)

Thus the analysis vector X ®(#x) is a linear combination of le(tk), ceey ny+1 (tx),
as it has been announced earlier. The corresponding analysis error covariance
matrix is

P(ty) = o’ Ly Uy L, (47)

which is also of the form announced earlier.

Numerical computation of X'Zf(tk): One can use the time differencing Euler
scheme of the system (31) to compute

FUX (), 0) = 5[ M(ts + 6,1 X (0) — X (1)) (48)

where 4 is the time step of the numerical model.

4 Tracking model unstabilities

A large number of studies have made clear that rapid error growth in periods of
baroclinic and barotropic unstability is nonmodal [10, 19, 25]. Cohn et al. [6] noted
that all their degraded EK filters failed to capture the unstability, and generally
diverge. The degraded forms of the SEIK filter presented in section 3 can not be an
exception to this observation since the assumptions on which we have constructed
them are no more justified in unstable periods. To remedy this, we introduce two
adaptive tuning schemes: the first on the correction basis evolution and the second
on the forgetting factor.

4.1 Adaptive tuning of the correction basis evolution

In our experiments we noticed that the SEIK filter is more or less well-behaved in
the presence of unstability. This motivates letting the correction basis evolve with
a degraded SEIK filter when the model is stable and with the SEIK filter when the
model is unstable.
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16 1. Hotest, D.T. Pham and J. Blum

To detect the periods of model unstability, one can track the filter’s state by
computing an instantaneous term average and a long average of the prediction error
norm, denoted by s; and [ respectively. If s, < [, one may assume that steady
conditions have been achieved and consider that the model is in a stable period. In
this case we let the correction basis evolve according to a degraded SEIK filter. If
s; > i this is an indication that the model may be in an unstable period, therefore
it is better to use the SEIK’s evolution equation for the correction basis.

The estimates of s; and [ are computed recursively as follows

S, = OSEp_1+ (1 — a) * HYkO — Hka(tk)H, (49)
e = Blioy+ (1= 8) ||V — Hi X7 (1) (50)

where a and 3 are constants chosen such that 3 <1 and a < f.

4.2 Adaptive tuning of the forgetting factor

There are three reasons behind the use of the forgetting factor in the SEIK filter (and
the SEEK filter). Firstly, it limits the effective filter memory length by discarding
old data. This will attenuate the error propagation and enable the SEIK filter to
follow system changes. Secondly, it sets up the gain matrix to avoid the “blow
up” phenomena (see Astrom [2]). Thirdly, it does not require any extra cost for
its implementation: the filter remain unchanged except for the emergence of the
forgetting factor p in the time propagation error covariance equation (see Pham
[23]). Specifically, the updating equation for Uy now changes to

U7t = |lpo?(r+ DTTTI 4 (LF L) " LiQu L (LT L) Y|
+ (HDIR;(HL),. (51)

With p = 1, all data have the same weight, but with p < 1, recent data are expo-
nentially more weighted than old data.

However, the use of a too small forgetting factor when the system evolution is
stable would degraded the filter performance especially when there is little infor-
mation in the measurements. To maximize the benefit of the forgetting factor, we
propose to use a variable one (Sorenson and Sacks [24]): such factor should be close
to 1 when the model is stable and much less then 1 when the model is unstable.
Indeed, old data should be forgotten more in the last case to adapt the filter to the
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new model’s mode. Therefore, we will give the forgetting factor the value p} or pj
according to the relative magnitudes of the instantaneous and the long-term and
prediction error s and g, i.e.

~J

_ py <1 if c* sy < I,
Pk = ,0; <,0y1K if cx sy > .

where ¢ is a tuning constant.

Note that our two adaptive schemes are tuned according to the same quantities
s; and [, one can then use the adaptive scheme on the forgetting factor together
with the adaptive scheme on the correction basis evolution.

5 Application to altimetric data assimilation in the OPA
model of the tropical Pacific

In order to evaluate the performance of the degraded SEIK filters, we have imple-
mented them in a realistic setting of the OPA model in the tropical Pacific ocean,
under the assumption of a perfect model (Q¢ = 0). The assimilation is based on the
pseudo-observations which are extracted from twin experiments. The SEIK filter is
used as a reference to compare the performance of these new filters. The configura-
tion and the characteristics of the model used in our experiments are presented in
the next section.

5.1 OPA model in tropical Pacific

In this section we briefly present the model basics and a description of our configu-
ration.

5.1.1 Model description

The OPA model (OPA for Océan PArallélisé) is a primitive equation ocean general
circulation model which has been developed at the LODYC laboratory (Laboratoire
d’Océanographie DYnamique et de Climatologie) to study large scale ocean circula-
tion. It solves the Navier-Stokes equations which express the momentum balance,
the hydrostatic equilibrium, the incompressibility, the heat and salt balance and a
non-linear realistic equation of state plus the rigid lid assumption and some hypothe-
sis made from scale considerations. The system equations is written in curvilinear
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18 1. Hotest, D.T. Pham and J. Blum

z-coordinates and discretized using the centered second order finite difference ap-
proximation on a three dimension generalized “C-grid Arakawa”. In this scheme,
the scalar variables are computed in the center of the cells and the vector variable
in the center of cell faces (see Arakawa [1] for details). Time stepping is achieved
by two time differencing schemes: a basic leap-frog scheme associated to an Asselin
filter for the non-diffusive processes and a forward scheme for diffusive terms. The
sub-grid scale physics are a tracer diffusive operators of second order on the vertical,
the eddy coefficients being computed from a turbulent closure model (see Blanke and
Delecluse [3]). On the lateral, diffusive and vicious operators can be either of second
or of fourth order. The reader is referred to the OPA reference manual Madec et al.
[18] for more details.

5.1.2 Model configuration

The model domain covers the entire tropical Pacific basin extending from 120°F to
70°0 and from 33°S to 33°N and the level depth varies from 0 at the sea surface
to 4000m. The number of horizontal grid points is 171 x 59 on 25 vertical levels.
The model equations are solved on an isotropical horizontal grid with a maximal
resolution at the equator (0.5°) and goes down to 2° to north and south boundaries.
The vertical resolution is approximatively 10m from the sea surface to 120m depth
then decreases to 1000m at the sea bottom. The time step is one hour.

The bathymetry is relatively coarse. It was obtained from Levitus data’s mask
[17]. The forcing fields are interpolating from the ECMWF (European center for
medium-range weather forecasts) reanalysis with monthly variability. It is composed
of wind stress and heat, temperature and fresh water fluxes. Zero fluxes of heat and
salt and non-slip conditions are applied at solid boundaries.

A second order horizontal friction and diffusion scheme for momentum and tra-
cers is chosen with a coefficient of 2000m?/s in the strip 10°N — 10°S and increase
up to 10000m?/s at the north and south basins boundaries. The static unstabilities
are resolved in the turbulent closure scheme.

The model starts from rest (i.e. with zero velocity field) and S and T are stem
from seasonal climatologic Levitus data [17].
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5.2 Experiments design
5.2.1 The state vector

The state vector is the set of prognostic model variables that must be initialized
independently. Since the prognostic variables of the OPA model are the zonal U and
meridional V' velocities, the salinity S and the temperature T, one should consider
the state vector

Xt=(v,v,s, 1) (52)

However, the observed variable, which is the sea surface height SSH, is a diagnostic
variable computed from the barotrope velocity by a complex nonlinear algebraic
equation. Thus, the observation operator H which relies the observed variable to
this state vector will be nonlinear. Moreover, in order to determine H one should
inverse this equation and this can be very costly. To avoid these difficulties, we will
adopt a pseudo-state vector in our experiments which contains the true state vector
augmented by the SSH, namely

Xt=(U,VvV,S,T,SSH)T. (53)

In this case, H will always be linear of the form (0: I). Of course, the dimension
of the state vector will increase but the increase is insignificant since the SSH is
computed only on the sea surface. More precisely, the number of state variable is

now 4 X 171 x 59 x 25+ 171 x 59 = 1018989 instead of 4 x 171 X 59 x 25 = 1008 900.

5.2.2 Filters initialization

Following the strategy explained in Pham et al. [22|, the choice of the initial state
estimator flow field and the corresponding error covariance matrix is made through
a simulation of the model itself. Note that this is only done once, and the results
can be used to initialize all our degraded SEIK filters. In the present study, the data
for the assimilation experiments is again simulated but in an unrelated way with the
above simulation.

Thus, in a first experiment, the model has been spun up for 7 years from 1980 to
1986 with the aim to reach a statistically steady state of mesoscale turbulence. Next,
another integration of 4 years is carried out from 1987 to 1990 to generate a historical
sequence Hg of model realization. A sequence of 480 state vectors was retained by
storing 1 state vector every 3 days to reduce the calculation since successive states
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Figure 1: percentage of inertia versus the number of retained EOFs.

are quite similar. Because the state variables in (53) are not of the same nature, we
shall in fact apply a multivariate EOFs analysis. We define a metric M in the state
space to make distance between state vectors independent from unit of measure. We
choose M as the diagonal matrix with diagonal elements being the spatial variances
of each state variables, namely U, V, S, T and SSH, average over the grid points.
The initial error covariance matrix P?(tg) is then estimated via an EOFs analysis on
the sample Hg (Pham et al. [22]).

Figure 1 plots the number of EOFs and the percentage of variability (or inertia)
contained in the sample Hg they explain. From this result, we have chosen to retain
r = 30 EOFs in all assimilation experiments, as this achieve 85% of the inertia of
the sample and this percentage is not much increased for higher value of r.

5.2.3 Data and filters validation

Twin experiments are used to assess the performances and the capabilities of our
filters. A reference experiment is performed and the reference X' retained to be
latter compared with the fields produced during the assimilation experiments. More
precisely, a sequence of 250 state vectors was retained every 24h during the period
of Mars 1%t 1991 to October 105t 1991.
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Figure 2: Relative variation of the state vector.

The assimilation experiments are performed using the pseudo-measurements which
are extracted from the reference experiment. The SSH are assumed to be observed
at every grid points of the model surface with a nominal accuracy of 3em. The
observation error is simulated by adding randomly generated Gaussian noise to the
synthetic observations of SSH. Note that in the assimilation interval, a period of
very strong model unstability occur between July and September (see Figure 2).

Finally, the performance of all our filters is evaluated by comparing the relative
root mean square (RRMS) error for each state variable, in each layer or in the whole
domain of the ocean model. The RRM S is defined as

(54)

where X is the mean state of the sample Hs and || - || denotes the Euclidien norm.
Note that the error is relative to the free-run error since the denominator represents
the error when there is no observation and the analysis vector is simply taken as the
mean state vector.
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5.3 Results of assimilation experiments

We first present the results of the SEIK filter and compare them to those of the
SEEK filter. Next, we implement the degraded SEIK filters to study their perfor-
mances with respect to the SEIK filter. Finally, we investigate the effect of our two
adaptive tuning schemes presented in section 4 on the performance of our filters.

e SEIK and SEFK filters

The SEIK filter has been implemented with a fixed forgetting factor equal to
p = 0.8. It can be seen from Figure 3-7 that the it performs very well both in
the upper layers and in the lower layers. Although its performance appears to de-
grade somewhat in the presence of unstability, the filter behaves satisfactory during
this period. It may appear that the meridional velocity V' is not sufficiently well-
assimilated because the assimilation error is only reduced to almost a half. However,
since the velocity field of the tropical Pacific ocean is essentially zonal, the meridio-
nal velocity fields generally, and especially our reference field at time Mars 15¢ 1991,
are well-approached by the average meridional velocity. This implies that our initial
error is already low and therefore it would be hard to reduce it much further.

The results of our experiments for the SEIK filter have been presented in both
the upper and lower layers for completeness, but we have noticed that the difference
between our new filters and the SEIK filter, in term of their RRM S are quite similar
the upper lower layer. Therefore, in the sequel we will only present global results for
all layers.

We have also conducted a preliminary experiment with the SEEK filter, which
confirm the advantage of the interpolation in the SEIK filter over the linearization
used in the SEEK filter. Figure 8 plots the assimilation results of these two filters
using the same setup as before. Clearly the SEIK filter performs better, particularly
with regard to the velocity components U and V, in the unstable period. The SEIK
filter thus seems to be more robust than the SEEK filter, in the sens that it can
support more deviation from linearity without being broken down. Therefore in the
sequel we will be interested only in the variants of the SEIK filter and shall evaluate
their performance against this filter.
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Figure 3: Evolution in time of the RRM S for the SEIK filter on the whole model
grid and on the (mean of the 5) upper and the (mean of the 5) lower layers.
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Figure 4: Maps of ocean velocity on Sept 15! 90 in the first (left) and the 17" (right)
layers: from the SEIK filter (top); reference (middle); from the SEEK filter (bottom).
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Figure 5: Maps of sea salinity on Sept 1! 90 in the first (left) and the 17" (right)
layers: from the SEIK filter (top); reference (middle); from the SEEK filter (bottom).
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Figure 6: Maps of sea temperature on Sept 1°* 90 in the first (left) and the 17t
(right) layers: from the SEIK filter (top); reference (middle); from the SEEK filter

(bottom).
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Figure 7: Maps of sea surface pressure on Sept 15 90: from the SEIK filter (top);
reference (middle); from the SEEK filter (bottom).
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Figure 8: Evolution in time of the RRM S for the SEIK and SEEK filters.
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o Degraded SEIK filters

In order to study the numerical performance of the degraded SEIK filters with
respect to the SEIK filter, we have implemented them under the same previous setup.
For the SSEIK filter, only one vector out of 30 of the correction basis evolves. For
the SIEIK filter, the whole basis of 30 vectors was to evolve once every two filtering
steps after an initialization period of 10 steps (using the SEIK filter). Concerning
the SDEIK filter, an evolutive basis of 15 vectors was “doubled” as in (44) to yield
a basis of 30 vectors. Thus, the SFEK, SSEIK, SIEIK and the SDEIK filters are
respectively about 30, 15, 2 and 2 times faster than the SEIK filter (Appendix B
provides a summary table of the cost for all filtering schemes used below with respect
to the SEIK’s cost). Results of the experiments are plotted in Figure 9.

The SFEK filter is relatively well-behaved in a stable period. Its performance
degrades when model unstability appears. This suggests that the EOFs analysis has
failed to capture a large part of the ocean variability, particularly those occurring
in the unstable periods. Indeed the performance of this filter depends highly on the
representativeness of the correction basis obtained from the EOF analysis.

The results of the SIEIK filter are very encouraging. It seems to be reasonably
well-behaved in the unstable period thanks to the update of the correction basis.
The good performance of this filter seems to suggests the existence of the semi-fixed
mode for an autonomous nearly-linear model. We have also noticed, in other expe-
riences not presented here, that the results of this filter depend mostly on the fixed
and the keep up modes length noted Ky and K, respectively. Its performance is a
decrease function of K; and an increased function of K, as one would expect.

Concerning the results of the SSEIK filter, it performs very well in the stable
period. However, its performances degrades quickly during the unstable period.

Finally, with regard to the results of the SDEIK filter which are in some way a
bit disappointing, we have started this filter by using the SEIK to let the correction
basis settle into a “more stable” mode. Despite a very good behavior in the stable
period, this filter diverges some what, especially in the upper layers, during the uns-
table period (see Figure 10). The poor performance of the SDEIK filter on the upper
layers let us presume that it is very sensible to the forcing fields. Note that the re-
sults of this experiment was plotted together with the results of the SDEIK filter
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Figure 9: Evolution in time of the RRM S for the SEIK, SFEK, SSEIK and SIEIK

filters.
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Figure 10: Evolution in time of the RRM S for the SDEIK filter with and without
adaptive tuning schemes and the SEIK filter.
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with the adaptive tuning correction basis evolution scheme (presented in section 4)
in order to show the usefulness of this scheme.

e Adaptive tuning of the forgetting factor

We discuss here the results of several experiments conducted to study the sensi-
bility of our filters with respect to the forgetting factor p and to test the usefulness
of the adaptive tuning scheme on p described in section 4. Since one can expect that
the effects of the forgetting factor on different degraded SEIK filters are quite simi-
lar, we have only conduct experiment with the SFEK filter to save the computation
cost. Therefore, we consider, on the one hand a fixed forgetting factor with three
different values 1, 0.8 and 0.6 and on the other hand, a variable forgetting factor
which takes value 1 or 0.6 according to the relative magnitudes of the short-term
and long-term prediction error s; and [;. The initial values sy and [y were taken as
IYe — Hip XY (t0)]|* to make sure that p takes the value 0.6 during early assimilation
period. The values of the constants & and 3 were chosen as 0.95 and 0.9 respectively.

Figure 11 shows the RRM S error for these experiments: as expected, the SFEK
filter diverges for p = 1 when model unstability appears. For p = 0.8, the SFEK
performs relatively well but its results are not as good as for p = 1 in the stable
period. Finally, the results of this filter are improved in the unstable period for
p = 0.6, however its performance degraded in the stable period. We conclude from
these experiments that the more the value of p is near to 1 the more the SFEK
performs well in the stable period but we observe the opposite phenomena in the
unstable period (under some limit on the minimum value of p). This confirms our
argument on how to adapt to adapt the forgetting factor p. Furthermore, these
results show the efficiency of our adaptive tuning scheme of the forgetting factor
and, as can be seen form Figure 12, of the detection of the unstable periods.

In other assimilation experiments we study the usefulness of a variable forget-
ting factor on the SSEIK, the STETK and the SDEIK filters under the same previous
setting. The results for the SSEIK filter are plotted in Figure 13. It can be seen
that the performance of the SSEIK filter is significantly enhanced, particularly in the
unstable period. A similar, but not as significant, improvement has been observed
on the SIEIK filter. However, this scheme has no significant effect on the SDEIK
filter.
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Figure 11: Evolution in time of the RRM S for the SFEK filter with different values
of the forgetting factor and with a variable forgetting factor.
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Figure 12: Evolution of the forgetting factor (solid line) and the relative variation of
the state vector (dotted line).

e Adaptive tuning of the correction basis evolution

To test the relevance of the adaptive tuning scheme of the correction basis Ly
evolution, we first compare the performance of the SIEIK filter, with and without
this adaptation scheme, in the same situation as before. We chosen to let the correc-
tion basis L evolve once every 4 filtering steps and the forgetting factor was adapted
taking the value 1 and 0.8. Note that we have increased the second value of because
there is no need to use a small forgetting factor when the correction basis also evolves
as in the SEIK filter, since the last is sufficiently stable during the unstable period.
It can bee seen from Figure 14 that the adaptive tuning of the evolution of L noti-
ceably improved the performance of the SIEIK filter.

The same previous set up has been used in experiments with the SDEIK, SFEK
and the SSEIK filters. In Figure 10, one can clearly see by comparing the results
of the SDEIK filter with and without this adaptation scheme that this filter was
completely stabilized in the first case. Concerning the SFEK and the SSEIK filter
and particularly for the last one, this adaptation scheme has made no significant im-
provement. This can be explained by the fact that the convergence of the correction
basis towards the amplification error directions was very slow during the unstable
period because of the last value of L.
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Figure 13: Evolution in time of the RRM S for the SSEIK filter with and without
adaption of the forgetting factor and the SEIK filter.
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Figure 14: Evolution in time of the RRM S for the SIEIK filter with and without
adaptive tuning schemes and the SEIK filter.
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6 Conclusions

New data assimilation schemes that derived from SEEK and SEIK filters have been
developed and discussed. The motivation was essentially to reduce the cost of the
SEEK and SEIK filters. Our approach was to simplify the way the evolution of the
correction basis, which is the most expensive part of these filters. To deal with model
unstabilities, we have proposed two adaptive schemes. The first consists in letting
the correction basis evolves as in the SEIK filter during the unstable periods. The
second scheme is to consider a variable forgetting factor. Moreover, a method to
detect periods of unstability was suggested. It essentially consists of tracking the
filter state by computing an instantaneous and a long-term prediction error norm.
Finally, a series of twin experiments was conducted to assess the feasibilities of the
new filters and to evaluate their performances in comparison with SEIK. Our main
conclusions are as follows:

1- When model is stable, the degraded SEIK filters perform nearly as well as the
SEIK filter, but can be 2 to 10 times faster. When model unstabilities appear,
the assumptions on which the degraded SEIK filters have been constructed are
no more justified and their performances degrade.

2- Without any adaptive scheme, comparison between all degraded SEIK filters
shows the superiority of the SIEIK filter. With a very low cost, the SSEIK filter
is well-behaved but only on one condition: the value of the forgetting factor is
well tuned. Concerning the unstability of the SDEIK filter, one can remedy to
this by combining this filter with the SEIK filter. The resulting filter seems to
be very effective in practice. The performance of the SFEK filter is relatively
poor which is understandable, however, it can be used in a preliminary study
to get some idea for the tuning of the parameters of the SEIK filter and its
variants, because of its very low cost.

3- By tracking the prevision errors one can obtain informations about the filter
state and then adapt the filter parameters to the present situation.

4- Adaptive tuning of the forgetting factor considerably enhances the performance
of all degraded SEIK filters. Moreover, its very low-cost makes it particularly
attractive.

5- In most cases, and especially with the SDEIK filter, adaptive tuning of the
evolution of the correction basis is useful; in few cases, it makes no significant
improvement.
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In twin experiments, our degraded SEIK filters was found to be fairly effective
in assimilating of surface-only pseudo-altimeter data. Further works will consider a
more realistic situations, like the addition of the model error or the use of a more
realistic observations (according to satellite tracks and real data from satellite). Ho-
wever, these preliminary twin experiments applications were a necessary steps before
realistic applications and provide us with encouraging as regard to that purpose.

A Drawing a random orthogonal matrix

We present here an algorithm to generate a uniform orthogonal matrix € with r
columns orthonormal in IR"*! and orthogonal to (1,...,1)T (see Pham [23] for more
details). In order to do this, we will construct an iterative sequence of orthogonal
matrix €, for [ varies from 1 to r, as follows

1- Initialization: Take €y = w;; where w; is a random variable taking value
1 or —1 with a probability %

2- Iteration: For [ = 1,...,r, we compute €; from €;_; with the formula
‘UJ[J
O = H(wl)ﬂl—l ) (55)
wy
where w; = (wy, .. .,wu)T is a random vector distributed uniformly on the

unit sphere of IR! and H (w) is the Householder matrix associated to the vector
wy, namely

1 0 Wy 1
oo, : 1 :
H = : o - : . 1) .
(wy) ) o + 1 o (Wi, oy w11-1)
0 ... 0 w4 sign(wy,)

Note that the columns of H(w;) are orthonormal and orthogonal with the
vector w;. One can then show that the matrices €,/ = 1,...,r are random
orthogonal matrices distributed uniformly. Finally, to obtain €2, just multiply
2, the Householder matrix associated to the normed vector (1,...,)T.

1
r+1
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B Summary of the Filters costs

This table provides approximations of the cost of all the filters implemented in section
5.3 with respect to the SEIK’s cost. Just recall here that the cost of the SEIK filter
is slightly higher than

(r+ 1) x {model cost}, (56)

where r is the correction basis dimension.

Filters Cost with respect to the SEIK

SFEK (1/30) * {cost of SETK}
SFEK — adaptive (1/30) * {cost of SEIK}
SSEIK (1/15) « {cost of SEIK}
SSEIK — adaptive (1/15) « {cost of SEIK}
SIETK(1/4) (1/4) « {cost of SETK}
SIEIK — adaptive (2/5) * {cost of SEIK}
SIETK(1/2) (1/2) % {cost of SEIK}
SDEIK (1/2) x {cost of SETK}
SDEIK — adaptive (3/5) x {cost of SEITK}
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