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Résumé

Dans ce papier, nous hous intéressons aux systemes de poduction qu  ont deux
caractéristiques : les temps opératoires pewent ére choisis entre deux limites données, et
une opération doit débuter dés que I'opération préaddente (Sil en existe une) se termine
(probléme sansatttente).

Pluseus agorithmes en ligne sont proposés palr minimiser les temps defin de
fabrication dans les systémes en ligne (flow shops) et les atdiers (jobs shogs). Nous
démontrons que, dans e pire des cas, I'ordonrencement obtenu avec cesalgorithmes durem
fois plus que I'ordonrencement optimal, m éart le nombre de mechines. Nous donnons
plusieurs auresrésutats desratios qu évaluent la compétitivité dusystéme.
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Ordonnancement enligne, problémes san attente, problemes a tenps cortrolables.
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Abstract

In this paper, we address the problem of production systems havingtwo characteristics. First,
the manufacturing times can be chasen between gven bounds. Such a production system is
said to have controllable processing times. Second, an operation must start as soon as the
previous operation on the same part (if any) is completed. A production system having tis

characteristic issaid to be no-wait.

Several ontline schedules are onsidered to minimize the makespan in flow shop and job
shop situations. We prove that in theworst case, themakespan provided by these schedules
ismtimes longer than the optimal one (for different flow shops and job shogs), m being the

number of machines. We gve several related resutson competitive ratio.

Keywords

On-line schedding, no-wait problems, controllable processing times.



1. Introduction

Inthis paoer, we gudy an approach that aimsat scheduling pats and controlling WIP. Herce, w
are interested in the two following characterigics:

First, the processing time Py; of an operation k of job j can be sleded in a given time interval
[k W], with O<l <+ andlje uge +* . The processng times are said to b controllable:
processing times are decision variables.

Secord, an operation starts as soon as the previous operation on the part (if any) ends: the syste
considered inthis paper is of no-wait type.

These two characteristics are apparently restrictive. In fact, they are of utmost importance to
control mary industrial systems, as showed hereafter.
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Figure 1- Thedurationl,; is urcompress ble while the rest of the processing time (uy; - ;) is rot.

A number of papels [5,6] have dealt with the no-wait scheduling problems (processing times being
fixed, i.e. lj=uj). A no-wait situation oacurs ether because of a lack of intermediate storag
capacity, or be@use d the pocesing technology itsdf. For instance, ro-wait systems exist in the had
metal rolling industry, since any interruption would preclude the maintenance of high operating
temperatures.

Others pers considered the no-wait schedding problems when the processing times are
controllabde and unlimited (i.e. uj=+* ). They are called blocking problems [7]. Typically, it arises
when we store products an machines or when we consider specific storage locaions as resources. In
sweh situations a product which hasbeen completed may remain on the machine (or the resource) until
a downstream machine becmes available. For instance, in arplane assembly lines, a plne can b
moved from an area to another only if this area is empty, otherwise it woud stand and “block” the
madhine preventing anather job from being processed in the engaged place

In others situations, it is dlowed to store products an the machine during a limited time (i.e.
ljo Ugj<+e ). Itisthe case whenscheduingarobotinan electroplating line [1]. The robot is usd to
move a pat from achemical mixture to another. In this situation, chemical tarks are the resources, th
“machines’ of the system. Since the product is not allowed to stay outsde a bath, the robot must
transport the product without delay. But products can stay for a short additional time (which is
bounded) in a keth even if the chemical operation is performed. This introducessome flexibility in th
scheduing process.

Gererally, blocking problems and no-wait problems are considered separately. Introducing the
constraint on controllability of processing times, we ae able to gudy them in an unique modd. Thisis
really interesting since they have common properties as it is shown by this study. Furthemore, this
modd offers nev possibilities. For example, if we consider each storage place as a madine with a
processing time included in ]0; v], where 0<u <+ | theniit is pssble to control WIP (Work-In-
Process) through parameter v.

Same of the propositions kereafter hdd in different situations. To give the most general account,
we present the different cases even if there are not of th no-wait type.

2. Notations and complexity results

In this paer, we focus v flow shop and job shop problems having the two characteligtics
introduced in the previous sedion. In these two problems, we consider that n jobs have to be
processed. Job j consists d K(j) operations performed in series on m different machines, with

le me K().K= r]pa>{K(j)} is defined as the maximal number d operations performed on a job.
<jsn

While in the flow shop dl the jobsgo through each of th  m machines in the same order (m= K), in the
job shop each job has its owvn process routing and a job use the same machine severa times, which
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means that we may hav m< K. We denote by M(k,j) the machine on which k-th operation has tob
processed, andj the related job. Thus aflow shop is a special case of a job shop in which K(j) = m and
M(k,j) =k, for 1« ke K(j)and 1. j« n.

The time a job j is available to be processed isthe release date denoted by r;. Without |oss of
generality, we assume that O=r; and rje rj,; for any 1e j<n. If several requirements arriv
simultaneously in the system, they received the same rel ease date.

In traditiona shop problems, a job is allowed to wait between two operations and al th
processing times are fixed. We denote by Fm||C.. and Jm||C. the problems of minimizing th
makespan (i.e. the time C required to completedl the jobs) in respectively aflow shop and ajob
shop. When release dates exist, a flow shop problem is denoted by Fmlr;|Cra. We specify that a
problem at hand is of no-wait type (when a job is not alowed to be stored between two consecutive
operations) adding the notation “no-wait” or “ nwt”. We also denote a controllable problem using th
notation “Iy;+ Pyje uc;” which means that the processingtim  Py; of the operation k to be performed on
jobj isnot fixed and can be selected in the time interval [l j; uyj] for 1« ke K({)and1l+ j« n.Inwhat
follows, we assumethat O <l ;<+e andlye U e + .

We use a capital letter (instead of conventional p) for the processing time since it is variable. W
use a capital letter (instead of conventional p) for the processing time since it is variable. We use a
capital letter (instead of conventional p) for the processing time to emphasize that it is variable.

We denote by By; and Cy; respectively the starting time and the completion time of theoperation k
on JOb j, for 1. j « n. We have lie Bl,j and Bk,j + Pk,j = Ck,j and a set of VdueS{ Bk,j; Ck,j}l- ke K(), 1+ j* n
defines a solution to a scheduling problem. Inano-wait environment, wehav  Cy.y; = By.

Proposition 1

F3Ino-wait, lyj* Pyj* Uyj|Crmaxs F2lno-wait, rj, lyj* Pyje Ugj|Crax and J2|no-
wait, lyje Pyje WjlCrax are NP-complete in the strong sense (as wdl as and J2|no-
wait, rj, |k,j‘ Pkyj‘ uk,,-lCmax).

Proof: The problems F3|no-wait|Cra, F2Ino-wait, rj|Cra and J2Jno-wait|Cra are both NP-
complete in the strong sense (see respectively [9], [10] and [11]). Thus, the proposition holds sinc
these problems are special cases (i.e. lxj= Ux;) of respectively F3no-wait, lje Pyj* Ugj|Crax, F2INO-
wait, fj, |k,j' Pkyj' uk,,-lCmaX and J2|no-wa't, |k,j' Pkyj' uk,,-lCmax. O

Thus, inour context, there does not exist (unless P=NP) any polynomia time algorithm to solv
optimally aflow shop or ajob shop problem for a number of machines larger than 2. For a number of
machines equa to 2, Gilmore and Gomory [5] proposed a polynomia agorithmwhich gives the
optimd solution to F2Jno-wait Cia.

Proposition 2

The solution obtained by applying the Gilmore-Gomory algorithm on F2|no-wait, lyj= Pyj|Crmax 1S
optimal to F2|no-wait, I j* Pyj* Uyj|Crax-

The problem F2|no-wait, |,;= Pyj|Cnac denotes the problem F2no-wait|Crax for which any
processing tim Py isfixedtothevalue ly;.

Proof: Let { B*yj; C*j} 1. ke k. 1-j- n D the optimal solution to F2|no-wait, Iyje Pyj* Uyj|[Crax. Fromthis
solution, we derive another solution { B*yj; C*yj} 1. « k), 1- j- n dEfined as follows, for ~ Je n:

Broj=Cryj= C*yy,

B*1j=C*y- 1y, and

C*rj=B*5j + 13

Since{B*;; C*\}«; isfeasibleto F2|no-wait, I j* Pyj* Uj|Cmax, the new solution {B*yj; C*yj}«; IS
also feasible to this problem. Furthermore, sincefor any job j, C**,; = B**,;+ |, = C*yj+ 15, C*y,
the makespan of this new solution is not worst thanth  makespan of the initid solution. Asa
consequence, thesolution {B*yj; C*yj} 1. k- k), 1 - n IS Optimal to F2|no-wait, lje P Uyj|Crax-

It follows that there aways exists an optimal solution to F2|no-wait, Iy Pyje Uyj|Cmax Such that
the processing time P, of any operation is equal to the lower processing time |, ;. Since the Gilmore-
Gomory algorithm is able to reach an optimal solution when the processing times are fixed, this
algorithm provides the optimal solution to F2|no-wait, lyj* Pyj* Ucj|Crax- a
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3. An On-line Context

In what follows, we consider that customer’ requirements stream in the system. Requirement |
entersthe system at tim r; and shoud be £heduled as soon as possible. Indeed, we cannot process job
| beforetimer;. In practice, thisis usel to propose b clients a reachable dedline. Due to the intensity
of the production flow, we are not alde to reschedu e previous requirements (which have keen already
schedued). So, we am & providing algorithmsto schedue online each new requirement. Note hat
we do not know what would be he uture iequirements.

We use competitive analysis which is a worst case analysis used to evaluate the productivity of on-
line algorithms. The competitive analysis is a comparisan between the performance of an on-lin
algorithm and the optima offline algorithm. Formally, an algorith  H is sai  a-competitive for a
problem P if, for any instanc | of P, we have Cy(1) » a C*(1), where Cy(l) and C*(1) are the values of
the criterion of P for respedively the solution obtained Ly gpplying the agorithm and the optimal
solution. It is a worst case analysis. Of course, we haveles a ard aur goal is to find the agorith
having lowest possible competition ratio Cy(1) / C*(1), for any instancel.

Few approximation algorithms can be used online,since nog of them assume to know he whole
information before computing the solution.

Unfortunately, for Fm||Cpa and Jm||Crax (With 2 ¢ m), it turns aut that no algorithm is better than
2-competitive [3]. This result is very strong ard also hdds when we have same knowkdge onwhat
woud be he future equirements It is also true in the situations we are interested in when we have no
knowledge onfuture requirements:

Proposition 3

It does nd exist a 2competitive dgorithm fvhen  we have no knowledge on what would be the
future requirements) for problem Fm|nowait, lyj* Pyj* UjlCra, JMino-wait, lyje Pyj* Ugj|Craxs
Fmino-wait, rj, Ij* Pyj* Ucj|Cmax @nd Jm|no-wait, rj, Ije Pyj* UgjlCrax (With2 ¢ m).

Proof: The claimis proved for F2|no-wait|C.« and asspecial cas can be extended to the different
problems. Assume that there exists aA-competitive algorithm denoted by H for a flow shop problem
F2|no-wait|Ca requiring 2 machines, sichthat 1 ¢ A < 2.

Consider the following instance 1, consisting of two jobs.

The two operations to be performed a job 1require respectively procesing times P, ;= 1 onthe
first machine and P,;=0 onthe second ore. We choose & swch that 0<d<(2-A)/3. Any
A-compgtitive algorithm would schedulejob 1 at atime, sayx, greaerthan the rekase dite r; = 0.

Consider a second job on which two operations heve to be performed after tim  r,=ry. The
processing timesfor job2 ar P,,=x+ dand P,,= 1. Thissecond job can not be scheduled before job
1 sinceits processing time onthe first machine istoolong: P, ,= x + &> x. Thus, the makespan, Cy(lo),
provides by our algorith H would be a least greaerthan 2 (x + 1) + d ason Figure 2.

For this instarnce, the optimal makespan is obtained by scheduling job 2 bebre job 1. This optimal
makespan is C*(lg)=(x+1)+2d. As a consequerce, we have Gy(lg) / C*(lg) > A, since
(2-A) (x+1) >0 (2\ - 1). This contradicts the assumption that it existsA-competitive algorithm for a
flow shop problemF2|no-wait|Cpa, Stchthat 1+ A < 2.

O

Note that the proof proposed in [3] for FmM||Crax @and JM|[Crax does nd hdd in “no-wait” situation.
Moreower, the previous proof is much more simplethanthe onein[3].
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Figure 2- It does not exist any 2-competitive algorithm for this schedule.
For m= 2 machines, designing a 2-competitive algorithm to these problemsis simple:

Schedule 1

For any new jobj to be scheduled, we book the m machines (so that none of the machines can be
used for another job) from the earliest date they are wholly available to the completion of the job. In
other words, By; and Cy; being respectively the starting and the completion time of operation k on job j,
rpif j=1 K()

O
jobj startsat tim B = and is completed at Cyi = By + ..
1% 4 Emax{rj;CK(j)'j_l}elsewhere P KO3 P ; k]

Since two jobs cannot usethe samemeachine simultaneously, Schedule 1 provides a feasble
solution (for any flow shop or job shop problems). This algorithm required O(K) operations to
schedule ajob (for any shop problems). Thus the complexity of Schedule 1 for njobsisin O(K.n).

Schedule 1 is no used in practice; but its sudy is simple and offers a basis from which we can
extend and compare properties to others schedules.

Proposition 4

Schedule 1 is mcompetitive for problems FmM|rj|Cha,  IMIIChax,  FMIrj, Pej=1|Crax,
Jmlrj, Pej=1|Cma, FMNO-wait, rj, Iyj* Pyj* Uy j|[Crac @nd Jmjno-wait, r, lyje Pyje UjlCmax (even for
the situationinwhich all the jobs are identical).

Proof: There is enough to prove the upper bound on the competitive ratio for the most general
problems that are Jm|rj|Crax @nd Jmno-wait, rj, Ij* Pyj* Uyj|Cmax, Whereas this bound is reached for
the least general case Fm|Pyj = 1|Crax-

Using this Schedule 1, job j start a tim Byj= max{rj; Cyy;1} and is completed at tim

K(j) K(i) K(i)

g .
Cupj = B + Zlk'j = max[T; + Zlkyj_l;CK(j)'j_l + ZIKYHD. Therefore, the makespan obtained
= O = = 0

by applying by Schedule 1 denoted by Cesyeque1(l) On the n jobs of an instance I is equal to

n K(h)

simultaneously in shop problems, the optimal makespandenoted C (1) is longer than
U 0 J U 0 ml

E E n K % E n o K % .
max [Jmax [T; + hz Zlk’hm = max [T; + max % Zlk’hm. Thus, whatever the instance,
=1 ..., mlj—l, nD = h:tha D:J =1 ..., nD i=1,..,m = h:tha D:J

H B mkm= E g H wins EH

the makespan provided by Schedule 1 is not worst than m times the optimal one as:



0 M 0 0 ml

H n Kb FH H n o K(h)
mC*(1) = m max[T; + max 7 Zlkhm  maxT, +m max ] Zlk'hm and as
. 0 - . 2
=

D suchthat - sud:that ED
E E M (k,j)=i @ E M (k,j)=i @

n K (h) m n K (h) n K(h)

m:}ﬁx% Zvlth. th Zlkh hZZIkh,foranylojon

suchthat suchthat
E M (k,j)=i E M (k,h)=i

Consider the case of aflow shopFm|P; = 1|Crma Such that all the processng times are equal to 1
and that dl the release dates are equal to O (m= K). In this case al the jobs are identical. For this
instance I, the optimal makespan is C*(I') = n + m— 1 while th makespan provided by Scredule 1 is
Cseqier(l)=mn. For any €>0, s n>-m+1+(nm*-m)/e. For swch € and m, we hawe
C*(')(m-€)s (n+m-1)(M-€) ¢ mn+(-€n-gm+e+m* —m) <mn = Careque(l’). It turns aut
that Schedule 1 can provide amakespan which is m times longer than the optimal one for the flo
shop FM|Pyj = 1|Cmax ard for the more gereral problems Fmri|Crax, IMFj|Cimax, FMIFj, Pij =1|Crnax,
Jmrj, Pyj=1|Cmax, FMNo-wait, r;, lyj* Pyj* Ugj|Crmax @nd Jmino-wait, r, lyje Pyje UkjlCrax-

Thus, Schredule 1 ism-competitive for the specified shop problems and, therefore, optimal for th
casel=m. |

Actually, Schelule 1 5 m-competitive when the time between the arrival of two conseautiv
requirements does at exceed the time needed to perform ary operation on each job (i.e.
lisp-fj* Iy for any 1. ke K(), 1« j» n,and 1« j'« n). If the ime between the arrival of two

K()
conseautive requirements is greater than the time neded to perform a job (i.e. rjq-rje Z l,; for
=1

any 1. j<n), Scledule 1 is gotimal and 1-competitive! Between these two utmost situations, many
possible cases can happen depending an A, the minimum time between two releases dates (i.e. rj.q -
rie A forany 1. j« n-1)andL, the maximum possible lower bound of aprocessngtime §.e. I« L
foranyl. ke K()andl. j- n). For m=10machinesandL = 1, Figure 3 gives the competitive ratio
of Schedue 1 depending on4,, the time between two conseadtive jobs for different number (K = 10,
15, 20) of operationsto be peformed on each job.

10 operations
20 ogerations

=40 ogerations

Competitiveratio

1 I I I I I I I I [
1 3 5 7 9 11 13 15 17 19

Time between the arrival of two consecutive jobs

Figure 3- Representation of the competitive ratio of Schedule 1 equal tomin{ m=10; K.L / A;}.



Proposition 5

Whatever K.L/me A« KL, Schedue 1 is (K.L/A;)-competitive for problem  Fm|rj|Crax,
Jm|r;|Craxs Fmirj, Pej=1|Crmax, Jmrj, Pyj=1|Crmax, Fmino-wait, rj, Ij* Pyj* Ugj|Crmax ard
Jm[no-wait, rj, Ij* Pyj* Ucj|Crax-

Proof: There is enouch to prove the upper bound onthe competitive ratio for the mogt general
problems that are Jm|rj|Crax @nd Jm|no-wait, rj, Iyj* Pyj* Uyj|Cmax, Whereas this baind is reached for
the least gereral cases IM|Pyj = 1, rj|Crax ard FM|Pyj = 1, 1|Crax.

Since exch job j in a flow shop or a job shop problem has to start after tim r;, the optimal

0 KO K(n) _
makespan is longer than rrl1ax 0, + Zlk (g It Zlkn . Therefore, whatever the job |
= ...,nD - ! D = ’
K (n)

(L« je n) of instance I, the optima makespan C*(1) issuch that: C (1) « r,+ Zlk’n .

K (n)
r + Zlk” and sinc A KL,
0 K(n) 0 n-1 K (h) K (n)
C*(1) » Krl_%Tj +(n—j)K.L+ ZIKHD KL hZZIkh Zlkng From these
n K(h)
inequalities, we cerive C* (1) « .' m;?([r, ZZIMD- A.' C.(1) and g*g; A—'r"

Therefore, whatever the instance I, the makespan provided by Schedule 1 is ot worst than K.L / A,
times the optimal makespan, for the considered shop problems.

Consider the following instance, say I'’, of n jobs. This instance I'’ is of the job shop
JmPy; = L, rj = (j-1)A/|Crmax type (.. such that all the processing times are equal to L and that the tim
between the arrival of two consecutive requirements is equad to A, with me K and
K.L/me« A« K.L). In addition, each first operation to perform on jobs | required machine

M(1,j) =1+ %J_—m% %nodm. [A[ derotes the smallest integer greder thana, while [amod b] is
m

theinteger rest obtained when dividingay b. In other words, the first operation performed on jobs 1to
m required mechine 1, the next m jobs start with machine (1 + K mod m), and so on The siccessive
operations are peformed on the next machine as M(k,j) = [ [M(1,)) + k- 2] mod m]+ 1. For instance, if
the first operation a ajob requires i, the K operations of this job j require successively machines i,
i+1,i+2, ..., m 1, 2 ..., (i+K-2) mod m+1. Observe that the job j + m will involve the next machin

i— 0
M(Lj +m) = 1+ %’%% E-nodm K modmrmodm = [ [M(L;) + K - 1] mod m+ 1.
0

Note that when the number of operationsis equal to the number of machines(i.e. K =m), sichjob
shopproble I'" isasoaflow shopof the Fm|P; =L, r; = (j- 1)Ar|Cmax type, since we tave in this case

M(Lj) = 1+ %% Enodm -1+ WEK modm Hmdm - 1and

M(k,j) =[ [M(L,)) + k-2] mod m]+ 1=[(k- 1) mod m]+ 1=k.
Look atthe following schedule of this instanc I”: each job j darts at tim

=l a_ [(j 1)A a and ends a tm C"g;j=B";;+K.L= EH:(J 1)A gKB_ Since
E(J—Ll)A@Z =)

, thefollowing inequdity haolds



. é(l _E-)Ar @_,. é(J _E')A' ELWJ- * C',. Furthermore, we
j—

., di-1a g, mma,
E3 lJ+n1' +
E L E L
. _ &g N _
have B";j = DEEL  r;and al the processing times are equal to L. As a consequence, this schedul
[

is feasible. Thus, C*(1'’), the optima makespan for this instance I'’ of n jobs will be better than the
. : n-1)A,
one obtained by thisschedule C''yn: C*(I’’) « C'p e é(%a +K.L. (n-DA +L +KL.

The makespan provided by Schedule 1 is Cspequ 1(1'’) = N.K.L. Therefore, whatever € > 0, set
n>[KL2(AL+K) +A L+eA)]/eA? 1t folows that Cespequer(I”)/ CH1") <(K.L/A)-E.
Therefore, the makespan provided by Schedule 1 can be K.L /A, times longer than the optimal
makespan, for the considered job shop problem and its following extensions.  Fmrj|Cax,
Fmirj, Pej=1|Cma, FMno-wait, rj, lj* Pej® UkjlCrmaxs IMIFj|Crrax, JMNO-Wait, r;, lyje Pyj* Uj|Crmax @nd
Jmirj, Puj=1|Crmax.

Thus, whatever K.L/m« A, KL, Schedule 1 is(K.L/Ay)-competitive for the specified shop
problems. For K.L/ m« A, (see Proposition 4), Schedule 1 is mcompetitive and for A, KL,

Schedule 1 is 1-competitive.
O

Figure 4 depicts the schedul e described in the previous proof of the first n =6 jobs for an instance
I” with K=5 and m=3. The makespan is equal to C'x¢=14 and it isoptima in this case. Th
makespan provided by Schedule 1is Csyeque1(l’’) = N.K.L = 6x5 = 30. Thus, Schedule 1 provides, in
this case, a makespanwhichis K.L / m= A, =5/ 3 times longer than the optimal one.
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030, 20000 I
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Figure 4- Optimal schedule of ingtance I'” for the casen = 6 jobs, K = 5 operationsand m = 3.

Proposition 5 gives certain information about Schedule 1 quality, however it is not aprior analysis.
It can beused to evaluate how much we can expect at thebest if wereschedule al the jobs. In
practice, on-lineschedule aims at proposing to clients a reachable deadline, while schedule can be
reconsidered at night to catch off-line a better solution.

4. Scheduling each job “a.s.a.p.”

To obtain on-line abetter makespan, wetry to find how to complete each new requirement as soon
aspossible. It is an earliest ready time heuristic in which each job which enters the systemis
scheduled so that its makepan is minimized.

Schedule 2
For any new jobj, schedule thejob so that it will be completed as soon as possible.

For any schedule of Schedule 2 type, there exists, for any jobj which starts (strictly) later than r;
(with 1<j« n), a machine i required by an operationthat starts on job j at the same time asan
operation requiring themachine i ends onjob (j-1). Otherwisg, it would be possible to schedulejob |
earlier. Thisimplies that in a flow shop, there exists an operationk (with 1 <k« K), that startson job |
at the same time as it ends on job (j-1), i.e. Cy;.1 = By;. Thus, it isimpossible to schedule a job in a flow
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shop between two jobs which have been previously planned by applying an algorithm of the Schedule
2 type: job (j-1) is scheduled just before job j. Moreover, since two operations can not be performed
simultaneously, operation k of job (j-1) ending at tim Cy;4, with j>1, the job j is completed at tim

Ej K [] K [Ii
CK(J),J max i Ikyj,k_“la&( ) mk,j—l If,j Inany schedule of Schedule 2 type for aflow
= =1, .., (j) D -
K IO 00 QKKK
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003 L 0SB £ KKK 0% L o0%e;
SRR St otetetetote SER
003 7 0SRRIKL = XKKXKK SAEIKS
R SOOI IO SERRR
RRRRRKK Reetelelelolelotedo IRRRRKS
TS ST OO
QRRKAKL
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QKKK
SRR
AAAAAAAAAAAA "’0‘"‘
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QRIIRKIKKKKIKKIKKLAKK otodatototolel GREKKKKIKKKIKKKKLKKKK
RRIIKRKKKKKKIKKKKKLAKE Soetetototel QKKK
QRIIRKKKKKIKKAKKKAKK otodatotototel GRSKIKKKKKKKKKKKKKKKK
IR SOOI ORI
ORI RIK oot et ose! SREIRKKKIKKKIKKKKAKKKK
R ot GRS

Figure 4- Job 1 being planned, both schedul e are of the Schedule 2 type.

Since the processing times are not predetermined, a schedule of type 2 isnot unique. This is shown
on Figure 4 for a 3-operaions flow shop: in the left-hand schedule, the processing time of the second
operation is greater than in theright-hand schedule. Thus we obtain two schedules having the same
makespan.

We distinguish two specific schedul es of the Schedule 2 type:

Schedule 2a
For any new job j, schedule each operation in order to complete it as soon as possible. In others

words, it isthe solution of Schedule 2 such that each operation ends as soon as possible.
In flow shop situations, By; and C,; being respectively the starting and the completion time of
K(i) B K(j)
operation k on job j, job j is completed at Cy); = maxgj + Zlk i lma&((')g:k ot Zklf j % and
= KLKOpg =
operations k starts a tim
k

B , 0 k0O 0 =&
By = maxgj + ZI fir fr—qaka:fvi‘l * ZIQJ B f—kTaXK(')B:fvi—l - Zug,j % = Cieaj
m kg T G g kg T o
. R di jeted ot Cugy =By + 3|
ana s compie Nj= i+ -
Emax{rj;CK(j)'j_l}elsewhere P I ; kol

Schedule 2b

For any new jobj, schedule each operation in order to start aslate as possible, but keeping in mind
that the job must be completed as soon as possible. In others words, it isthe solution of Schedule 2
such that each operation starts aslate as possible.

This two schedules exist (for any flow shop or job shop problems). Furthermore, each of them is
unique[2]. Wecan find Schedule 2a by applying the critical path method on the PERT network
associated to each job [8]. The agorithm provided by Ford [4] leads to the optimal solution with a
time complexity equal to O(K?), K being the number of operations to be performed on each job.
dedicated approach [1] for which the complexity is O( K) can be used here. For a flow shop, th
complexity of Schedule 2afor n jobs is in O(Kn), since it is impossible to schedule a job in a flow
shop between two jobs which have been previously planned by applying an algorithm of the Schedule
2 type.

Moreover this approach leads to a O(Kw) algorithm when w different chronologically ordered
periods are available to perform the operations on ajob. Since booking periods for each new job adds
less than K new periods toth w previous periods, this algorithm is able to schedule n jobs in a job

11



shop with O(K? n®) elemertary operations. Similarly, it is possible to obtain Schelule 2b with the sam
complexity [2], that is O(Kn) for aflow shop and OK? n) for ajob shop.

Proposition 6
For any instanc | of a flow shop or a job shop, themakespan Cssequer(l) Obtained by applying
Schedde 1 is ot better than Csyequ 2(1) provided by one of the Schedules?2.

Proof: Consider aninstance | of jobs, each d them consisting at most of K operations. We denct
K@)
by 1, the n first jobs of instance I. For n = 1, we have Csgegue1(l1) = Zvlk’l = Csehedue2(11).

Assume that, f or any n>1, Csehedul 1(In-1) ® Cschedur 2(In-1)- We have
n K(h)

Cshedue(ln) = maxErJ ZZIMD (see proof of Proposition 4. It follows that

K(n) K(n)

0
Cseheduie1(ln) = maXD:SChedma( 1) Z’Ikn, . ZIK’HD. Moreower, in a schedule of 2 type, any
5 "0

job j is completed as soon as mssible. This implies that th makespan of th n first jobs is
K (n)

Caseedue2(In) * max{Csmedu@( —1) }+ Zvlkn (otherwise it woud be pasible to schedue h  n-th

job earlier). From the two previous inequalities we deive that
K(n)
CScheddeZ(In) ma){CSchedula( —1)’ n}+ Z'Ikn —CSchedUe1(|n)
Thisimpliesthat, for any instanc |, Csedu 2(1) * Cscheduer(l)- O

Proposition 7

Schedde 2ais better than any schedde in which any job j, with 2 j e n, isprocessed after (j-1)
for Fmno-wait, rj, lyj* Pyj* Uyj|Cmax- Thus, insuch situations, Schelule 2a is the best of Scledules 2

Scledue 2a s optimal to Fm[no-wait, rj, lij= Iy, Ucj= Uy lkj® Pej®  UjlCrmax-

Proof: In a flow shop Fm|no-wait, rj, lyj* Pyj* UjlCma, fOr a given seguence of jobs to be
performed, Schelule 2a povides the optima makespan since it is nd possble to schedue an
operation ealier.

Therefore, if all jobs are identica (which is the case if I;=I, and u.;=uy), al the sequencesare
indistinguishabe and Schedue 2a is optimal. a

Proposition 8
Screddes 2 a m-competitive for problems Fmrj|Cra, Fmno-wait, r, Iije Pyj®  UjlCrmax,
JM|r|Crax @and Jmino-wait, rj, lyje Pyje Ucj|Crmax-

Proof: Since Schedule 1 is m-competitive for these problems (see Proposition 4) ard th makespan
obtained by applying Schedule 1 is rot better than the one obtained by Schedules 2(see Ropaosition
4), the makespan dbtained by apdying one 6 the Sheddes 2is ot  m times longer than the optimal
makespan. Unfortunately, there eists ©me cases (of the least gereral problems Fm||Ch.c and
Fm|no-wait, Iy;= Py;= Uyj|Cmax) for which this bourd isattainable

Consider a gecid case of a flow shop of n jobs having the same release date (i.e. rj=0).
Processing times are equa either to agivenduration D for any job j suchthat j is an even number or to
d (with de D) otherwise, as shown on Figure 5. Whatever n, even number of jobs, the optima
makespan of this instanc | is C*(1)=(D+d)(n/2)+ D (m—-1) while th makespan provided by
Schedue 2 is Cspequ 2(I) =(Dm—d (m-2))(n/2)+d(m-1) (which is urique is this case). For
D=d(t+1), wehav Csmedueal)/C*(1) s [n(tm+2)+2(m-D]/[n(u+2+2(m-1) (1 + 1)
Whatever €>0, set n>2nfT /€ It follows that Cspeque2(l)/ C*(1) > [(tim+2)/ (1, +2)] - €.
Moreower, whatever €' >0, set 1, > 2m/ € whichimplies that Csgpeque2(l) / C*(1) > m- €.
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Thus, Schedules 2 are m-competitive for the specified shop problems a

Cases in which Schedules 2 provide a makespan that is m times longer than the optimal makespan
are not usua in practice.

d D Time
o <4—> 3
REEL [ <
Resource 1 |1 €2 4
R L]
88
Resource 2 s
0.0.0
0.0.0
22
Resource 3 5
8K

K = m= 3 operations are performed, for processing times equal to either Dord=D / 4.

5. Average case study

The average performance of the schedules is obtained by comparing their makespan on a large
number of jobs. We generate K = m operations to be performed on each of n= 1000 jobs (m is the
number of machines). The bounds of processing times are randomly generated such that 0 <|,;* 50
and Ik’j * Ug® 150.

We look at th average inefficiency of a schedulewhich is theratio between th  makespan Cy(1)
provided by dgorith  H and the maximal duration to process the jobs on a machine. This durationis

O O
. _ He H c(1)
defined by C(1) = ,[PaXD l, ;0 Wehavea C*(1)» Cyx(l)+ C*(1)¢ C(1)>0Oand a C(I) >0,
Dsucjh:that N o
CHEI=

where a is the competitive ratio of algorithm H. Thus, if the makespan provided by algorith H is

C. (1) c* C. (1) a _ Cull)
suchthat a = p C(I) , thenwe have o C(I(I))ZO(Zp Q(I) andO(ZC*(l)ZpC*(l).

In the considered shop problems, Schedule 2aand 2b ar m-competitive (see Proposition 8). Figure
6 shows how the averageinefficiency grows as K = m increases, for Schedules 2a and 2b applied on
flow shops. This ratio for both schedules is tinier than m: the obtained makespan is fare from the
worst case. Inthis situation of flow shops, we notice that Schedule 2aisbetter than Schedule 2b.
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Schedule 2a
= Schedule 2b

Aver age inefficiency

Number of operations

Figure 6- Averageinefficiency of Schedules 2 for different numbers of operations (K = m).

Ononehand, Schedule 2a provides a shorter makespan than Schedule 2b for flow shops (see
Proposition 7). On the other hand, since Schedule 2b reduces as much as possible the time needed to
perform each job compared to Schedule 2a, Schedule 2b provides abetter makespan than Schedule 2a
for job shops. Figure 7 depicts these two stuations for jobs withK = 10 operations requiring m= 1
machines. The productivity is the number of jobs performed per unit of time. Thus, it is equal to the
ratio of the number of jobs (n = 1000 jobs) by th makespan.

35 e [ Schedule 2a
R, e B Schedule 2b

Average productivity

Flow shop Job shop

Figure 7- Productivity provided by Schedules 2 for K = 10 operations requiringm = 10 machines.

6. Concluso

This study isdevoted to shops problems having two characteristics. processingtimes are
controllable and the process is a no-wait one. It has been explained that this approach allows bot
scheduling jobs and controlling WIP. We propose several simple approaches to schedule jobs on-lin
and assess the efficiency of each one in different situations. In particular, we prove that they are both
m-competitive (m being the number of machines) and that no 2-competitive algorithm exists for th
different flow shops and job shops we scanned. For (no-wait or classical) flow shop andjob shop
problems, we do not know if there exists (or not) an agorithm to schedule jobs on-line having a
competitive ratio better than m and worst than 2.

This research has been extended to different situations[2]:
e Severd machines of different types are required to perform an operation,
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» Assembly and disassembly operationshave to be performed on jobs,

e Costs are associated to processing times...

On-line methods are interesting since they are more and more popuar in industry due to th
increasing market competition and they can be used to refine the off-line scheduling approaches.
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