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Abstract: we report on our recent efforts on the formulation and the evaluation
of a non-overlapping domain decomposition method for the parallel solution of two-
dimensional compressible viscous flows. This work extends a previous study|[11| which
was concerned with the design of a domain decomposition solver for the Euler equations
discretized on unstructured triangular meshes. As in [11], the method relies on the for-
mulation of an additive Schwarz type algorithm where the interface conditions express
the continuity of the normal flux components. The starting point is a flow solver for
the Navier-Stokes equations which is based on a combined finite element/finite volume
formulation on unstructured triangular meshes for the spatial approximation. Time
integration of the resulting semi-discrete equations is performed by using a linearized
backward Euler implicit scheme. As a result, each pseudo time step requires the solu-
tion of a sparse linear system for the flow variables. In this study, a non-overlapping
domain decomposition algorithm is used for advancing the solution at each implicit
time step. Algebraically speaking, the Schwarz algorithm is equivalent to a Jacobi iter-
ation applied to a linear system whose matrix has a block structure. A substructuring
technique can be applied to this matrix in order to obtain a fully implicit scheme in
terms of interface unknowns. In our approach, the interface unknowns are numerical
fluxes.
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Une méthode de décomposition de domaine sans
recouvrement pour la résolution des équations de
Navier-Stokes en maillages triangulaires
non-structurés

Résumé : dans ce rapport, on formule et on évalue numériquement une meé-
thode par décomposition de domaine sans recouvrement pour la résolution paralléle
d’écoulements bidimensionnels de fluides visqueux. Il s’agit ici de ’extension d’une
étude préliminaire[11| qui portait sur la mise au point d’une telle méthode pour la
résolution des équations d’Euler (cas d’un fluide parfait) en maillages triangulaires.
Comme dans [11], la méthode proposée repose sur la formulation d’un algorithme de
type Schwarz additif basé sur des conditions d’interface exrprimant la continuité des
flux normaux. Le point de départ de notre étude est constitué d’un solveur des équa-
tions de Navier-Stokes qui repose sur une formulation mixte éléments finis/volumes finis
en maillages triangulaires pour 'approximation en espace. L’intégration en temps est
réalisée au moyen d’un schéma d’Euler implicite linéarisée. Chaque pas de temps né-
cessite la résolution approchée d’un systéme linéaire de matrice creuse non-symétrique.
Ici, on utilise un algorithme par décomposition de domaine non-recouvrant pour la
réalisation d’'un pas de temps implicite. D’un point de vue algébrique, 1’algorithme
de Schwarz peut étre interprété comme une méthode de relaxation de Jacobi appli-
quée a la résolution d’un systéme linéaire dont la matrice a une structure par bloc
particuliere. Une technique de sous-structuration peut étre appliquée a cette matrice
afin d’obtenir un systéme interface. Dans notre cas, les variables d’interface sont des
flux numériques. Il en résulte un algorithme par décomposition de domaine du type
complément de Schur.

Mots-clés : Meéthode de décomposition de domaine - Equations de Navier-Stokes -
Eléments finis - Volumes finis - Maillages triangulaires - Algorithme multigrille - Calcul
paralléle
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4 V. Dolean, S. Lanter:

1 Introduction

When solving a problem modelled by a partial differential equation, one is generally
confronted to a discretization step followed by a linear system solve (or a series of
linear system solves). The size or the ill-conditioning of these systems makes a global
or a direct solution approach quite inappropriate. On the other hand, with the advent
of parallel computers, domain decomposition algorithms have enjoyed an increasing
popularity among the scientific community because they define a good framework to
derive efficient solvers for the resulting systems using the mathematical properties of
the initial PDE[32]. Indeed, since the early 1980, efficient and scalable domain decom-
position algorithms have been developed for the solution of computational structural
mechanics problems (i.e. for the solution of elliptic PDEs); however their application
to computational fluid dynamics problems (i.e. to the solution of hyperbolic or mixed
hyperbolic/parabolic PDEs) has been less remarkable.

Domain decomposition methods are generally classified according to two criteria :

e overlapping versus non-overlapping methods according to the spatial decomposi-
tion of the global domain;

o multiplicative versus additive methods according to the interdependence of the
local solutions at each iteration.

The non-overlapping domain decomposition methods can be of the Schwarz or of
the substructuring (Schur complement or interface system) type, the latest being re-
lated to block Gaussian elimination techniques (each block corresponding to a different
subdomain). At the continuous level, in the context of a substructuring method, one
has to deal with an operator acting on interface variables whose discretization is the
Schur complement of the global operator[27],[25].

Domain decomposition methods were first developed for elliptic second-order prob-
lems, taking advantage of the strong regularity of their solutions as well as of the sym-
metry (or the dominance of the symmetric part) of the operators involved[38],[7],[31].
The situation is less clear for hyperbolic or mixed hyperbolic/parabolic models of com-
pressible fluid mechanics. One has to deal with first-order (e.g. the Euler equations)
or second-order (e.g. the Navier-Stokes equations) systems of PDEs characterized by
non-symmetric operators, with possible singular solutions. When the symmetric part
is dominant one can still apply the algorithms built for the symmetric systems with a
few modifications. If not, for example when convection is dominant in the convection-
diffusion case, different approaches exist using Dirichlet and/or Neumann interface

INRIA



Domain decomposition for the Navier-Stokes equations 5

conditions as in [10], or using a Robin transmission condition and an iteration by sub-
domain algorithm as in [8], [16] and [17].

The objective of the present work is to solve the Navier-Stokes equations for com-
pressible flows by a non-overlapping domain decomposition method, and more pre-
cisely by a substructuring method. This work extends a previous study[11] which was
concerned with the design of a domain decomposition solver for the Euler equations
discretized on unstructured triangular meshes. As in [11], the method relies on the
formulation of an additive Schwarz type algorithm where the interface conditions ex-
press the continuity of the normal flux components. However, in the present case,
the corresponding flux vector combines convective and diffusive terms. The proposed
extension consists in applying a separate treatment to these two terms; in particular,
for the convective flux vector, Dirichlet conditions are imposed on characteristic vari-
ables corresponding to incoming waves. Such a framework has been adopted by several
authors (see for instance Quarteroni and Stolcis|[24]).

The concrete implementation of the method is done in the context of a flow solver
which is based on a combined finite element /finite volume formulation on unstructured
triangular meshes for the spatial discretization. Time integration of the resulting semi-
discrete equations is obtained using a linearized backward Euler implicit scheme[15].
As a result, each pseudo time step requires the solution of a sparse linear system for
the flow variables. In this work, the non-overlapping domain decomposition algorithm
is used for advancing the solution at each implicit time step. Algebraically speaking,
the Schwarz algorithm is equivalent to a Jacobi iteration applied to a linear system
whose matrix has a block structure. A substructuring technique can be applied to this
matrix in order to obtain a fully implicit scheme in terms of interface unknowns. In
our approach, the interface unknowns are numerical fluxes; more precisely, the vector
of interface unknowns is composed of discrete convective fluxes computed on interface
edges using the approximate Riemann solver of Roe[28] on one hand, and, on the other
hand, of discrete diffusive fluxes computed on interface triangles.

Related works for the solution of the Euler or Navier-Stokes equations can be clas-
sified as follows :

e development of algebraic preconditioners based on additive Schwarz formulations
for Krylov iterative methods (e.g. Newton-Krylov-Schwarz methods) [1]-[4]-[5]-
[6]-[34]-[37].

e development of domain decomposition solvers based on appropriate formulations
in the continuous case [24]-[26]-[23]. The present stuty follows this approach.

RR n°® 3977



6 V. Dolean, S. Lanter:

The paper is organized as follows. In section 2, we recall the mathematical model
used for the simulation of compressible viscous flows and we introduce the Schwarz
type algorithm in the continuous case. Section 3 describes the characteristics of the
starting point mixed finite element /finite volume solver for the Navier-Stokes equations.
The proposed domain decomposition approach is then adapted to the discrete case in
section 4.

For steady flow calculations, the linear system resulting from the implicit scheme
adopted in the original solver is generally solved to a low accuracy (in practice, ap-
proximate solutions are obtained using several sweeps of a relaxation method such as
the Jacobi or the Gauss-Seidel method). In [11] we have considered using a somewhat
similar approach for the domain decomposition solver in the sense that the local solves
involved in the formation of the matrix-vector product with the interface operator are
performed approximately. These matrix-vector products are induced by the use of a
full GMRES method for the solution of the interface system. A particularity of our
approach relies in the adoption of a multigrid strategy by volume agglomeration|[20]
for the local solves. As a result, the proposed domain decomposition solver can also be
viewed as a mean of coordination of concurrent multigrid acceleration applied at the
subdomain level. This approach has also been adopted in the present study. This is
described in section 5.

In section 6, the resulting domain decomposed flow solver is evaluated through
numerical experiments that are performed on a cluster of Pentium Pro computers
interconnected via a 100 Mbit/s FastEthernet switch. Finally, conclusions and future
works are presented in section 7.

2 Mathematical model and domain decomposition

2.1 The Navier-Stokes equations

Let Q C IR? be the computational domain and T its boundary. T is assumed to be
constructed as the union of a solid wall I',, and a far-field boundary I'o : I' =T, Ul'.
Let 77 denote the unitary normal at any point of I'. The conservative form of the Navier
Stokes equations is given by :

oW, OF(W)  9G(W) _ 1 <8R(W) L 08 (W)) (1)

ot ox oy Re ox oy

where :
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Domain decomposition for the Navier-Stokes equations 7

e 7 and t respectively denote the spatial and temporal variables and W = W (&, t) =
(p, pu, pv, E)T is the vector of conservative variables;

o F(W) = (F(W), GW))" is the convective flux whose components are given

by :
U U
Fwy=| PUEP cwy=| @
U ’ pv? +p
(E+pu (E+p)v

o R(W) = (RW), S(W))" is the viscous flux whose components are given by :

0 0
Tex T-'ﬁy
R (W) = Ty ’ S (W) = Tyy (3)
v p e v 1 Oe

UTge + UV Tay + UTgy + U Tyy +

Pr oz Pr dy

In the above expressions, p is the density, U = (u,v)T is the velocity vector, F
and e respectively denote the total energy per unit of volume and the specific internal
energy; p is the pressure; p and e are deduced from the other variables using the state

equations for a perfect gaz :

p = (-DE- TP

(u?* + %) =C,T

[ =

> |
N | =

where T is the temperature and C, the specific heat coefficient. In the expressions
for the diffusive fluxes,7,;, 7,y and 7, stand for the components of the Cauchy stress

tensor :
SR
Ter = 3H\“5p oy
|2 o
o e

(0
L _'u(?y oz
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8 V. Dolean, S. Lanter:

where 7 is the ratio of specific heat coefficients (v = 1.4 for the air), u and k respectively
denote normalized viscosity and conductivity coefficients. Two dimensionless numbers,
the Reynolds number and the Prandtl number, appear in the above expressions :

UyL
Re = PoYolyg
Ho
#oCh
Pr = —=
r *

where the subscript 0 is used to denote characteristic values for the flow under consid-
eration and C,, is the specific heat coefficient. Boundary conditions for system (1) are
discussed in subsection 3.2.

2.2 Domain decomposition algorithm formulation

The formulation of a domain decomposition algorithm in the continuous case is directly
taken from Quarteroni and Stolcis[24]. Assume that the computational domain Q € IR?
is decomposed into a set of non-overlapping subdomains €2; with ©; N Q; = I';; if 25 is
a neighboring subdomain of ;; then, the solution of Eq. (1) can be refomulated as :

oW o~ 1 - -
— . =—V. f 7 e Q,
5 + V.F(W) ReVR(W) or Ze
B 1 (4)
INY

where F(W) = (F(W), GW))" and R(W) = (R(W), S(W))"; i, denotes the
normal vector at every point of I';;; moreover, [a]r,; stands for the jump of the quantity a
at the interface I';;. The interface condition is valid when €2; is a neighboring subdomain
of €;; it expresses the continuity of normal fluxes. This flux matching property is a
natural consequence of the fact that the variable W is the weak solution of Eq. (1)
(see section 3 for a description of the particular variational formulation adopted in this
study) and so are the local solutions W, .

3 Characteristics of the flow solver

3.1 Spatial approximation method

The flow domain €2 is discretized by a triangulation 7, where h is the maximal length
of the edges of 7,. A vertex of 7, is denoted by s; and the set of neighboring vertices
of s; by N(i). We associate to each vertex s; a control surface (or cell) denoted by

INRIA



Domain decomposition for the Navier-Stokes equations 9

C; which is constructed as the union of local contributions from the set of triangles
sharing s;. The contribution of a given triangle is obtained by joining its barycenter
G to the midpoints I of the edges incident to s; (see Fig. 1). The boundary of C; is
denoted by 0C; and the unitary normal vector exterior to 0C; by 7 = (Vjs, Viy). The
union of all these cells constitutes a discretization of {2 often qualified as dual to 7}, :

Ny
Q, = U C; , Ny : number of vertices of 7},
i=1

Figure 1: A control surface on a triangular mesh

The spatial discretization method adopted here combines the following ingredients :

e 3 finite volume formulation together with upwind schemes for the discretization
of the convective fluxes. In this formulation, second order accuracy is obtained
by using the MUSCL (Monotonic Upstream Schemes for Conservation Laws)
technique introduced by van Leer[35| and extended to unstructured triangular
meshes by Fezoui and Stoufflet|15];

e 3 classical Galerkin finite element formulation for the discretization of the diffu-
sive fluxes.

A variational formulation of Eq. (1) can be written as :

(e 5572 557 war =g [ (o557 v

where S; is the support of the test function ¥;. The test function is choosen differently
according to the considered flux :

RR n® 3977



10 V. Dolean, S. Lanter:

e convective flux : the test functions is the caracteristic function of the control
surface C; :

\I’z':X(Cz‘) . S = Cj

e diffusive flux : the test function is the P; basis function (linear and continuous)
associated to the vertex s; :

T , 8;€T

The system resulting from the application of the Green-Ostrogadsky’s formula can
be written as :

e for the convective terms

//c (algf/ ) +aGa(W))Xid~’”dy = /6 (EW)ne + G (W)my) xdl

Y i
oxi 5%
— FW Gw dz
//c< W)y + 61 )8?/) !
In the above expression, the second term of the right hand side is equal to zero
since ; is constant over the cell C;;

e for the viscous terms

//K ) | (aR(W) +8S(W)>¢id§3’ _ 1 /K o B4 W) )

Re ox oy
1 0¢; 0¢;\ ..
- ﬁ//m (R(W) S (W) ay)dm

INRIA
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We obtain the discrete equation associated to vertex s; by calculating :

e the convective flux on the boundary 0Cj;,

e the viscous flux on the support of the basis function ¢;, and by considering that
the viscous flux on the boundary I'y, is null. This hypothesis, as it happens for
most of the external flows, is verified if the boundary of I', is far enough of the
obstacle (i.e. of the I, boundary). On Ty, a strong formulation is applied (see
subsection 3.2.1) and the corresponding boundary term is not appearing in the

variational formulation.

Then, Eq. (5) becomes :
// W, U, dz + F(W).idl
S;
1 0¢; 96:\ .
_ RGTZ // (R(W) 245 () ay)dx

where F(W) = (F(W) , GW)™.

3.1.1 Calculation of the convective fluxes

The second term of the left-hand side of Eq. (6) can be decomposed as :

Fw)qd = Y | FW).zdl <1>
oC; jEN(i)acij
L / FOV) fiadl + / FW)dl <2 >
9C; NIy 9C;NI'oo

(7)

where 0C;; = 0C; N 0C;. Term < 1 > of the right-hand side of Eq. (7) is an assembly

process on elementary internal fluxes which are computed as :

O£ (Wi, W;, 75) & /J?(W).ﬁidl , zz-jz/ﬁidz
6Cij 6Cij

(8)

where ®x(W;, W;, ;) is the so-called numerical flux function. A conservative scheme

is obtained if for any edge [s;, s;] the following condition is verified :

O (Ws, W;, U5) = —@r(Wy, Wy, Ujs)

RR n® 3977



12 V. Dolean, S. Lanter:

Upwinding is introduced in the calculation of (8) by using the approximate Riemann
solver of Roe[28| which gives :

L F(W) + F(W) (W; = W)
(Wi, Wy, 1) = 5 viy= | ARWe, Wy ) | =——5— (9)
where :
. oF
Ar(Wi, Wy, 1) = <8W(W“ W;, Ui). )R
is the so-called matrix of Roe that verifies the following property :
Ar(Wi, W;, 05)(W; — Wi) = F(W;, ) — F (Wi, )
with :
F(W,75) = F(W).7;
The numerical flux (9) can thus be reformulated as :
5 (Wi, Wy, ) = F(W;,03) — Aj (Wi, Wy, ) (W — W)
or as :
(Wi, W, 75) = F(Wi, i) + Ag(We, W, ) (W; — W)
with :
AR(Wu Wja 172]) - sz'j (W)
where W is given by :
W = (ppu,pv, E)T
o= (Vo + o)/ (VA + VD)
i@ = (P + P/ (/o + ) (10)
v = (Vpivi+ /pav2)/ (Vo1 + \/P2)
H = (piHi+ /p2Hs)/(\/p1 + /P2)
P u? + 0’

is the total enthalpy per unit of volume.

INRIA



Domain decomposition for the Navier-Stokes equations 13

The diagonalization of the matrix A is given by :
AW) = TW)AW)T (W)
A — diag (ﬁ.ﬁ—c, Ui, 07, U.ﬁ+c>

where 7(W™) is the matrix whose columns are the associated left eigenvectors. We
can define the negative and positive parts of A in the following way :

(AE(W) = TNAEW)T-1(W)
A = diag (\f), k=1,4
A = max()\,0)

L A = min()\, 0)

where ¢ = , /’y% denotes the speed of sound.

The numerical calculation of the convective flux using Eq. (9) is first order accurate
in space. The MUSCL technique|35] for the extension to second order accuracy relies
on a linear interpolation of the state vectors W;; and W;; at the interface between the
cells C; and Cj :

I/Vij == m + (6W)ZSZ_§] y I/T/]Z = Wj - (ﬁW)]SZ_é] (11)

(NN
N | =

~ . T
where W = (,0 , U, p) — in other words, the interpolation is done using the physical

variables instead of the conservative variables. Then, the interpolated states (11) are
used as arguments to the numerical flux function (9). The nodal gradients (ﬁﬁ/)l are
obtained from a weighted average of the P1 Galerkin (centered) gradients computed
on each triangle of the finite element support of s; :

/ VW | dz

e N . 1 area(T) N .
(VW) = //d* _area(O)Z . _Z A (12)
X k=1,ker
C;

? z
TeC;

where N/ (z,v, ) is the P1 basis function defined at the vertex s, and associated with
the triangle 7. The construction given by Eq. (9)-(11)-(12) results in a half-upwind

RR n°® 3977



14 V. Dolean, S. Lanter:

scheme which is second order accurate but can present spurious oscillations in the
solution therefore expressing a loss of monotony. A classical way to cure this problem
is to make a compromise between the first order and the second order schemes through
the use of a slope limitation procedure[13].

3.1.2 Calculation of the viscous fluxes

The calculation of the viscous fluxes calls for a P1 finite element approximation of
the corresponding terms in Eq. (6); more precisely, by assuming that the the physical
variables are linear on a triangle 7, one obtain that :

// ( W) %% 45 m) %zl) 07 = area(r) (R(T) 2| +5(r) %‘Z%) )

= Yru(7)
where R( ) and S (7) are constant vectors computed on the triangle 7 using the fact
]_ —
that U (7 =3 Z U(s;) (since the components of U are assumed to be linear on 7).
S;ET

3.2 Boundary conditions
3.2.1 Wall boundary

Dirichlet type conditions are applied on I';,. On one hand, a classical no-slip condition
is taken into account for the velocity vector :

U=0
and, on the other hand, an isotherm condition is considered for the temperature :

T="T,

where T, is computed as :

_1
T, =T (1 + %Mi)

where M, is the far-field Mach number. The above conditions are applied in a strong
way : for a given node s; of 'y, [7(8,) is set to 0 and T'(s;) to T,; the density p; is
kept unchanged since the corresponding equation is hyperbolic (in other words, a null
mass flux is imposed on 0C; NT,). Finally, the total energy per unit of volume and
the pressure are updated as :

INRIA



Domain decomposition for the Navier-Stokes equations 15

E; = pinTw and bi = (7 - 1) E;

3.2.2 Far-field boundary

On Iy, we assume that the flow is uniform (this assumption is valid for external flows) :

Poo = 1 ; ﬁoo = (uoo y Uoo)T with || ﬁoo ||: 1 7y Poo = (14)

TME,
Here, an upwind-downwind flux decomposition is used to compute the corresponding

boundary integral in Eq. (7). More precisely, this boundary term is evaluated using a
non-reflexive version of the Steger and Warming flux decomposition|33] :

/ FW).itdl = &5V (W, Weo, ine) = AT (Wi, Bine)W; + A~ (Wi, li0e) Wae  (15)

9C;NI'so

3.3 Time integration

Assuming W (Z, t) is constant on each cell C; (in other words a mass lumping technique
is applied to the temporal term in Eq. (5)) we obtain the following set of semi-discrete
equations :

n

dW;
area(C;) dtl +v(W)y=0 , i=1,---,Ny (16)

where W = W (Z;,t"), t" = nAt™ and :

n S = . 1
JEN(3) OC;NT oo TEK (1)
Explicit time integration procedures for the time integration of (16)-(17) are subject
to a stability condition expressed in terms of a CFL number. On the other hand, an
efficient time advancing strategy can be obtained by means of an implicit linearized

formulation such as the one described in Fezoui and Stoufflet[15] and briefly outlined
here. First, an implicit variant of Eq. (16) writes as :

area(C;)
Atr

where §W"*t = W' — W?. Then, applying a first order linearization to the nodal
flux U(W;*!) yields the Newton-like formulation :

5I/Vin+1+q](vvin+1) =0 ’ L= 15 aNV (18)

RR n® 3977



16 V. Dolean, S. Lanter:

(area(C’i) N o (W)

n+l n
o ) oW = —ww) (19)

O (W)

In practice we replace the exact Jacobian of the second order flux by an

approximate Jacobian matrix J(W™) (see the next subsections for more details) and
we obtain the following linear system :

area(C;)
Atn

The resulting Euler implicit time integration scheme is in fact a modified New-
ton method. As a consequence, one cannot ensure that this formulation will yield a
quadratically converging method for time steps tending to infinity. The matrix P(W™)
is sparse and has the suitable properties (diagonal dominance in the scalar case) al-
lowing the use of a relaxation procedure (Jacobi or Gauss-Seidel) in order to solve
the linear system of Eq. (20). Moreover, an efficient way to get second order accurate
steady solutions while keeping the interesting properties of the first order Jacobian ma-
trix is to use the second order elementary convective fluxes based on Eq. (9)-(11)-(12)
in the right-hand side of Eq. (20). The above implicit time integration technique is
well suited to steady flow calculations; for unsteady flow computations, this first order
time accurate scheme is generally unacceptably dissipative.

PW™)sWnt = ( + J(W")) SWH = — (W) (20)

3.3.1 Linearization of the convective terms

The contribution of the convective terms to the Jacobian matrix is based on an ap-
proximate linearization of the first order convective flux (9). For an edge [s;, s;] the
implicit version of the associated numerical flux is formally written as :

O = (W, WL WL W )
Noting U = W, V.= Wp, W = W' and Z = W*" and using a first order

(2 7

Taylor expansion of the implicit flux we obtain :

BR(U V., 2.7) = 0x(U Vi) + (g ) OV -0+ (5 ) =) (2

where :

Ox(U,V,05) = @r (W, W', 1)
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is the explicit flux. Expression (21) can be simplified in the case where the numerical
flux function takes the form :

Q£ (U,V, ;) = Hi(U,V,v;;)U + Hy (U, V, U;;)V

For instance, for the numerical flux function associated to the approximate Riemann
solver of Roe[28| we have :

Sr(Wi, W, vy5) = F(Wi, 75) + Ag(Wi, Wy, 75) (W — W)
= AW, vij)W; + Ag(Wi, Wy, v5) (W — Wi)
therefore :
{ HI(U’V”Z’J') = A(U’ ’72]) _Al_%(U’V’ﬁij)
H2(U’V777i]') = AE(U’ % 172])

In other words, we obtain an approximate linearization (an thus an approximate
Jacobian matrix) if we assume :

0P . 0P .
% ~ Hl(U, V; Vij) and W ~ HZ(U, V; Vij)
Note that for the Steger and Warming[33] numerical flux function (see Eq. (15))
we have :

3.3.2 Linearization of the diffusive terms

As previously, the implicit version of the diffusive flux (13), expressing the contribution
of the triangle 7 to the global nodal flux associated to the vertex s;, is formally written
as :

n+l __ . n n n n+1 n+1 n+1
T =T (Wkl,WkQ,Wk?ﬂWkl Wiy Wi )

where sg1, Sg2 and sg3 are the vertices of the triangle 7 (one of them being s;). Pro-
ceeding as for the convective terms we obtain :

n ﬂrn IJVn V[rn 8T’rﬂ‘ n n
TTJ'_I = TT,Z'( k1> YV k2> k3) + <8W" ) (”k1+1 - ”’kl)
k1

aTT,i n n 8Tm~ n n
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In the above expression, Y, ; (W, Wi, W/4) is given by :

0;
T (Wi Wi W) = avea (1) ( ROV, Wt W) 552 o +
(22)
0¢;
S (WkD Wk27 Wk:3) 8y |T
Therefore the linearization of the viscous flux can also be written as :
oY, oY, ;
Tl =y SWIt 4 o) swptt 23
T, Tt + (8W ) ke’rzk;h aWk k ( )

The derivative terms in Eq. (23) can be computed exactly from the expression of
the discretized diffusive flux components of Eq. (22) (see 14| for more details).

3.3.3 Numerical resolution

Taking into account the various contributions of the previous subsections, the implicit
integration of the Navier-Stokes equations proceeds in the following way :

e « Physical » or explicit phase : evaluation of the right hand side §W; of the linear
system to be solved :

Wi=—| > @+ / W (WP, W, 7) +— >, (24)
oC;Nor

JEN(3) i10% ee TEK(Z

e « Mathematical » or implicit phase : the assembling of the different contributions
leads to the linear system M (W™)sWntt = SW which is approximately solved
by a relaxation method. The matrix M (WW") is a non-symmetric sparse matrix.
Each term of this matrix is a 4 x 4 dense block. The i-th line of the linear system
writes as :

MESWI 4 3 MESWI S S Y MW = oW,

JEN(i) TEK (i) kk#i

The diagonal block is given by :

o1 o7
Mj=oMd+ > Hy,+ / AT (W) + ¢ > (aW-) (25)

. e
JEN(i) 9CiNdT e reK(i)
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C; . :
where 0] = %. The extra-diagonal blocks are given by :
Mp = Hj ay = L (O
iy 2,17 ’ ik — Re aWk

Note that the linear system is written in « delta » form thus :

Wn—|—1 — Wn + 5Wn—|—1

4 Domain decomposition for the Navier Stokes equa-
tions

In this section we propose a particular implementation of the domain decomposition
algorithm formulated in subsection 2.2 in the context of the discretization methods
described in section 3. First, we briefly discuss the adopted parallelization strategy and
motivate it with regards to the implementation of the domain decomposition algorithm.
The next step is to introduce interface unknowns which are here expressed in terms of
convective and viscous fluxes. These interface unknowns are used to define a modified
formulation of the implicit system (20) in which a distinction is made between purely
interior unknowns and interface ones. Finally, we apply a substructuring technique
to the resutling system in order to obtain an interface problem whose unknowns are
defined in terms of fluxes.

4.1 Parallelization strategy

The parallelization strategy adopted for the single grid flow solver combines domain
partitioning techniques and a message-passing programming model. This strategy has
been already successfully applied in the single grid case in 2D[12] as well as in 3D|21].
The underlying mesh is assumed to be partitioned into several submeshes, each defining
a subdomain. For the partitioning of the unstructured mesh, two basic strategies can
be considered. The first one is based on the introduction of an overlapping region at
subdomain interfaces and is well suited for the mixed finite volume/element formula-
tion considered herein. However, mesh partitions with overlapping have a main draw-
back : they incur redundant floating-point operations. The second possible strategy is
based on non-overlapping mesh partitions and incur no more redundant floating-point
operations. While updated nodal values are exchanged between the subdomains in
overlapping mesh partitions, partially gathered quantities are exchanged between sub-
domains in non-overlapping ones. ‘ According to the domain decomposition algorithm
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formulated in subsection 2.2, it is interesting to consider mesh partitions involving a
one-triangle wide overlapping region that is shared by neighboring subdomains. As
a matter of fact, it is easily seen that within this setting, the interface between two
neighboring subdomains is a non-overlapping one from the viewpoint of the dual dis-
cretization of ) in terms of control surfaces; if {2; and €2, are neighbors then :

r=0,NQ, = J acy,nac,

C1,€01,C2; €Q2

4.2 Domain decomposition algorithm : the discrete case

Here, we discuss the formulation of discrete counterparts of the interface conditions
in Eq. (4). To simplify the presentation we consider the case of a decomposition of
2 in two subdomains (see Fig. 2). Based on the mixed finite volume/finite element
formulation, the convective and diffusive terms are treated differently by introducing
separate interface unknowns.

Figure 2: Definition of a redundant variable at an interface [I' = ; Ny
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4.2.1 Continuity of convective fluxes

Let [s;, sj] be and edge such that C; (associated with s;) and C; (associated with s;)
belong to two neighboring subdomains. The continuity of the normal convective fluxes

at the interface I' = ; N €y can be written as :

=

Ay, WW,; = A (W"
AL (WHW; = Ar (W

L4 St

)
% (V")

)

=

<

(26)

where W is given by (10) and we have noted A?(W”) = AL(W;, W;, ;). We intro-

duce an auxiliary variable denoted by W* which is such that :

(A7, 7 W5) 1s, = (A OFW) 15, 4 5,
(3, 00w [, = (g, VW) |i
and we define : i

the associated new unknown of the problem. We can write :

(27)

(28)

o, = (T(W”)|A(W")\T‘1(W")) Wr e W= (T(W”)|A(W")|‘1T‘1(W")) ®,

The positive and negative parts of this flux are given by :
oF = Ap (WMW?
= (TOmAEE T ) W
= (TOVA=TIAT 7 T (7)) @,

that can be written in condensed form as :

ot = PEW")®,

(29)

(30)

On the other hand, the elementary linearized fluxes associated with the control

surfaces C; and C; can be written as :
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QWi Wy, 7g) = (Asy (W) = Ay (W) Wi+ Ay, (W)W,
(W5, Wi Bsi) = = Az (WIIW; = (As, (WP) = A5 (W) Wi
By making the following approximation at the interface :
we can further use the relations (27), (28) and (29) to get the expression of the interface
flux using the new variable @, :

(LWL W Ty) = (As, (W) = Ay (W) Wi Ay (W)W

= (Ao, (W7) = Ag (W) Wt P~ ()2
J (31)
QIW* Wy, 7)) = —A; (W)W, — AL (WmW*

= —A, (W)W, — PT(W")®,

\

Remark. We could have chosen another linearization of the interface flux instead
of (31) in order to retreive the eract quantities expressed in the relations (27), (28)
and (29) without any further approzimation, but this linerization would have led to a
non-conservative fluz :

WL, W, 75) = (A, (W) — A5 (W) Wi+ A7 (W)W
(32)
<I>Z(W*, Wj, 171]) = — (Aljij (W]") _ A;j (Wn)) Wj _ A;—ij (Wn)W*

On the other hand, there exists a third way of treating the problem, that consists
in adopting for the whole subdomain (i.e. internal and interface edges) a different
numerical fluz function which combines the two previous possibilities. In this approach,
the interface flux is conservative and can be expressed directly as a function of the new
variable ®, :
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(( QLWL WA Ty) = AL (W)W, + Ay (W)W
= AL (WWi+ P (W)
5 N (33)
QUW*, Wi, ) =— A; (WHW; — AL (W)W*
\ =— Ay (WMW; — PHIW™)®,

4.2.2 Continuity of diffusive fluxes

Here, we construct the interface unknowns associated to the viscous fluxes. First of
all, we note that the mixed finite element/finite volume formulation adopted for the
discretization in space (see subsection 3.1) does not facilitate the implementation of the
interface condition for the normal viscous fluxes. Indeed, a discretization method based
on a finite volume formulation for both the convective and the diffusive fluxes, such as
the one proposed by Rostand and Stoufflet[29], would have been more appropriate for
the realization of this task. Here, in order to facilitate the implementation, we impose
the continuity of the whole diffusive flux components in place of the normal ones. As a
consequence, for a given interface triangle 7 (a triangle whose vertices are situated in
the overlapping area), the components of (13) are considered as unknowns. Now, the
problem at hand consists in two tasks :

e the construction of an appropriate coupling between the interface flux components
and the corresponding nodal unknowns (i.e. the components of the vector of
conservative variables W for each vertex of the interface triangle 7);

e the definition an associated linearization of the flux components for the implicit
time integration.

Using the expression (13) we can write :

Y.i(r) = area(r) <R(T) 0% - +S(7) 0 ‘T)

’ or oy
0 0
(34)
PN | AR N R CR
R N RO N e Ol
r4(T) 84(7)
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where 7;(7) and s;(7) are the components of the viscous flux vectors R(7) and S(r)
which are constant on the triangle 7. According to the expressions for the components
of R(W) and S(W) (3), we can further write :

0 0 0 0 0

72(T)
Buhi Oy O 0 0 r3(7)
Y. (r) = area(7) r4(T) (35)
0 8x¢1 0 ay¢1 0 S3 (T)
0 0 i 0 0,0 54(7)
0¢; e
where 0, ,¢; = 9. 90 The above formula can be seen as an alternative linearization
x,0y

of the viscous flux at the interface (with respect to the original one (23)) where the new
variables are given by the quantities 7;(7) and s;(7). Therefore the coupling between
the nodal variables situated in the overlapping area will be replaced by the coupling
between these variables and the new flux variables, this interaction being expressed via
the 4 x 5 blocks of the formula (35). Conversely, the coupling between the new interface
variables and the nodal variables can be written using the classical linearization :

37"234

72,34 (7' ) = Wki
k;€T aWk (36)
s3a(t) = 0534() Wi,
’ k;eT aWkl

4.2.3 Formulation of the interface problem

Taking into account Eq. (28), (31), (35) and (36) we can construct an implicit linear
system that distinguishes purely interior unknowns (state vectors) from interface ones
(normal fluxes). For a two-subdomain decomposition 2 = €2; U €, this linear system
has the following form :

M 1 0 M le M 1v WI bl

0 M? MZC MZU W2 — b2 (37)
Fie Foe 1d 0 o, 0
Tlv va 0 Id @v 0

where M; and M, are the matrices resulting from the original linearization (23) for
vertices internal to €; and €. On the other hand, Fi., For, Fiv, Fov, Mic, Miy,
My, and M, are coupling matrices between internal and interface unknowns. At this
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point, the internal unknowns can be eliminated in favor of the interface ones to yield
the following interface system :

( ® ) ( [Id — (Fre M7 Mic + Foc M5 My, )| @, )
IS c — =g
[Id —_ (flUMflMlv + vaM;IMM)](DU

[FreMtby + FoeMy by (38)

[FroM{ by + Fapy M, by

As usual in this context, once this system has been solved for (®., ®,)”, we obtain
the values of the purely internal unknowns by performing independent (i.e. parallel)
local solves :

{ Wi = Mit(b — M@ — My, ®,) (39)

W2 = M2_1(b2 - MZC(I)C - M2'v(bv)

In the present study, the interface system (38) is solved using a full GMRES
iteration[30].

5 Solution strategy for the local problems

The domain decomposition algorithm proposed in section 4 calls for independent (i.e.
parallel) linear system solution steps in each subdomain. Here, we are interested in
solving the corresponding linear systems iteratively, the main reasons being that, on
one hand, direct solvers are characterized by high memory and CPU requirements and,
on the other hand, we would like to study (at least experimentally) the influence of
approximate local solves on the convergence of the interface system solver (i.e. GM-
RES) as well as on the convergence of the overall domain decomposed flow solver. We
note in passing that the robustness of Krylov methods such as GMRES, with respect
to inexact matrix-vector products has been the subject of recent investigations 2] (see
also [3] for a discussion in the context of Schur complement domain decomposition
methods).

In this study, a linear multigrid strategy applied at the subdomain level has been
adopted for the local solves. The smoother is a pointwise Gauss-Seidel method. More
precisely, the multigrid method is used to accelerate the iterative solution of the local
linear systems. It is well known that classical relaxation methods such as the Jacobi
or Gauss-Seidel methods quickly damp the high frequencies of the error however they
do not allow for an efficient treatment of the low frequency components. The basic
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idea of the coarse grid correction scheme is to transfer the partially solved solution on
a coarser grid in order to transform the low frequencies of the fine grid solution in high
frequencies which are then efficiently damped by the standard relaxation methods. The
method considered in this study is described in details in [20]-[9]; its main features are
the following :

e Grid coarsening by agglomeration. The coarsening strategy adopted here is based
on the use of macro elements (macro control surfaces) which form the coarse
discretizations of the computational domain. In [20] the adopted coarsening
algorithm is based on neighboring relations. Starting from a fine unstructured
triangulation, one wants to generate a hierarchy of coarse levels ; this can be
achieved using a “greedy” type coarsening algorithm that assembles neighboring
control volumes of the finest grid (e.g. those having a common boundary) to build
the macro elements of the coarser level. The main advantage of this method is
that it allows for an automatic generation of the coarser discretizations without
building any coarse triangulation.

e Coarse grid approximation for convective terms. Recall that the convective fluxes
are integrated between two control volumes of the finest mesh ; they are computed
in the same way on a coarse level, between two macro elements. However, on the
coarse grids, this computation is limited to first order accuracy because nodal
gradients cannot be evaluated as they are on the finest mesh; this is really not
a problem here as the multigrid method is used to accelerate the solution of a
linear system whose Jacobian matrix is based on the linearization of a first order
convective flux (see subsection 3.3). Both conservative variables and normal
vectors are interpolated between the different grids. The coarse grid variables
are deduced by transfer operators. The normal vectors, linked with each coarse
mesh macro element, result from the summation of the finer grid vectors (for the
fine mesh control surfaces that have a common boundary with the coarse mesh
macro element) ; as a result, at most one flux is computed between two macro
control volumes.

e Coarse grid approrimation for diffusive terms. To evaluate the diffusive terms on
a coarse level, related basis functions are needed. Indeed, in the finite element
formulation on the fine grid, the equations are integrated and assembled by edges
(convective terms) and triangles (diffusive terms). As triangles do not exist on
the coarser grids, it is necessary to define a new formulation for the calculation of
diffusive terms; we refer to Carré[9] for a more detailed description of the adopted
strategy.
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e Inter-grid transfer operators. A condition to obtain multigrid efficiency is that

the summation of the orders of the transfer operators is greater than the order
of the partial differential equation to be solved[18]. For instance, this condition,
developed in [36] and [19], requires in order to solve the Navier-Stokes equations,
that either prolongation or restriction be linear. However, a linear interpolation
is not easily built in the agglomeration context. For the solutions of the Euler
equations, we keep the same order for both restriction and prolongation which is
compatible with the previous condition for the purely convective approximation,
and allows building simple and diagonally dominant coarse grid matrices. The
solution restriction operator is constructed as a weighted approximation of fine
grid components while the right-hand side restriction operator is obtained by a
summation of fine grid components. Finally, the prolongation operator is a trivial
injection of coarse grid components.

Numerical results

6.1 Test case definition

The test case under consideration is given by the flow around the NACA0012 airfoil.
Two unstructured triangular meshes have been used whose characteristics are given in
Tab. 1 (see Fig. 3 for a partial view of mesh N1).

S1 :

S2

Table 1: Characteristics of the meshes for the NACA0012 airfoil

‘ Mesh ‘ # Vertices ‘ # Triangles ‘ # Edges ‘
N3 48792 96896 145688
N4 194480 387584 582064

The following situations have been considered :

the transonic flow characterized by a Reynolds number of 2000, a free stream
Mach number equal to 0.85 and an angle of attack of 0°. The time step is
obtained using the rule CFL=500 x k; where k; denotes the time iteration.

: the subsonic flow characterized by a Reynolds number of 73, a free stream Mach

number equal to 0.8 and an angle of attack of 10°. The time step is obtained
using the rule CFL=500 x k; where k; denotes the time iteration.
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Figure 3: Unstructured triangular mesh around the NACA0012 airfoil

S3 : the supersonic flow characterized by a Reynolds number of 106, a free stream
Mach number equal to 2.0 and an angle of attack of 10°. The time step is
obtained using the rule CFL=50 x k; where k; denotes the time iteration.

The results presented below are all characterized by the following points :

e the calculation starts from a uniform flow;

e the local systems induced by the domain decomposition solver are never solved
with a high accuracy.

6.2 Computing platforms and conventions

Numerical experiments have been performed on a cluster of 14 Pentium Pro computers
(dual nodes/500 Mhz with 512 Mb of RAM) (running the LINUX system) intercon-
nected via a 100 Mbit /s FastEthernet switch!. The MPI implementation is MPICH.
The code is written in FORTRAN 77 and the GNU G77 compiler has been used with

maximal optimization options.

LURL for the description of the platform : http://www-sop.inria.fr /parallel /
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Performance results are given for 64 bit arithmetic computations. In the following
tables, IV, is the number of processes for the parallel execution, IV, is the total number
of levels in the multigrid hierarchy (fine mesh included); “# it” is the required number
of time steps to reach the steady state (convergence to the steady state is monitored
using the normalized energy residual with a non-linear threshold that has been fixed to
en = 1071%) ; “Elapsed” denotes the total simultaion time and “CPU” denotes the total
CPU time (taken as the maximum value over the local measures); “% CPU” denotes
the ratio of “CPU” to “Elapsed” i.e. this ratio gives an idea of the CPU utilization. This
ratio is our principal measure of parallel efficiency. The difference between “Elapsed”
and “CPU” basically yields the sum of the communication and idle times, the latter
being related to computational load unbalance. The parallel speedup S(V,) is always
calculated using the elapsed execution times.

6.3 S1 test case

Steady iso-Mach lines for this test case are visualized on Fig. 4. Performance results
are given in Tab. 2 and 3 for calculations that have been performed using meshes N3
and N4. In these tables :

e the first part of Tab. 2 and 3 is dedicated to global single grid computations.
To be more precise, the original solver is adopted and the global implicit system
(20) is approximately solved using Jacobi relaxations. We have observed that
imposing a linear threshold ¢, = 107! at each time step, results in the optimal
non-linear convergence to steady state (in other words, reducing &, to 1072 or
below did not result in a reduction of the total simulation time).

e the second and third parts of Tab. 2 and 3 correspond to the application of the
domain decomposition method developed in the present study. Two strategies
have been considered; they differ from the complexity of the local solves : the first
strategy uses a constant complexity of 3 V-cycles for each local system solution
while in the second strategy we impose the (local) linear threshold to &, = 1071
For both cases the linear threshold for the interface system solver (full GMRES)
is set to &; = 107! and the V-cycle is characterized by 2 pre- and 2 post-smoothing
steps (the smoother is a pointwise Gauss-Seidel applied at the subdomain level);

e Tab. 3 gives a set of results for calculations performed using mesh N4 and
N, = 16;

e in Tab. 2 the parallel speed-up is computed relatively to the elapsed times ob-
tained for N, = 4.
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The non-linear convergence to steady-state for the three solution strategies and for
N, = 24 are visualized on Fig. 5.

Table 2: S1 test case - timings for the steady state calculation
Global solution strategy (parallel Jacobi linear solver) versus DDM strategy (full GMRES)
Calculations using mesh N3

Method | N, | Ny [ #it]| CPU [ Elapsed | % CPU | S(N,) |
Jacobi (g, = 1071) 4 | 1 | 73 | 1527 sec | 1611 sec | 95.0 1.0
6 1 73 | 976 sec | 1081 sec 90.5 1.5
8 1 73 755 sec | 856 sec 88.0 1.9
12 | 1 73 | 495 sec | 615 sec 80.5 2.6
16 | 1 73 384 sec | 512 sec 75.0 3.1
24 | 1 73 | 272 sec | 429 sec 63.5 3.8
GMRES (¢; = 1071) 4 | 5 | 74 | 1296 sec | 1320 sec | 98.0 1.0
Local solves : 3 V-cycle(2,2) 6 | 5 | 75 | 844 sec | 871 sec 97.0 1.5
8 5 75 | 663 sec | 681 sec 97.0 1.9
12 | 5 79 | 489 sec | 517 sec 94.5 2.5
16 | 5 78 | 338 sec | 372 sec 91.0 3.5
24 | 4 77 | 212 sec | 239 sec 89.0 5.5
GMRES (g; = 1071) 4 | 5 | 71 | 1679 sec | 1751 sec | 96.0 1.0
Local solves : V-cycle(2,2)/e; =107 | 6 | 5 | 72 | 1030 sec | 1071 sec | 96.0 1.6
8 5 73 869 sec | 926 sec 94.0 1.9
12| 5 74 | 599 sec | 648 sec 92.5 2.7
16 | 5 76 | 446 sec | 493 sec 90.5 3.5
24 | 4 78 | 286 sec | 333 sec 86.0 5.3

This first series of results calls for the following remarks :

e not surprisingly, the domain decomposition solver does outperform the global
solver for large numbers of subdomains only. For instance, for N, = 24, the
elapsed time for the global solution strategy based on the Jacobi solver is equal
to 429 sec while the domain decomposition solver based on full GMRES for the
interface system and a constant number of V-cycles for the local solves, yields an
elapsed time of 239 sec. In this case, a 44 % reduction in the total simulation
time is obtained;

e the most remarkable characteristic of the proposed domain decomposition solver
certainly is its parallel efficiency which is here assessed by the “ % CPU ” ratio.
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Table 3: S1 test case - timings for the steady state calculation
Global solution strategy (parallel Jacobi linear solver) versus DDM strategy (full GMRES)
Calculations using mesh N4

\ Method | N, [ N, [#it]| CPU | Elapsed | % CPU |
Jacobi (g, = 1071) 16 | 1 | 151 | 3705 sec | 4127 sec | 90.0
GMRES (g; = 1071) 16 | 5 | 161 | 3841 sec | 3928 sec | 98.0
Local solves : 3 V-cycle(2,2)
GMRES (g; = 1071) 16 | 5 | 149 | 8338 sec | 8535 sec | 974
Local solves : V-cycle(2,2)/e; = 1071

This ratio degrades significantly for the global solver when the number of subdo-
mains is increased while it remains relatively high for the domain decomposition
solver. In the conditions of the previous comparison, the improvement on the
% CPU ” ratio is equal to 16 %;

e the measures obtained for mesh N4 show that the domain decomposition ap-
proach based on a fixed linear threshold for the local solves is much more costly
than the global solution strategy. On the other hand, when a constant number of
V-cycles is used for the local solves, a reduction of only 5 % is obtained (while the
corresponding measures for mesh N3 demonstrate a reduction of 27%). Higher
gains are expected for larger numbers of subdomains since the cost of the local
solves is so far dominating the overall simulation time. Despite this fact, on can
note that the parallel efficiency is approaching 98 % for the domain decomposition
solver while it is not higher than 90 % for the global solver;

e in this study, the full GMRES iteration applied to the solution of the interface
system (38) does not make use of any preconditioning technique. In this context,
one may ask how such a strategy affects the scalability properties of the domain
decomposition solver. A partial answer is illustrated on Fig. 6 and Fig. 7. On
these figures, it is seen that the number of GMRES iterations slightly increases
when switching from N, = 4 to N, = 24 subdomains. However, this behavior
has to be correlated with the fact that the interface systems are solved with a
low accuracy therefore requiring only a few GMRES iterations (6 in average).
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Figure 4: Steady Mach lines for the S1 test case around the NACA0012 airfoil

6.4 S2 test case

Steady iso-Mach lines for this test case are visualized on Fig. 8. Performance results
are given in Tab. 4 and 5 for calculations that have been performed using meshes N3
and N4. The selected solution strategies are basically the same than those considered
for the S1 test case, except that for the domain decomposition solver, we only have
applied a solution strategy based on a fixed number of V-cycles(2,2) for the local solves.

Concerning the calculations that have been performed using mesh N3, the remarks
made for the S1 test case are still valid. Note that the domain decomposition solver
always results in a lower number of time iterations to reach the steady state, except for
N, = 12. In that case we suspect that the partitioning of the global mesh has resulted
in badly shaped subdomains with a direct impact on the quality of the produced coarse
meshes via the agglomeration principle. Then, a local solution strategy based on more
than 3 V-cycles is probably necessary to recover a convergence to the steady state
in a lower number of time iterations. The calculations based on mesh N4 show that
the domain decomposition solver is at least 3.3 times faster than the global solution
strategy. For the latter, reducing the linear threshold from £, = 10" to ¢, = 1072
allows a faster convergence to steady state at the expense of a 5% increase in the total
simulation time.
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Figure 5: S1 test case - non-linear convergence of the global and the DDM solvers
X-axis : number of time iterations - Y-axis : density residual in log scale

Table 4: S2 test case - timings for the steady state calculation
Global solution strategy (parallel Jacobi linear solver) versus DDM strategy (full GMRES)
Calculations using mesh N3

\ Method | N, | Ny | #it | CPU | Elapsed | % CPU | S(IV,) |

Jacobi (g, = 1071) 4 | 1 | 90 | 1805 sec | 1892 sec | 95.5 1.0

6 1 90 | 1164 sec | 1270 sec 91.5 1.5

8 1 90 876 sec | 993 sec 88.5 1.9

12 1 90 598 sec | 723 sec 83.0 2.6

16 | 1 90 450 sec | 594 sec 76.0 3.2

24 | 1 90 322 sec | 488 sec 66.0 3.9

GMRES (g; = 1071) 4 | 5 | 84 | 1287 sec | 1311 sec | 98.0 1.0
Local solves : 3 V-cycle(2,2) | 6 | 5 | 86 | 879 sec | 896 sec 98.0 1.5
8 5 84 641 sec | 658 sec 97.5 2.0

12 | 5 94 528 sec | 552 sec 95.5 2.4

16 | 5 84 313 sec | 331 sec 94.5 4.0

24 | 4 85 235 sec | 261 sec 90.0 5.0
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Figure 6: S1 test case - linear convergence of the DDM solver
Interface solver : full GMRES with e, = 107! - Local solves : 3 V(2,2)-cycles
X-axis : number of time iterations - Y-axis: number of GMRES iterations

Table 5: S2 test case - timings for the steady state calculation
Global solution strategy (parallel Jacobi linear solver) versus DDM strategy (full GMRES)
Calculations using mesh N4

\ Method | N, | Ny | #it| CPU | Elapsed | % CPU |
\ Jacobi (e, =101) | 16 | 1 | 125 [ 6211 sec [ 6903 sec | 90.0 |
Jacobi (g, = 1072) 16 | 1 | 117 | 6527 sec | 7255 sec | 90.0
GMRES (¢; =1071) 16 | 5 | 116 | 2043 sec | 2090 sec | 97.5
Local solves : 3 V-cycle(2,2)
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Figure 7: S1 test case - linear convergence of the DDM solver

Interface solver : full GMRES with &; = 10! - Local solves : V(2,2)-cycles with &, = 107!
X-axis : number of time iterations - Y-axis : number of GMRES iterations
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Figure 8: Steady Mach lines for the S2 test case around the NACA0012 airfoil

6.5 S3 test case

Steady iso-Mach lines for this test case are visualized on Fig. 11. Performance results

are given in Tab. 6 and 7 for calculations that have been performed using meshes N3
and N4. In these tables :

e the first and the second parts of Tab. 6 and 7 are dedicated to global single

grid computations. This time, results are reported for two values of the linear
threshold, e, = 107" and ¢, = 107%. As will be seen below, the second value is
the one that results in the faster non-linear convergence to steady state at the
expense of total simulation times slightly higher than those obtained for the first
value;

the third and fourth parts of Tab. 6 and 7 correspond to the application of the
domain decomposition method developed in the present study. As with the S1
test case, two strategies have been considered; they differ from the complexity
of the local solves : the first strategy uses a constant complexity of 3 V-cycles
for each local system solution while in the second strategy we impose the (local)
linear threshold to €; = 10~!. For both cases the linear threshold for the interface
system solver (full GMRES) is set to ¢; = 107! and the V-cycle is characterized
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Figure 10: S2 test case - linear convergence of the DDM solver

Interface solver : full GMRES with &; = 10! - Local solves : 3 V(2,2)-cycles

X-axis : number of time iterations - Y-axis : number of GMRES iterations
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by 2 pre- and 2 post-smoothing steps (the smoother is a pointwise Gauss-Seidel
applied at the subdomain level);

e Tab. 7 gives a set of results for calculations performed using mesh N4 and
N, = 16;

e in Tab. 2 the parallel speed-up is computed relatively to the elapsed times ob-
tained for N, = 4.

The non-linear convergence to steady-state for the four solution strategies and for
N, = 24 are visualized on Fig. 12. On this figure, it is clear that the global solution
strategy that uses the value e, = 10~ for the linear threshold, is far from yielding the
fastest convergence to steady state as compared to the one exhibited by the domain
decomposition solver.

Figure 11: Steady Mach lines for the S3 test case around the NACA0012 airfoil

The domain decomposition solver based on a constant number of V-cycles for the
local solves is the most efficient strategy. For instance, for the calculations based
on mesh N3, a comparison between the global solution strategy relying on the value
g, = 1072 for the linear threshold and the domain decomposition strategy that uses
a constant number of V-cycles for the local solves, shows a 66 % reduction of the
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Table 6: S3 test case - timings for the steady state calculation
Global solution strategy (parallel Jacobi linear solver) versus DDM strategy (full GMRES)
Calculations using mesh N3

Method | N, | Ny | #it | CPU | Elapsed | % CPU | S(NV,) |
Jacobi (g, = 1071) 4 | 1 | 155 | 1399 sec | 1463 sec | 95.5 1.0
6 1 155 | 916 sec | 999 sec 91.5 1.5
8 1 155 | 670 sec | 754 sec 89.0 2.0
12 | 1 155 | 454 sec | 552 sec 82.5 2.6
16 | 1 155 | 323 sec | 434 sec 74.0 3.4
24 | 1 155 | 244 sec | 367 sec 66.5 4.0
Jacobi (g, = 107?) 4 | 1 | 66 | 1690 sec | 1769 sec | 98.0 1.0
6 1 66 | 1103 sec | 1212 sec 91.0 1.5
8 1 66 804 sec | 937 sec 86.0 1.9
12 | 1 66 555 sec | 689 sec 80.5 2.5
16 | 1 66 413 sec | 552 sec 74.5 3.2
24 | 1 66 295 sec | 470 sec 63.0 3.8
GMRES (g; = 1071) 4 | 5 | 57 | 967 sec | 979 sec 99.0 1.0
Local solves : 3 V-cycle(2,2) 6 | 5 | 58 | 646 sec | 661 sec 98.0 1.5
8 5 57 454 sec | 472 sec 96.0 2.1
12 | 5 62 350 sec | 369 sec 95.0 2.7
16 | 5 57 225 sec | 243 sec 92.5 4.0
24 | 4 58 145 sec 161 sec 90.0 6.1
GMRES (g; = 1071) 4 | 5 | 57 | 1163 sec | 1202 sec | 97.0 1.0
Local solves : V-cycle(2,2)/e; =107t | 6 | 5 | 58 | 764 sec | 790 sec 96.5 1.5
8 ) 57 554 sec | 586 sec 94.5 2.0
12 | 5 63 419 sec | 455 sec 92.0 2.6
16 | 5 57 251 sec | 284 sec 88.0 4.2
24 | 4 58 177 sec | 206 sec 86.0 5.8
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Table 7: S3 test case - timings for the steady state calculation
Global solution strategy (parallel Jacobi linear solver) versus DDM strategy (full GMRES)
Calculations using mesh N4

\ Method | N, [ N, [#it]| CPU | Elapsed | % CPU |
Jacobi (g, = 1071) 16 | 1 | 208 | 4693 sec | 5242 sec | 89.5
Jacobi (g, = 107?) 16 | 1 93 | 6420 sec | 7152 sec | 90.0
GMRES (g; = 1071) 16 | 5 | 93 | 2206 sec | 2475 sec | 89.0
Local solves : V-cycle(2,2)/g; = 1071
GMRES (g; = 1071) 16 | 5 | 91 | 1677 sec | 1715 sec | 98.0
Local solves : 3 V-cycle(2,2)

total simulation time for N, = 24 (470 sec for the global solver and 161 sec for the
domain decomposition solver). The same comparison for calculations based on mesh
N4 shows that the domain decomposition solver is 4.2 times faster than the global
solution strategy. For the latter, reducing the linear threshold from ¢, = 10! to
g, = 107 % allows a faster convergence to steady state at the expense of a 36% increase
in the total simulation time. Finally, Fig. 13 and Fig. 14 visualize the number of
full GMRES iterations at each time step for the domain decomposition solver. It is
seen that the required number of GMRES iterations does not increase notably when
switching from N, =4 to N, = 24 subdomains.

7 Conclusion

In this paper, we have described a non-overlapping domain decomposition method for
solving the Navier-Stokes equations on unstructured triangular meshes. This method
relies on the formulation of an additive Schwarz type algorithm where the interface
conditions express the continuity of the normal flux components following an approach
already adopted, among others, by Quarteroni and Stolcis[24]. A concrete imple-
mentation has been proposed in the context of a mixed finite element/finite volume
solver on unstructured triangular meshes. An original aspect of our study consists
in the iterative solution of local problems using a multigrid by agglomeration tech-
nique. In particular, we have investigated numerically the effect of an approximate
solution of local problems on the overall efficiency of the domain decomposition solver.
For steady laminar Navier-Stokes flow computations, such a strategy is mandatory
to make the domain decomposition solver competitive with classical (global) solution
techniques. From this point of view, the proposed domain decomposition solver can
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Figure 12: S3 test case - non-linear convergence of the global and the DDM solvers
X-axis : number of time iterations - Y-axis : density residual in log scale

INRIA



Domain decomposition for the Navier-Stokes equations

12

4 subdomains ——
24 subdomains ------

10

10 20 30 40 50 60 70
Figure 13: S3 test case - linear convergence of the DDM solver

Interface solver : full GMRES with &; = 10! - Local solves : 3 V(2,2)-cycles

X-axis : number of time iterations - Y-axis : number of GMRES iterations
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Figure 14: S3 test case - linear convergence of the DDM solver

Interface solver : full GMRES with &; = 10! - Local solves : V(2,2)-cycles with &, = 107!
X-axis : number of time iterations - Y-axis : number of GMRES iterations
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also be viewed as a particular form of additive multigrid in which multigrid acceler-
ation is applied on a subdomain basis, these local calculations being coordinated by
an appropriate DDM solver for the interface unknowns. The resulting domain decom-
position/multigrid solver has been applied to the computation of several steady flows
around a NACA0012 airfoil. Results have shown that the proposed solver demonstrates
higher efficiencies for large number of subdomains as compared to classical global so-

luti

on strategies.

Ongoing efforts and future works concern the following aspects :

e construction of preconditioners for the interface system (38). We are currently
investigating algebraic preconditioning techniques for obtaining approximate in-
verses to the matrix S;

e agsessment of the proposed methodology in the context of the simulation of un-
steady viscous flows. In that case, higher order time accuracy is obtained using
the defect-correction approach proposed by Martin and Guillard|[22];

e extension of the proposed DDM solver to the solution of the Navier-Stokes equa-
tions for turbulent flows.

Acknowledgements : the first author acknowledges support from CNES.
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