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Abstract: Finite precision computations may affect the stability of iterative algorithms
and the accuracy of computed solutions. Automatic approaches are proposed to control
these effects as for example, the CESTAC and the CENA methods. We focus here on a
complementary use of these two methods to localize unstable behavior of the algorithm, im-
prove its stability and the accuracy of the solutions. We present computational experiments
on ill-conditioned polynomial roots approximated with Newton’s iteration.
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Localisation stochastique de I’instabilité
et amélioration déterministe de la précision
pour des algorithmes itératifs

Résumé : Les calculs en précision finie peuvent affecter la stabilité des algorithmes
itératifs et la précision des solutions calculées. Des approches automatiques sont proposées
pour controler ces effets acomme par exemple, les méthodes CESTAC et CENA. Nous nous
intéressons ici & une application complémentaire de ces deux méthodes pour localiser le
comportement instable de ’algorithme, améliorer sa stabilité et la précision des solutions.
Nous présentons des expérimentations numériques sur le calcul par la méthode de Newton
de racines polynomiales mal conditionnées.

Mots-clé :  Précision finie, stabilité, précision, Itération de Newton, Racine polynomi-
ale multiple, méthode CESTAC, bibliothéque CADNA, correction automatique, méthode
CENA.
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1 Introduction

Finite precision corrupts fundamental properties of numerical algorithms that hold in exact
arithmetic. Algorithm stability and /or computed solution accuracy may be affected in float-
ing point computation. A well-known example is the computation with Newton’s iteration
of ill-conditioned roots of polynomial, i.e., multiple or nearness roots [14].

Rounding errors analysis is principally performed "by hand" [5] but automatic ap-
proaches use the computer to provide more general and easy-to-use applications. In this
paper, we focus on two automatic approaches : the CESTAC and the CENA methods.
The CESTAC method, developed by J. Vignes and his colleagues since 1974, is a forward
stochastic method [13]. It provides a dynamic estimation of the number of significant digits
of computed results that allows instability localization and accuracy control. The aim of the
CENA method is to improve the accuracy of the computed result [6]. Applying this accuracy
improvement to sensitive intermediate variables may also stabilize algorithms suffering from
rounding errors.

The two methods are complementary and the following scheme is natural to improve
the numerical quality of an algorithm. The CESTAC method is first used to localize an
unstable behavior of the algorithms and provides a reliable but inaccurate computed result.
Then, the algorithm runs with the CENA method starting with the previously computed
result. Hence, an accurate final result is computed without the computing overhead of the
correcting method that is useless while the computation remains stable. In this paper, we
propose to experiment this approach when ill-conditioned roots of polynomial are computed
with Newton’s iteration.

We briefly review the two methods in Section 2 and the characteristics of floating point
computation of polynomial ill-conditioned roots in Section 3. In Section 4, we illustrate the
efficiency of this approach and highlights finite precision effects with experimental results.

2 Stochastic and Deterministic Methods

We limit our presentation of these methods to the main and hereafter useful aspects. Ref-
erences are proposed in the bibliography. Excepted when indicated, computed values wear
a hat in the sequel.

2.1 The CESTAC Method

The CESTAC method simulates stochastic arithmetic to provide an estimation of the number
of significant digits in the computed result. This estimation allows the definition of the
specific value 0 describing a zero value or a non-significant computed value. Underlying
hypothesis concerns the probabilistic distribution of the elementary rounding errors and
the predominance of their first order propagation. The CADNA library implements the
CESTAC method and consists in computing with different rounding modes several samples
of intermediate and final values. Therefore, branching tests and validity hypothesis are
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dynamically controlled. Numerous examples of instability localization and accuracy control
illustrate the practical efficiency of the method, see [1] for example and entries.

2.2 The CENA Method

The CENA method relies on a first order correction performed with automatic differentiation
and the computation of elementary absolute rounding errors. It is a forward deterministic
approach. Given a computed Z, the method yields a corrected T defined as

T=7+ AL(z).

The correcting factor Ap(z) is the computed linearization of the global error in 7 with
respect to the elementary errors, i.e., rounding errors introduced in the intermediate com-
putations of Z. As the corrected factor Ap and the correction also suffer from rounding
errors, a validity bound Bg, of the corrected result is computed. Therefore, the exact result
x satisfies x € [T — Bg,, T + Bg,] assuming that the first order approximation of the global
error is valid. This hypothesis is satisfied for linear algorithms we defined in [7]; polynomial
evaluation by Horner’s scheme is one of them. We apply the CENA method to improve the
accuracy of the final result and/or sensitive intermediate variables to stabilize the algorithm.
A complete description of the method is given by [6].

3 Computing Ill-Conditioned Roots of Polynomial

Finite precision effects on the computation of ill-conditioned roots of polynomial have been
numerously analyzed in the past, e.g., see [8] for entries. We present here the main useful
properties for our purpose.

3.1 Ill-Condition and Attainable Accuracy

Tll-conditioned roots are sensitive to small perturbation of the polynomial coefficients. Such
coefficient perturbation may be data errors, representation errors, e.g., decimal to binary
conversion, and/or may come from the backward effect of rounding errors in the algorithm
provided by the backward analysis. In both cases, the computation may yield inaccurate
roots and/or a wrong number of computed roots and hence with arbitrary order.

The following property highlights the sensitivity of polynomial roots [11]. Let z* be a
root of multiplicity m of polynomial p(z) = anz™ +---+ag. A relative error uof a; perturbs
the root z* to z*(u) such that the forward error satisfies to a first order of approximation

1/m

(1)

z*(u) —z" = ul/M[ m!a,-a:*’]

~ pm)(z¥)

Hence, multiple roots are always ill-conditioned and the forward error is O(u 1 ™). Single
roots are also ill-conditioned when |aia:*z /v (a:*)| >u.

INRIA
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Let us remark that relation (1) yields the attainable accuracy, i.e., the best forward error
bound we can expect when the root finding method evaluates p(x), e.g., Newton’s method.
Let 0(p,z) be the absolute rounding error in p(x) evaluation, p(z) = p(z) + 6(p,z), and
4 such that |d(p,z)| < |ai0x*i°| < 4. The best computed approximation T* of z* satisfies

N

p(z*) = 0. From relation (1), the attainable accuracy is

15 1/m
~ m!
|Z% —2"| < <|p(m)($*)|> : (2)

As in [4], we remark that relation (2) is a method-independent error estimate. The accuracy
of the polynomial evaluation controls the accuracy of the computed root. We discuss the
practical use of this attainable accuracy in the next paragraph.

3.2 Newton’s Iteration, Finite Precision and Stopping Criteria

Assuming z(0) is close enough to the root z*, we compute the Newton iteration
_pleh)] "
P'[x(k)]

In exact arithmetic, iteration (3) converges quadratically to a single root but only geometri-
cally with ratio m/(m—1) to a root of multiplicity m [10]. In finite precision, the convergence
of iteration (3) may suffer from the following limitations (computed quantities have lost the
hat hereafter).

o p'[z(k)] = 0 but p[z(k)] #0,
o z(k+ 1) = z(k) but p[z(k)] # 0.

z(k+1) =z(k)

o plz(k)] = p'[z(k)] = 0 but z(k) is not an accurate approximation of z*,

Hence, an efficient stopping criterion of iteration (3) has to avoid such cases. The previously
discussed attainable accuracy should be useful to define such a criterion. Alas, relation (2)
is not computable as long as the multiplicity of the root remains unknown, and that is often
the case.

The following criteria are well-known for terminating iteration (3).

RE (Relative Evolution) : |z(k + 1) — z(k)| < u'|z(k)|
AR (Absolute Residual) : |p[z(k + 1)]| < o'

The a priori relative bound u’ = O(u) limits the stagnation of the iterate but is generally
inefficient for ill-conditioned roots. Choosing ¢/ = O(o) where o is the smallest non-zero
positive floating point number (¢ < u) would be possible if the computation of the resid-
ual p[z(k + 1)] is error free. Considering relation (2), o' should dynamically control the
inaccuracy of the polynomial evaluation, choosing for example o' =u (37 |a; z(k + 1))
[9].

With stochastic arithmetic, it is well-known that alternative criteria are available [13].
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SAE (Stochastic Absolute Evolution) : |z(k + 1) — z(k)|

0
SAR (Stochastic Absolute Residual) : p[z(k+1)] =0

These criteria use the specific value 0. We recall it describes a zero value or a non-significant
computed value [12, 3]. When z(k + 1) satisfies the SAE test, computing p[z(k + 1)] is
necessary to decide if z(k + 1) is an acceptable approximation of the root.

4 Experimental Results
Let us consider the computation of the double root z* = 3/7 of polynomial
p(z) = 1.472° 4+ 1.192° — 1.83z + 0.45;

the other root is y* = —5/3 [1]. Numerical experiments are performed using IEEE-754 binary
floating point arithmetic on a Sun Ultrab workstation (SunOS 5.7, Solaris 1.3), FORTRAN
90 (WorkShop Compilers 5.0, FORTRAN 90 2.0) and CADNA library v2.2. We limit the
following presentation to IEEE-754 single precision results, i.e., us = 5.96x 1078, excepted in
the next paragraph where are also proposed double precision results, i.e., ug /= 1.11 x 10716,

4.1 The IEEE-754 Computation

We compute Newton iteration (3) in IEEE-754 single and double precisions using Horner’s
scheme for the polynomial evaluations p and 1/7\’ . The two stopping criteria RE and AR are
implemented respectively with u’ = ug or ug and o' = 1.0x 10738, Starting with (0) = 0.5,
both computations yield x(k) satisfying the stopping criterion AR (see next table). Other
acceptable choices of 2(0) give similar results.

Precision | Initial Value z(0) || k | z(k) plz(k)] | p'lz(k)] | |=* —=(k)|/|=*]|
ug 0.5 16 | 0.42856118 0.0 -6.31E-5 2.39E-5
uq 0.5 25 | 0.42857143 3545 3048 0.0 3.06E-8 1.67E-9

The absolute error bound for polynomial p evaluated by Horner’s scheme in a root
neighborhood satisfies § ~ u’. Hence comparing with z* = 0.4285 7142 86, the computed
root x(k) agrees the predicted accuracy given by relation (2).

4.2 Localizing the instability with the CESTAC Method

We use the CADNA library to compute iteration (3) with criteria SAE and SAR. Starting
again with 2(0) = 0.5, both SAE and SAR criteria are satisfied for the following value.

Precision | Initial Value z(0) || & z(k) | plz(k)] | p'[z(k)]
Us 0.5 10 | 0.4287 0 0.96E-3

INRIA
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The CESTAC method reduces the number of iteration and provides 3 guaranteed decimal
digits (CADNA only displays significant digits and does not guarantee the last displayed
decimal digit [2]). To analyze the forward error, we remark that the guaranteed digits of
the CADNA result are exact comparing to z*. The number of significant digits agrees the
predicted accuracy.

4.3 Improving the Accuracy with the CENA Method
The corrected iteration (3) with the CENA method is

plz()
Pla(b)]’

where p= p+ A r(p) and p' = 1?’ + AL(p' ) are the corrected evaluations of polynomials p
and p'. Tteration (4) is controlled with the stopping criteria RE and AR.

Using CADNA result, an optimal initial value z(0) satisfies 2(0)_ < z(0) < z(0)+ with
the IEEE-754 single precision values z(0)_ = 0.42800000 and z(0)4 = 0.42899999. We
compute iteration (4) using the two initial values z(0)— and z(0)4; the results are the
following.

z(k+1) =z(k) —

(4)

Precision | Initial Value z(0) || & z(k) plz(k)] | |z(k) —z(k —1)|/|z(k)]| Bg,
u 2(0)_ 7 | 0.42849594 | 3.70E-12 0.0 2.60E-14
u, 2(0)4 6 | 0.42864692 | 4.83E-12 0.0 9.19E-15

Both iterations terminate satisfying the RE criterion. So no more accurate approximation
of the root could be computed in IEEE-single precision starting with chosen z(0). The
two computed approximations T* = 0.42849594 and 7% = 0.42864692 are different after
the third digit. As the Bg, bound value validates the 8 figures of both approximations,
polynomial p has two separate roots in the neighborhood of z* approximated by Z* and
7% . Other choices of z(0), z(0)— < z(0) < (0)4., yield similar convergence to the same two
finite precision limits T* and 77 .

4.4 The Exact Computed Solution

These experiments illustrate a well-known effect of finite precision when computing multiple
polynomial roots. The double root z*, i.e., the exact arithmetic solution, is transformed
into two separate single roots Z* and 7% in finite precision. Nevertheless, the convergence
rate and the attainable accuracy are controled by the order 2 of the exact problem root.
IEEE-754 computation suffers from the inaccurate polynomial evaluation p(x) and no
guarantee could be given to digits after about half the precision (as relation (2) indicates).
The CESTAC method localizes this instability and returns these significant digits. In both
cases, the attainable accuracy bound prevents to distinguish these separate roots. Comput-
ing corrected P, the CENA method improves the accuracy of the polynomial evaluation in
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6e-08 - . : . Y
: Computed polynomjial -
Corrected polynomial and its bound --+--

4e-08 - : g

2608 | HIE H i f G i E i

-4e-08 : : E

-6e-08 i - - . ‘ - L
0.42845 0.4285 0.42855 0.4286 0.42865 0.4287

Figure 1: The two separate roots of p appear computing P.

the root neighborhood. Therefore, the absolute residual does not flush to zero and provides
a sequence of iterates x(k) that converges to Z* or T’ while the precision uis sufficient to
improve the accuracy of z(k), i.e., while the RE criterion is not satisfied.

It follows that the splitting of the double root into two single roots does not come from
the rounding errors of iteration (4). We prove that the decimal to binary conversion of the
coefficients of polynomial p is such that p has two separate single roots in exact arithmetic.
The following results come from symbolic computation with Maple. We represent computed
polynomial p as p(z) = azx® + @x> + @iz + do, where a; is the exact (rational) value of
IEEE-754 single precision binary value of the a; coefficient of p (0 < i < 3). Using Sturm
sequences, intervals I_ and I include the considered exact roots of p with, limiting to the
maximum 8 significant digits of IEEE-754 single precision,

=[0.42849593;0.42849594]  and I, = [0.42864691;0.42864692].

We come back to previous floating point computations noting that both results computed
with the presented approach satisfies z* € I and T € I, . Figure (1) represents computed
p, corrected p and Bg,, bounds in z* ne1ghborhood It exhibits that p has two single separate
roots in intervals I and I+ such that I_ C I_ and I+ C I . Floating point experiments
agree the results of the symbolic computation.

INRIA
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5 Conclusion

Finite precision computation is not reliable when the problem to solve is ill-conditioned. In
this case, floating point results are hard to interpret and may even yield wrong conclusions.
Automatic approaches are efficient tools that complement theoretical analysis. Finite pre-
cision effects are often subtle and merged with numerous and difficult other aspects. Let
us cite the effects of condition, the underlined presence of singularities, data errors, trunca-
tion errors, algorithm stability, properties of floating point arithmetic, elementary functions
faithfulness, library evolutions, compilers options, woolly specifications of programming lan-
guages, ... Therefore, automatic approaches can not answer universally. It do not replace
the knowledge of numerical software expert but help him to confirm his intuition.

Acknowledgments: The author thanks Jean-Marie Chesneaux for the CADNA library
and his help during its use, Marc Daumas and Claire Finot for valuable discussions and
Maple use.
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