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Abstract: Using automatic differentiation (AD) to estimate the propagation
of rounding errors in numerical algorithms is classic. We propose a new appli-
cation of AD to roundoff analysis providing an automatic correction of the first
order effect of the elementary rounding errors. We present the main character-
istics of this method and significant examples of its application to improve the
accuracy of computed results and/or the stability of the algorithm.
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De I’estimation des erreurs d’arrondi
a leur correction automatique
par différentiation automatique

Résumé : Ilest classique d’utiliser la différentatiation automatique (AD) pour
estimer la propagation des erreurs d’arrondi dans les agorithmes numériques.
Nous proposons une nouvelle application de ’AD & ’analyse des erreurs d’arrondi
qui permet une correction automatique des ’effet du premier ordre des erreurs
d’arrondi élémentaires. Nous présentons les principales caractéristiques de cette
méthode et des applications significatives & ’amélioration de la précision de
résultats calculés et/ou a la stabilité d’algorithme.

Mots-clé :  Analyse d’erreur automatique, erreur d’arrondi, arithmetique
flottante, differentiation automatique.
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1 Introduction.

Rounding error analysis and automatic differentiation share a long common history at least
since 25 years [1]. Iri emphasizes this topic in his survey that begins the first volume of
this series [4]. He describes rounding error estimates simply computable with automatic
differentiation in the reverse mode. These classic approaches yield an absolute bound or a
probabilistic estimate of the first-order approximate of the final rounding error with respect
to the elementary rounding errors introduced by the computation of intermediate variables
[4], [6]-

We propose a new linear approach, the CENA method. The difference with previous
methods is that elementary rounding errors are not bounded nor modeled with random
variables but computed. Thus we compute a correcting term to improve the accuracy of
finite precision result.

In this paper, we focus on absolute bound limitations, the main features of the CENA
method, automatic bounding of rounding errors in the automatic differentiation process (in
reverse mode) and significant applications of the correcting method.

2 Linearization Methods and Bound Limitations.

Let us consider Ty = fI(f(X)) the floating point computation of zx = f(X) where f is a
real function of the floating point vector X = (Z1,..., ,). This computation introduces
intermediate variables T and associated elementary rounding errors d that satisfy

Ty = fl(Zy0 Tj) = Tjo Tj + 0k = Tk + b, (1)

wheren +1 <k < N,1<i<j<N,o€{+,—,%,/,v/}, T # 0 when o = /, and
53'\1':0, ﬁjZOWhGHO:\/_.

So, Ty = f(X ,0), i.e., a function of data X and elementary rounding errors § =
(6nt1,---,0n). The global rounding error is approximated to the first-order with respect to

the elementary rounding errors and

N ~

~ 0

IN — TN = E 6—5):6(X,6)-5k —ELZAL—EL, (2)
k=n+1

where Ep, is the linearization error associated with Ayp.

A first obvious limitation of linearization methods comes from the potential predomi-
nance in relation (2) of Er, which is generally unknown.

Classical deterministic application of relation (2) introduces another limitation when d,
is bounded with (a function of) the floating point precision u. Unsuitable bounds for |Ap|
may be computed as the compensation of elementary rounding errors and exactly computed
results are not taken into account.
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4 Philippe LANGLOIS

We respectively illustrate these two cases in IEEE-754 single precision computing ex-
pressions F; = (250 +1) — 1 and Ey = (225 x 2%5) — 250 (natural evaluation order). In both
cases, the actual global error is equal to zero but absolute bounding yields |Ay| < 227. Here
|6k| < |Zk| 1, with u = 2724, Hence, absolute bounding satisfies | B; — B;| = (2°0 + 250)u
(i = 1,2). Tt is worth noting that automatic bounding may yield very pessimistic results
after few floating point operations.

3 The CENA Method.

3.1 Principles, Hypothesis and Applications.

With the CENA method, we do not bound but compute Ay to yield a corrected result Ty
more accurate than initial Z. This corrected result suffers from a truncation error Ep,
and rounding errors Eg. We validate the accuracy of Tn yielding a dynamic bound of this
residual error for an identified class of algorithms that satisfies E, = 0. In such conditions,
we apply this automatic correction to final or selected intermediate computed results. This
latter case is interesting for iterative algorithms (actual accuracy depends on the iterate)
or when the algorithm stability depends on the accuracy of some intermediate variables.
Current softwares implementing the method use overloading operators in Ada or Fortran
90.

3.2 Linear Correction and Linear Algorithms.

We compute the correcting factor EL = fl(Ar) and define the corrected result Ty =
fl (QN - A L). The correcting factor satisfies EL = A + E¢, where E¢ represents the

rounding error introduced by the computation of the correction. The smaller is the residual
error Ty — 2N = —(EL + E¢), the more efficient is the correcting method, i.e., the more
accurate is the corrected result ZTn.

We define a linear algorithm as an algorithm that only contains the operations {+, —, X, /, va }
and such that

- every multiplication fI(Z; x T;) satisfies Z; = z; or Z; = x;, and

- every division fl(Z;/Z;) satisfies Z; = x;, and

- every square root fl(v/Z;) satisfies Z; = ;.

Linear algorithm are interesting because Zn computed with a linear algorithm satisfies
Er =0 [7]. Examples of linear algorithms are classic summation algorithms, inner product
computation, polynomial evaluation using Horner’s method and the resolution of triangular
linear system.

INRIA



From Rounding Error Estimation to Automatic Correction 5

3.3 Computing the Correcting Term NS

The correcting term Ay, involves computing partial derivatives and elementary rounding
errors defined by relation (2). Merging these two computations is the original feature of the
CENA method. The computation of the partial derivatives 0 fA/ 0 0y, is classic; reverse mode
of automatic differentiation is applied as in [4] or [11] for example. Elementary rounding
errors dy are well known in the computer arithmetic community. In the following relations,
Ok[o,,7] = fl(xx) — xx with 2 = x; 0 x;, and right-side expressions are computed ones (we
drop hats and fl-s).

The elementary rounding error associated with addition, subtraction and multiplication
is a computable floating point number [2], [5]. We have

Ok[+,4,7] = (zx — ;) — «; when |z;] > |z;|, and

k%0, ] = wp — (af x aV) — [(&¥ x aF) + (aF x 2V)] — (aF x «]).
In this last computation, each factor x is split into #V and z*, its upper and lower "half-
length" parts that depend on floating point arithmetic characteristics. For division and
square root, approximate elementary rounding error J; and corresponding approximation
bounds for |y — x| are also computable [9], [8]. We have

Ek[/aiaj] = {(.’L’k X x]) — T — 5k[xukaj]}/$k7 and
6k[\/_,i,j] = {(.Z‘k X Tp) — T; +(5k[X,k,k‘]}/(2 X Tp)-

3.4 Bounding the Computing Error E..

The error E¢ associated with A L computation contains three sources of error. Approxima-
tion errors exist when d; is computed, i.e., for division and square root. Rounding errors
corrupt the final inner product in relation (2) and the automatic differentiation process. We
dynamically bound each of these errors using Wilkinson’s running error analysis [12].

Let us consider here the automatic bounding of rounding errors introduced in the AD
process, i.e., |fl(Dy) — Dy| where Dy, = 0Zxn /06, and fI(Dy,) is the corresponding value
computed with AD in reverse mode. The following algorithm describes the simultaneous
computation of partial derivatives fI(Dy) (lines 3 and 4) and associated error bound &
(line 5 and output).

For intermediate and output variables z) such that z = fI(z; 0 z;), Vertices_ To(xy)
returns intermediate or input variables x; and z;; fix bounds the elementary rounding error
in the corresponding computation of dzy/0xz; that may be different to zero when o = / or
v/ . These values are naturaly computed in the construction stage of the reverse mode.

4 Accuracy Improvement and Algorithm Stabilization.

In this last section, we propose two significant applications of the CENA method. Final cor-
rection and accuracy improvement is illustrated with inner product computation. Correcting
sensitive intermediate variables, we stabilize Newton’s iteration applied to the computation
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6 Philippe LANGLOIS

Input: 0z /0x; (k=n+1,N),Dzy = 1,0thers =0
1: for k=N ton+1do
for i € Vertices To(zy) do
3 Ck,' = 6xk/8x,
4 Dzx; = Dx; + Dxy x Ci;
5: e,-:ez-+|D:z;k kai|+|Da:z-|+ek X |Ck,|+fzk X |D;L'k|
6
7

Y

end for
end for
Output: 0ZN /00, = Dxp, e =uxer (k=n+1,N)

of polynomial multiple root. Computation and correction are IEEE-754 single precision re-
sults [3]. In both cases, we compare the efficiency of the correcting method to the classic
use of higher precision (that corresponds here to IEEE-754 double precision).

4.1 Correcting the Final Result.

We compute the inner product XTY with X =[1,2,---,2", —1,-2,--- ,—(2")]" and ¥ =
[1,1,--- ,l]T. Chosen bound for the vector size n guarantees no overflow. Exact result
satisfies XY = 0.0 but (for n > ny, a threshold that depends on the precision) IEEE-754
single and double precision computations suffer from a forward error that increases as a
power of 2 when n increases (see Figure 1).

Applying the correcting method to the single precision computation, we have XTY = 0.0
(that does not appear on the log-scale Figure 1). Therefore the corrected inner product is
exact for every considered n. It is worth noting that computed Bg, that bounds the
computing error Ec proves that single precision results are false without knowing the exact
result since | XTY — X7V | = |XTY| < Bg, < |fl(XTY)|.

4.2 Correcting Sensitive Intermediate Variables.

It is well known that rounding errors provides instable Newton’s iteration when it is applied
to compute a polynomial root of multiplicity m > 1 [10]. Correcting the final result of an
iterative process is inefficient but correcting well-chosen intermediate variables may stabilize
the iteration.

We consider polynomial P(z) = (z — 1)%. Starting with zo = 2.0, we compute Newton’s
iterate zj, until the absolute residual |P(z)| < o'. In the following computations, we a
priori choose o' = O(o) = 1.0 x 10737 where ¢ ~ 1.2 x 10738 is the smallest non-zero
positive number in IEEE-754 single precision.

After a reasonable beginning of convergence, both single and double precision iterations
become unstable until stopping fortunately with a zero absolute residual (breakdown is
observed for some other choices of initial zg).

When polynomials P and P’ are evaluated using Horner’s scheme, the corrected Newton’s
iteration zy41 = z — P(x)/ P'(zk),(k=0,1,...) is stable and converges with the math-

INRIA
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Figure 1: Computing XTY = 0.0.

ematically expected geometrical order (m — 1)/m. The computed approximate zj is more
accurate than the classic estimation in O(u™) where u is the precision of the computation.
Figures 2 and 3 illustrate these properties.
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