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Abstract: Finding one point on each semi-algebraically connected component of a real
algebraic variety, or at least deciding if such a variety is empty or not, is a fundamental
problem of computational real algebraic geometry. Even though numerous studies have
been done on the subject, only a few number of efficient implementations exists. In this
paper, we propose a new efficient and practical algorithm for computing such points. By
studying the critical points of the restriction to the variety of the distance function to one
well chosen point, we show how to provide a set of zero-dimensional systems whose zeroes
contain at least one point on each semi-algebraically connected component of the studied
variety, without any assumption neither on the variety (smoothness or compactness for
example) nor on the system of equations that define it. Once such a result is computed,
one can then apply, for each computed zero-dimensional system, any symbolic or numerical
algorithm for counting or approximating the solutions. We have made experiments using a
set of pure exact methods. The practical efficiency of our method is due to the fact that we
do not apply any infinitesimal deformations, conversely to the existing methods based on
similar strategy.
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Résolution réelle des systémes polynomiaux en
dimension positive

Résumé : Trouver au moins un point par composante semi-algébriquement connexe d’une
variété algébrique réelle, ou décider du vide d’une telle variété est un des problémes al-
gorithmiques fondamentaux de la géométrie algébriques réelle effective. Malgré le nombre
important d’études existantes sur ce sujet, il existe trés peu d’implantations efficaces ré-
solvant ce probléme de maniére satisfaisante. Dans cet article, nous proposons un nouvel
algorithme, efficace en pratique qui calcule au moins un point par composante connexe d’une
variété algébrique réelle. En étudiant les points critiques de la restriction de la fonction dis-
tance & une telle variété, on montre comment calculer des systémes zéro-dimensionnels dont
les solutions contiennent au moins un point par composante connexe de la variété que ’'on
veut étudier, sans faire la moindre hypothése de compacité, de régularité, ou de généricité.
Une fois ces systémes zéro-dimensionnels obtenus, on peut alors leur appliquer un algo-
rithme (symbolique ou numérique) pour compter et isoler leurs solutions réelles. Dans nos
tests, nous n’utilisons que des méthodes symboliques. L’efficacité de notre méthode tient
dans le fait que nous ne faisons aucune déformation infinitésimale, contrairement aux autres
méthodes basées sur des stratégies similaires.

Mots-clés : Racines réelles, variété algébrique réelle, Composantes connexes, Systémes
polynomiaux, Bases de Grobner, Ensembles triangulaires
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1 Introduction

The problem of finding one point on each semi-algebraically connected component of a
real algebraic variety V, or at least deciding if V' is empty, appears in several problems in
computational algebraic geometry.

The most popular algorithm which solves this problem is Collins’ Cylindrical Algebraic
Decomposition (see [11]). This algorithm is based on variable elimination, one after the
other, and decides the truth of a first order formula. Thus, it solves more general problems
than the one in which we are interested. Note also that it is polynomial in the degree and
the number of polynomials and doubly exponential in the number of variables. In practice,
this theoretical complexity can be observed for many examples, and so, the problem size
which can be solved with the CAD algorithm and its variants is limited.

In [17], Grigoriev and Vorobjov propose an algorithm for deciding the emptiness of a
semi-algebraic set with a single exponential complexity in the number of variables. In this
method as well as in most of its variants (see [25, 10, 19, 6, 7, 30]), the key idea is to apply
deformations so that the projection critical points with respect to one coordinate define a
finite set that meets every semi-algebraic connected component of the deformed variety. In
[6, 7, 30] the authors take, in addition, sums of squares in order to work with smooth and
compact real algebraic sets defined by a unique polynomial equation. The final result is
then obtained by taking the limits of the points when the infinitesimals tend to zero.

In the previous methods, the problem is reduced to the resolution of zero-dimensional
systems. But even though the transformations keep a good theoretical complexity (see [6]),
the use of at least two infinitesimals (deformations) and a degree growth (sum of squares)
prevent these algorithms from being efficient in practice.

In [5], the authors provide an algorithm, based on straight-line programs, with a good
theoretical complexity, when the variety V' is smooth, compact and given by a regular
sequence of polynomials, so that, in practice, one would have to face, at least, the same
problems than in [6] (smoothness and compactness) for providing an algorithm that works
in every situation.

An algorithm for deciding the emptiness of semi-algebraic sets is presented in [12] and
leaded to better practical results. It avoids taking the sums of the squares of the equations,
and deals with the singularities by using the fact that the singular locus of V' is a sub-variety
of V with strictly smaller dimension following [8]. Nevertheless, the authors keep on using
the projection function. Thus, their algorithm requires at least one infinitesimal deformation
or the introduction of a new variable for dealing with non compact varieties.

The particular case of a variety defined by a single equation is studied in [28]. Following
a classical idea of Seidenberg [32], the algorithm computes the critical points of the distance
function to a point instead of the critical points of coordinates functions. The authors recall
that the set formed by the critical points of the distance function to a point meets each
connected component of V. They show that this set is finite when the point is well chosen
(they give a strategy for choosing it) and V has at most a finite number of singularities, so
that an infinitesimal deformation is needed only when the variety has an infinite number of
singular points.

RR n° 3992



4 Aubry € Rouillier € Safey El Din

In this paper, we also compute the critical points of the distance function to some point
A, but our algorithms handle systems of several polynomial equations and need not taking
the sum of the squares of the polynomials. In our approach, the case of hypersurfaces
defined by a unique equation thus becomes only a particular case, and is not considered as
a favorable case to reach by various tricks.

Like in [28], we define an algebraic set C(V, A) that contains these critical points and a
sub-algebraic variety of V. Moreover, it meets every semi-algebraically connected component,
of V. Our main result consists in proving that a good point A may be chosen so that C(V, A)
is the disjoint union of a finite set of points and a sub-algebraic variety W of V with smaller
dimension than V. We are thus leaded to compute the isolated points of C(V, A) and to
study, in the same way, the sub-variety W. We therefore obtain an algorithm without any
infinitesimal deformation whose proof is simply based on the fact that the dimension of the
studied varieties strictly decreases at each step.

Let us recall that [18] concludes "theoritical analyses based on the big O notation are
too coarse for comparing decision algorithms over the reals", after showing that the methods
of [17] and [25] are not usable in practice. This remark is enforced by some experiments
(see [31]) about the more recent algorithms given in [7, 20, 30]. Our first algorithm (Section
2), designed only for an overview of the method and its generality, does not improve the
single exponential complexity of some previous methods [6, 7, 17, 19, 20, 25, 30]. We do
not know the complexity for computing the used equi-dimensional decompositions of an
ideal and consequently of the theoritical complexity of our main algorithm (Algorithm 3
in Section 3). Our goal is to obtain an algorithm for real solving of positive dimensional
algebraic systems that provides efficiently in practice at least one point by semi-algebraically
connected component.

The paper is structured as follows. Section 2 is devoted to the definition and the study
of the algebraic set C(V, A) mentioned above. We give the explicit construction of a set of
zero-dimensional systems whose real roots meet every semi-algebraic connected component
of VN R". Section 3 points out and solves the limitations (number of determinants) of
this generic algorithm (Algorithm 1). We show how to use the theory of triangular sets to
optimize the computations (Algorithm 2). Section 4 studies some improvements in particular
cases (such as Noether position). Section 5 presents some practical experiments which
illustrate the practical behaviour of our algorithms. It shows the interest of our approach
and justifies our choices.

Acknowledgments : We would like to thank J.-C. Faugére, D. Lazard and M.-F. Roy
for their helpful comments, advises and supports and H. Hong who provided us the CAD
implementation used for the tests.
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2 The basic idea

In the whole paper, K is an ordered field, R is its real closure and C its algebraic closure.
For S C K[X;,...,X,], we denote by V(S) the K-variety formed by the zeros of S in C™
and by (S) the ideal generated by S in K[X7,...,X,].

Let V be a K-variety. On a computational point of view, V is actually known through
a finite set of polynomials {P,...,Ps} such that V = V(Py,...,Ps). In this section, our
purpose is to avoid strong requirements on these polynomials and to design an algorithm
as general as possible. We are interested in the critical points of the distance function to
some point A which define at least one point on each semi-algebraically connected compo-
nent of V[ R"™. The set of critical points is finite when A is well chosen. Therefore, we
naturally intend to compute a zero-dimensional system whose zeros contain these critical
points. However, the critical points may not be represented simply by an algebraic system.
We thus introduce a subvariety of V', denoted by C(V, A), that contains these points.

Notation 2.1 Let S = {Pi,...,Ps} be a set of polynomials in K[X1,...,X,] such that
V = V(S) is a variety of dimension d. Given any point A € C", we define the following
algebraic set :

— — —
C(V,A) = {M € V,rank(grad,,(P1),...,grad,(Ps),AM) <n —d}.

Building the set C(V, A) is interesting only if it is smaller than V and if it intersects each
semi-algebraically connected components. We therefore want its dimension to be strictly
inferior to d when d > 0. It is not generally true when the ideal (P, ..., Ps) is not assumed
to be radical as in the following example :

Let n =2 and V = V(X3). For any point A = (a;,az), the set C(V, A) is formed by the
points of V such that 2X; X, = 0, and thus C(V, A) = V.

A similar problem may be caused by a bad choice of the point A. This is illustrated by
the simple example where V' is a sphere and A is its center. But assuming that (P, ..., Ps)
is radical, it becomes possible to detect such a bad choice, and we show in Theorem 2.3 that
a good point may be found after a finite number of tests.

Another drawback appears with general radical ideals. When the irreducible components
of V have different dimensions, the critical points of the distance function that do not lie on a
component of dimension d may not be in C(V, A). It is the case, in particular, for any nonsin-

— —

.,
gular point M of V that lies on such a component since rank(grad,,;(P1), ..., grad,(Ps), AM) >
n—d.

For instance, let V be the variety defined by the radical ideal generated by P, = (X7 +
X2-1)(X;—2) and P, = (X; —2)X3. The set VNIR is the union of the plane with equation
X1 = 2 and the circle defined by the equations X? + X3 — 1 = 0 and X3 = 0. Every point
of the circle is nonsingular and satisfies

3X 24X, +X,2-1 2X, X, —4X, 0
rank =2.
X 0 X, -2

RR n° 3992



6 Aubry & Rouillier & Safey El Din

It is obvious if X5 # 0 since X1 # 2.And if Xo = 0 then 3X? —4X; + X2 — 1 =2 —-4X;
cannot vanish. Hence, C(V, A) does not meet every semi-algebraically connected component
of VNIR.

The critical points of the distance function to A lies on C(V, A) but what about the
other points in C(V, A) ? Let M € V. If the dimension of the vector space generated by
—

grad (Py),. .. ,g;;dM(PS) is strictly smaller than n — d, then M € C(V, A). This happens
when M is a singular point of an irreducible component of V' with dimension d.

But since V' is not necessary supposed to be irreducible, the subvariety C(V, A) contains
also each point of V' that lies on an irreducible component of dimension d' < d. We thus
introduce the following notation, which defines a set that may contains strictly the singular
locus of V' ([13]) :

Notation 2.2 Let V be an algebraic variety of dimension d and {Py,...,P:} C K[X1,...,X,]
such that I(V) = (Py,...,P;). We denote by Sing(V') the variety

— —
Sing(V) = {M €V |rank(grady (P1),...,grady(Ps)) <n—d}.

Theorem 2.3 Let V be an equidimensional algebraic variety of dimension d > 0 and
{P,...,P;} C K[X1,...,X,] such that I(V) = (Py,..., Ps).

If D is a positive integer large enough, there exists at least one point A in {1...D}" such
that :

1. C(V, A) meets every semi-algebraically connected component of V(| R,
2. C(V,A) = Sing(V) U Vo, where Vp is a finite set of points in C™.
Moreover, dim(C(V, A)) < dim(V).

Proof : Let A be any point in C™ and D be a semi-algebraically connected component of
V' R"™. There exists M € D such that M is at minimal distance from A. If M € Sing(V)
then M is obviously in C(V, A). Now, suppose that M ¢ Sing(V) and let S(A,r) be the
sphere of center A and radius r = d(A4, M). Since M is at minimal distance to A, the varieties

S and V are tangent at M and then AM € Vect(gEdM(Pl), e ,gﬁdM(Ps)). Since V is
equi-dimensional, it follows that M € C(V, A) and assertion 1 is proved.
Let Q1,...,Qn be polynomialsin K[Xi,..., Xn, A1,...,As] definedby @Q; =3, | )\,-g—)%—
X;, and let H be the subset of C™* defined by H = {(M,\,...,As) € C"* | M €
V'\ Sing(V)}.
Consider the application
F: H — cn
(M,/\l,...,)\s) — (Ql(M,/\l,...,/\s),...,Qn(M,)\l,...,)\s))

If Jac(Pi,...,Ps,Q1 + b1,...,Qn + by) denotes the determinant of the Jacobian matrix
associated to the polynomials P,..., P;, Q1 + by, ..., Q. + by, the critical values of F' are

INRIA



Real Solving for positive dimensional systems 7

the points B = (by,...,b,) of C™ such that V(Q1 + b1,...,Qn + bp,Jac(Pi,..., Ps, Q1 +

bl::Qn+bn)) 75@
From Sard’s theorem over C' [24] and the transfer principle [9] it follows that

B={B=(b,...,by) € C" |
HOV(QI+b17---7Qn+bn7Ja‘c(Pl7"'7PSJQ1 +b177Qn+bn))7é®}

is a constructible set of dimension < n of C™.
Since B is a constructible set of dimension < n, one can choose A = (ai,...,a,) €
{0,...,D}™ with D large enough, and such that A ¢ B. In such case,

an(Ql +a1a"'7Qn+an7Ja‘C(P17"'aPsaQ1+a15"'aQn+an)):m

and thus the points of HNV(Q1 + a1,...,Qn + a,) are isolated and non singular. Let 7 be
the projection defined by :

T Ccnts — cn
(1. oy Tn, b1,y .. ls) — (T1,...,2,)

Since C(V, A) = Sing(V)Un(HNV(Q1+aq,...,Qn+ay)), C(V, A) = Sing(V)UVy, where V;
is finite set of points. From [13], Sing(V") is the union of algebraic varieties whose dimensions
are strictly inferior to the dimension of V. ]

Remark 2.4 From the proof of Theorem 2.8, a point A taken at random satisfies dim(C(V, A)) <
dim(V') with a probability one.

Suppose that V' C C™ and A € R™ fit the conditions of theorem 2.3 and that V; is a finite

set of points that meets each semi-algebraically connected component of Sing(V') (| R™. Since
Sing(V') € C(V, A), then V4 |J Vb is a finite set of points that meets each semi-algebraically
connected component of C(V,A) (| R™. Since C(V, A) meets each semi-algebraically con-
nected component of V(1 R"™ and C(V, A) C V, then V; |JVy meets each semi-algebraically
connected component of V [ R™. The set V; can be obtained by applying theorem 2.3 to
each equi-dimensional component of Sing(V).
The algorithm we propose consists in applying inductively the above process by performing
at each step equi-dimensional decompositions of the intermediate varieties. At the end, we
obtain a set of zero-dimensional components containing at least one point in each semi-
algebraically connected component of V (| R".

Notation 2.5 For B € C™ and Q = {Q1,...Qs} C K[X1,...,X,], we define the matriz

Mp(Q) = Hgg{

Forde IN , 0 <d < n, we denote by Apq(Q) the set of all the minors of order (n —d +
1,n—d+1) of the matriz Mp(Q).

—

BM

] (i=1...n,j=1...s)

RR n° 3992



8 Aubry & Rouillier & Safey El Din

According to the results above, the basic routines needed to implement an algorithm that
computes this set of zero-dimensional components may be the following :

e EquiDim : takes as input a polynomial system S of equations and returns a list of
polynomials Py, ..., Py generating equi-dimensional radical ideals (for example Grob-
ner bases) such that V/(S) =V (Ps)J... UV (Po),

e Dim : takes as input a finite set of generators of an ideal and computes the dimension
of the associated variety,

e Minors : takes as input a finite set of polynomials Q, an integer d and a point A € C™
(in fact in K™), and computes A4 4(Q).

Algorithm 1

e Input : A polynomial system S of equations in K[Xj,...,Xg].

e Output : An empty list if V(S) ﬂ R™ = (), else a list of zero-dimensional systems whose roots
contain at least one point in each semi-algebraically connected component of V(S) n R™.

1. list := EquiDim(S), result := [],
2. Choose A ¢ V(S).
3. while list # 0 do
e S :=first(list), and remove S from list, set d := Dim(S),
e if d = 0 then result := result | J S,
o else
— (*) Q := Minors(S,d, A)|J S and set u := Dim(Q)
— if u = d choose another point A ¢ V(S) and go to step (*).
— d:=u ; list := list U EquiDim(Q),

4. return result.

Note that the required subroutines of our algorithm are weaker than the ones of the algorithm
described in [12] since we do not need to perform an irreducible decomposition.

3 Towards an efficient algorithm

Let G C K[X3,...,X, be a Grobner basis containing s polynomials and generating a rad-
ical equi-dimensional ideal of dimension d. According to the results above, the number of
determinants which are computed by Algorithm 1 is

(2a) (olinn):

Hence such a combinatorial factor becomes limiting as soon as significant problems are
considered. In this section, we show how to reduce the size and the number of deterimants
we need to compute by using the properties of some specific polynomial triangular sets.

INRIA



Real Solving for positive dimensional systems 9

Let G C K[X1,...,Xn] be a reduced lexicographical Grébner basis generating a
radical equi-dimensional ideal of dimension d K[X7, ..., X,] for the ordering X; < ... < X,,.
For p € K[X1,...,Xy,], we denote by mvar(p) (and we call main variable of p) the greatest
variable appearing in p.

Definition 3.1 [/, 23, 3] A set of polynomials T = (tg41,...,tn) C K[X1,...,X,] is a
said to be a triangular set of polynomials if and only if

V(ti t;) € T xT |t #t; mvar(t;) # mvar(t;).

Let T = (t441,---,tn) be a set of polynomials extracted from G such that Vg € G, 3 €
{d+1,...,n} that satisfies ([23, 4, 3]) :

e (i) mvar(¢;) = mvar(g),
o (i) deg(t;, mvar(t;)) < deg(g, mvar(t;)).

e (i14) for all such g € G the leading monomial of g is inferior to the leading monomial
of t; for the lexicographical ordering.

The set T is obviously a triangular set of polynomials. In the following, we denote by
ExtractTriangular a subroutine taking as input a reduced lexicographical Grébner base
and returning a triangular set as described above. We also denote by :

e h; the leading coefficient of ¢; (when it is seen as a univariate polynomial in its main
variable) and H(T) = {hat1,.-.,hn}.

o W(T) ={M e V(T)\ V(ILLyy,hi)},

o sat(T) ={p € K[X1,...,X,] | Im € N,3h € (H(T)),h"p € (T)} the saturated ideal
associated to the triangular set 7.

Without lost of generality, we suppose in the following that Vi € {d+ 1,...,n}, mvar(¢;) =
X;.

Definition 3.2 [4, 23, 3]

o A triangular set T = (tgq1,.--,tn) C K[X1,...,X,] is said to be regular if and only
if for alli € {d+1,...,n}, the initial h; does not belong to any prime ideal associated
to Sat(td+1, ey tz’—l) ﬂ K[Xl, PN Xi—l]-

e A regular triangular set is said to be separable if and only if for alli € {d+1,...,n}, the

partial derivative Z?;(ii does not belong to any prime ideal associated to sat(tgyy, ..., t;) ( K[X1,. .., X].

In the following, we suppose that :

e the triangular set T extracted from G as described above is regular and separable,

RR n° 3992



10 Aubry & Rouillier & Safey El Din

e sat(7T) = (G).

Let A = (a1,...a,), d = dim(V(G)), and consider, for j = 1...d, the restricted list of
minors of order (n —d + 1) extracted from A4 4(7) :

TA(T) = {det(MP),j =1...d}

where
ot; ] ‘ X
: i — a;
[BX’ j=d+1..n o
i X —a
Mﬁ{’ = op, 1i=d+1..m 1 R+
Ur = I:BXJ] :
ilj=d+1..n :
Xn — an

Without lost of generality, we may suppose that mvar(¢;) = X;, so that the minors in T' 4 (7))
are easy to compute since Uy is upper triangular. Our goal is now to show that we can
replace, in our algorithm, the computation of A4 4(G) by the computation of I'4(7), and
thus decrease the number and the cost of the computations:
Proposition 3.3 Let us defineD(V(G),A) = V(G) NV T a(T)), d = dim(G) and Sep(T) =
[Ty 2% If A€ C™ such that dim(C(V(G), A)) < dim(V(G)), then, according to the no-
tations of theorem 2.8, we have :

e C(V(G),4) cD(V(9),4),

e (D(V(G),A) \ V(Sep(T))) C Vo,

e dim (D(V(G),A) NV (Sep(T))) < dim(V(G)).
In particular, dim(D(V (G), A)) < dim(V(G)) and D(V(G), A) meets every semi-algebraically
connected component of V(G).
Proof:

e Since T C G, T4(T) C Au,a(T) C Ay4(G), then :
C(V(9),4) = V(9 [V(A1a(9) C V(G [V (Aaa(T)) C V(G)[V(Ta(T)).

o Let M € D(V(G),A) \ V(Sep(T)). We have det(Ur(M)) # 0 so that

—

—
rank(grad,;(tgs+1),--.,9rady (t,)) > n —d,

— —
and consequently rank(grad,;(g1),...,grad,;(gs)) > n — d. On one hand, each mi-
—

— —
nor in T'4(T)(M) equals 0, and so rank(grad,,(tg+1),...,grady (t,),AM) = n —
— —
d. On the other hand, dim(V(G)) = d, so that rank(grady(g1),---,grady(gs)) <
n—d, VN € V(G) and thus M ¢ Sing(V(G)). Moreover, the vector spaces
—

—

Vect(g;z)dM(gl), .- ,gEdM(gs)) and Vect(grady,(tg+1),- - -, grady,(t,)) coincide which
shows that M € Vo = C(V(G), A) \ Sing(V(G)).

INRIA



Real Solving for positive dimensional systems 11

e From Definition 3.2, dim(V (Sep(T)) NV (G)) < dim(V(G)).

The full algorithm induced by Proposition 3.3 requires a stronger subroutine than an equi-
dimensional decomposition subroutine. Indeed, it is not always possible to extract a reg-
ular separable triangular set 7 from a reduced lexicographical Grébner basis G such that
sat(7) = (G) (consider for example the example (zy,zz) for z < yz). We denote by Lex-
TriSetEquiDim : a subroutine taking as input a polynomial system of equations S and
returning a set of reduced lexicographical Grobner basis Gi, .. . ,Gm generating radical equi-
dimensional ideals and such that for all ¢ € {1,...,m}

e T; := ExtractTriangular(G;) is a regular separable triangular set,
o sat(7;) = (Gi)-

Such a decomposition can be obtained, for example, by first performing a Kalkbrener’s
decomposition into regular and separable triangular sets [21, 3] and then computing a
Gr'obner base of the saturated ideals associated to each component.

We obtain the following algorithm :

Algorithm 2

e Input : A polynomial system S of equations in K[X1,...,Xn]-

e Output : A list of zero-dimensional systems whose roots contain at least one point in each semi-
algebraically connected component of V(S) [ R".

1. list := LexTriSetEquiDim(S), result := [],
2. Choose A ¢ V(S).
3. while list # 0 do

e S :=first(list), and remove S from list, set d := Dim(S),
e if d = 0 then result := result U S,
o else
— T := ExztractTriangular(S).
- (" Q:=T4a(T)JS and set u := Dim(Q)
— if u = d choose another point A ¢ S and go to step (*).
— d:=u; list := list U LexTriSetEquiDim(Q),

4. return result.

Remark 3.4 Let G be a lexicographical reduced Grébner base generating a prime ideal.
In [4], the authors show that a regular triangular set T can always be extracted from G
such that sat(T) = (G). Thus, a prime decomposition can be performed instead of the
LexTriSetEquiDim subroutine in the above algorithm. The advantages of a such strategy
are that :
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12 Aubry & Rouillier & Safey El Din

o computations are more splitted and the degree of the ideals that we study and the
determinants we compute decrease,

o the study of singular points which lie on the intersection of irreducible components is
avoided, and hence the computation times and the size of the output of the algorithm
decrease.

4 Optimizations in generic cases

Let G C K[X;,...,X,] be a lexicographical reduced Grébner basis and 7 = (tg41,---,tn)
a regular separable triangular set extracted from G. Without lost of generality, we assume
in this section that mvar(t;) = X; for each ¢ € {d + 1,...,n}. In the following, for S C
K[Xy,...,X,], we denote by S}, the subset of S such that S, = {p € S| mvar(p) < Xi}.

Definition 4.1 T is said to be in quasi-generic position if there exists k € {d+1,...,n}
such that
Vi>k deg(t;,X;) =1.

We denote by k the index of quasi-generic position of Ty.

In the following, we show how to take advantage of quasi-generic position to decide emptiness
of V(G) N R" by performing computations in K[Xi,...,X] which decreases the size of the
computed determinants.

If 7 is in quasi-generic position, we may suppose, without lost of generality, that ¢; =
thj'f‘(]j with hj , g5 € K[Xl,,Xk] , Vi=k+1...n.

If V(Gi) = 0 then V(G) = 0.

Suppose that V(Gi) N R* # 0 and let M € D(V (Gy, A)) (| R* for any Ay € RF.

o If M = (x1,...,2) & V(hgt1), there exists a unique value y € R such that M' =
(@1, 7k,y) € V(Ths1). Moreover,if M ¢ V([T521,, hy) then, M’ € V(Gry1) N REF1.

e Suppose M € V(hgy1) and M ¢ Sing(V(Gr)). Since dim(V (hg+1) NV (Gr)) <
dim(V(Gr)) and since M is a regular point of V(Gy), there exists a neighborhood
U C V(Gk) (| R* containing a point N such that hg11(N) # 0 and so, according to
the preceeding item, N € V(Gy41) [ RFFL.

Since the cases where D(V(Gy), A) C Sing(V (Gr)) NV (ITi=y1 ki) N R* are rare, we propose
a specific algorithm, based on Algorithm 3 and optimized to decide the emptiness.

In the following, we denote by A(Gy) of all the minors of order k — d of the Jacobian matrix
associated to G and we define new external functions :

e ZeroDimTest : takes as input a zero-dimensional system S and returns true if
V(S)N R"™ = 0, else it returns false.
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e cleaningStep : takes as input a zero-dimensional system S and a polynomial p, and
returns a list of real solutions of S which do not vanish p. This can be done by
ged computations on univariate polynomials if we solve zero-dimensional systems by
computing Rational Univariate Representations (see [26, 27]).

Algorithm 4

e Input : A polynomial system S of equations in K[Xi,...,Xg].
e Output : trueif V(S) (| R® =0, else it returns false.
1. list := LexTriSetEquiDim(S), result := true,
2. Choose A ¢ V(S).
3. while list # 0 do
e (*)S := first(list), and remove S from list, set d := Dim(S),
e if d = 0 and if ZeroDimTest(S) = false then return false,
e T := ExtractTriangular(S).

if 7 is in quasi-generic position then
— newlist := Algorithm3(T" 4(7) U Sk), where k is the index of quasi-generic position of
17707
— for S’ in newlist, remove S’ if ZeroDimTest(S’) = true,
— if newlist = () then go to step (*),
— for S’ in newlist, remove S’ from newlist and if cleaningStep(S’, A(Gy)) # 0 then return
false,
— for S’ in newlist, remove S’ from newlist and if cleaningStep(S’, H?:(H—l h;) # 0 then
return false,
e (**) @ =T4(T)JS and set u = Dim(Q)
e if u = d choose another point A ¢ S and go to step (**).

o d:=u; list := list | LexTriSetEquiDim(Q),

4. return result.

Remark 4.2 One can guarantee that the method described above computes at least one point
in each connected component if Vi € {k+1,...,n}, h; € K, which occurs, for example,
when the system is in Noether position. In other cases, this can not be guaranteed (consider
the example : to =y —x and t3 = xz — 1 with z > y > = and take A = (0,1)).

5 Experiments

This section is devoted to present some tests performed with an experimental implementation
of our algorithms.
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14 Aubry & Rouillier & Safey El Din

5.1 Software and basic algorithms

The equi-dimensional decompositions have been implemented using lexicographical Grébner
basis and techniques of split from [23, 3]. It takes as input a polynomial system S and returns
a list of lexicographical Grobner basis Gy, ..., Gy such that :

o V(S)=V(G)U..-UV(G),
e cach lexicographical Grobner base generates a radical equi-dimensional ideal,

e for all 4 € {1,...,£} a regular and separable triangular set 7; can be extracted from
G; such that sat(7;) = (G;).

A full description of the algorithm can be found in [31]. It has been implemented using Gb
(software devoted to computations of Grobner basis, implemented in C++ by J.-C. Faugére)
and Maple.

The resolution of zero-dimensional systems (counting/isolating of the real roots) has
been done using ZDS algorithm (Rational Univariate Representation + Isolation of the
Real Roots) which uses Gb and RS (software implemented by F. Rouillier). In particular,
all the computations have been done using exclusively exact computations.

The other parts of the algorithms were implemented in Maple.

In order to show the efficiency of our algorithms, we have applied the CAD algorithm on
each example. Remember that this method is more general than ours. In particular, it is
currently the only efficient method able to compute, in practice, at least one point on every
semi-algebraically connected component of a semi-algebraic variety. The implementation we
used (QEPCAD) is built upon the SACLIB library and has been provided by Hoon Hong.

5.2 The methodology

The polynomial systems used for our experiments come from various sources and most of
them can be found in the FRISCO Test-Suite (see [16]). A larger list is available on the web
page [1].

We may point out that the examples F633, F744 and F855 come from an industrial appli-
cation (design of filter banks - see [15]).

All the computations have been performed on a PC Pentium II 400 MHz with 512 Mo of
RAM (machine of the UMS MEDICIS [2]). The timings are given in seconds.

We chose to stop the computations systematically after 12 hours. Also, the symbol oo in
the timing tables means in fact stopped after 12 hours.

It happens that the CAD fails when the number of cells becomes too large. In such cases,
we put failed(n), where n denotes a lower bound of the number of cells, in the tables.

5.3 Algorithm 2 / Algorithm 3

The goal of these tests is to show how the use of triangular sets decreases the computation
times.
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The following table contains the timings for the computation of all the zero-dimensional
systems (outputs of Algorithm 2 and Algorithm 3) but excludes the computation times
related to their resolution. In the columns Algorithm 2 and Algorithm 8 the first number is
the cumulative computation time of the equi-dimensional decompositions, while the second
one is the cumulative computation time of the determinants. If one of these both columns
contains “?”, it means that the preceeding step (either an equi-dimensional decomposition
computation, or a determinant computation) has not ended.

System Dimension/Degree | Nb Vars | Algorithm 2 | Algorithm 3
Vermeer 1,26 5 0.01 0 0.01 0
Wang 1,114 13 0.12 0 0.12 0
Euler 3,2 10 0.01 0 0.01 0
Neural 1,24 4 0.43 0 0.43 0
Butcher 3,3 8 1.7 0 1.7 0
Buchberger 4,6 8 0 0 0 0
DiscPb 2,3 4 0.02 0 0.02 0
Donati 1,10 4 0.04 26 0.04 0
Hairer2 2,25 13 ? 00 9] ?
Prodecco 2,2 5 284 26 284 0
F633 2,32 10 ? [e's) 9] ?

F744 1,40 12 24.06 | oo | 24.06 | 0.02

F855 1,52 14 5654 ) 5654 | 173

Table 1 : computation times for Algorithm 2 and Algorithm 3

One can remark that the construction of the zero-dimensional systems is a limiting step in
Algorithm 2 and not in Algorithm 3. In Algorithm 3, we compute only a subset of the set
of the determinants needed by algorithm 2.

5.4 Algorithm 3 / CAD
5.4.1 Size of the output

In the following table, we give the number of points computed by Algorithm 3 (sum of
the degrees of the zero-dimensional systems) and by the CAD implementation QEPCAD
on the examples of table 1 for which at least one of these methods ends . When QEPCAD
is stopped after 12 hours, we put oo in the table. If the computation failed because the
number of cells is too large, we put failed(n), where n is the lower bound of number of cells
that QEPCAD has predicted.

System Algorithm 3 + ZDS QEPCAD
Vermeer 84 65976
‘Wang 132 oo
Euler 10 failed(872043)
Neural 133 205
Butcher 15 o0
Buchberger 32 failed(991324)
DiscPb 28 o0
Donati 61 10
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16 Aubry & Rouillier & Safey El Din

Table 2 : comparison between (Algorithm 3 + ZDS) and QEPCAD

One can observe that these results are coherent with what we expected : the size of the
output of CAD is a lot bigger than the size of the output of our algorithms.

We can also remark that none of the methods solved the examples Hairer2, Prodecco,
F633, F7}4 and F855, even if Algorithm 8 provided all the zero-dimensional systems. These
systems were too large for the computation of a Grobner basis by Gb.

5.4.2 Computation times

One of our motivations was to provide an algorithm whose output is reasonable with the
hope to get significantly better computation times, compared to existing implementations
that computes at least the same thing, even if the methods used have not, theoretically, a
better complexity in terms of computation times.

The next table shows that both algorithms Algorithm 2 4 ZDS and Algorithm 3 +
ZDS have a better behavior, in practice, than QEPCAD :

System Algorithm 2 4 ZDS | Algorithm 3 4+ ZDS QEPCAD
Vermeer 62.36 3.32 43
Wang 1.37 1.37 [
Euler 0.01 0.01 failed(872043)
Neural 1.02 1.02 0.9
Butcher 1.7 1.7 [e%e)
Buchberger < 0.01 < 0.01 failed(991324)
DiscPb 0.2 0.2 [e's)
Donati 11609 10 0.6

Table 3 : Computation times for Algorithm 2 +ZDS, Algorithm 3 +ZDS and QEPCAD.

5.5 Algorithm 4

The last table shows the progress induced by Algorithm 4. According to remark 4.2,
Algorithm 4 computes one point on each connected component in favorable cases, and
allows to decide if a variety is empty or not in any case. The examples for which Algorithm
4 gives at least one point on each semi-algebraically connected component are marked by *.
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System Algorithm 2 4+ ZDS | Algorithm 3 4+ ZDS | Algorithm 4 QEPCAD
Vermeer 62.36 3.32 <0.01 43
Wang 1.37 1.37 0.13 0
Euler 0.01 0.01 <0.01%* failed(872043)
Neural 1.02 1.02 0.44* 0.9
Butcher 1.7 1.7 1.7* 00
Buchberger < 0.01 <0.01 <0.01* failed(991324)
DiscPb 0.2 0.2 0.02 [e's}
Donati 11609 10 0.04 0.6
Hairer2 00 00 23.03 failed(872043)
Prodecco o0 o) 286 o)
F633 00 00 5700 00
F744 [e's) [e's) 40 00
F855 o) oY) 5664 o)

Table 4 : Computation times of Algorithm 2 + ZDS, Algorithm 3 + ZDS and QEPCAD.

In terms of computations, the difference between Algorithm 3 and Algorithm 4 is the
number and size of the intermediate determinants. One can see that the zero-dimensional
systems provided by Algorithm 4 are much more simple to solve.

The cases where Algorithm 4 computes one point on each semi-algebraic component
are few. This means, in particular, that, in our test list, the systems in Noether position
are few, and so justifies a large part of our study whose goal is to provide an algorithm that
works in every situation.

6 Conclusions

We have provided an efficient algorithm (Algorithm 3) in practice that allows to compute one
point on each semi-algebraically connected component of a real algebraic variety, without as-
sumption neither on the variety (smoothness, compactness) nor on the system of polynomial
equations that define it.

We proposed an optimization (Algorithm 4) for deciding the emptiness of the variety in
any cases or for computing at least one point on each connected component in generic cases
(see Remark 4.2). According to our experiments, we noticed that in practice, these conditions
of genericity (for example the Noether position) are too strong, which prevents Algorithm
4 for computing at least one point on each semi-algebraically connected component.

Moreover, we should obtain much better timings in a near future. For example, we try a
recent prototype, due to J.C. Faugére, of an algorithm for computing prime decompositions
that speeds up our algorithms : with this implementation, Algorithm 4 can decide emptiness
for F633 in 7.2 sec. and F855 in 26 sec.

According to other experiments we made, additional assumptions on the variety (smooth-
ness, compactness) or on the system of equations that defines it (Noether position, radical,
prime, etc ...) speeds up strongly the method. For example, if we suppose the real algebraic
set to be compact, then, we can replace the distance function by any projection with respect
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18 Aubry & Rouillier & Safey El Din

to one coordinate X;. In practice, it is sufficient to replace /H/I by the vector E) whose
coordinates are null except the i-th.

The theoretical complexity of our method strongly depends on the complexity of the
used decompositions (equi-dimensional or prime). So note that there is no precise result
about it. We can just give an upper doubly exponential in the number of variables bound
(since we compute lexicographical Grébner bases).

We plan to extend our work to the case of semi-algebraic sets, generalizing our main
results or simply applying well known transformations (see for example [30]) that comes to
study real algebraic varieties.
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