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Abstract: We counsider in this paper packets which arrive according to a Poisson
process into a finite queue. Often, a group of consecutive packets forms a frame, and
loss of one packet results in the loss of the whole frame. This is the case in ATM
where a transport layer protocol (the AAL layer) is responsible for this grouping.
Thus, packets of a frame, that arrive after a packet is lost from the same frame, have
no use anymore, and it is advantageous to discard them. We derive exact expressions
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Analyse de politique de rejet partiel de messages

Résumé : Nous considérons dans ce rapport des paquets qui arrivent & une file
d’attente a capacité finie selon un processus de Poisson. Souvent dans les réseaux,
un groupe de paquets contigus forment une trame, et la perte din seul paquet dans
la trame entraine la perte de la trame entiére. C’est le cas dans les réseaux ATM
ou un protocole de de la couche transport (dénommé AAL) est responsable de ce
regroupement. Donc, les paquets d’une trame qui arrivent aprés une perte, qui a eu
lieu dans cette méme trame, sont inutiles et il est avantageux de les rejeter. Nous
obtenons des des formules exactes pour les performances d’une telle politique de rejet
et des approximations fluides pour le régime de forte charge. Nos résultats ont un
intérét pour dimensionner des tampons dans les réseaux qui garantiraient une borne
sur le taux de pertes.

Mots-clés : Politique de rejet partiel, modéle paquets, files d’attente fluides
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1 Introduction

Often, a set of consecutive packets are grouped into a frame, and loss of one packet
results in the loss of the whole frame. This is the case in ATM where a transport
layer protocol (known as AAL) is responsible for this grouping, see e.g. Chapter 5 in
[7]-

Thus, packets of a frame, that arrive after a packet is lost from the same frame,
have no use anymore, and it is advantageous to discard them. This approach for
discarding is known as the Partial Message Discard (PMD) policy. This policy as
well as other discarding approaches have already been analysed in several previous
papers [3, 4, 11, 6] and [9].

In [4, 11], the basic performance measure for the study of discarding policies is
the effective throughput, which is the ratio of good packets on the outgoing link to
the the total outgoing flow. However, as argued in [9], a more suitable performance
measure is the Goodput, defined as the ratio of good packets out of the total number
of packets that arrive at the network element’s input.

The goal of this paper is to present ezplicit expressions for the goodput of the
PMD policy. The first part of the paper considers a Markovian framework: a Poisson
process of packet arrivals, geometrically distributed frame size, and exponentially dis-
tributed service times of packets. Explicit expressions for the queue size distribution
and of the goodput are obtained based on recursions introduced in [9]. The second
part of the paper derives approximations which are valid for heavy traffic conditions.
The input process (which may be quite general) is approximated by a fluid with a
constant rate. We obtain simple explicit expressions for the queue size distribution
and of the goodput for the fluid approximation. Numerical examples for both the
packet and the fluid analysis are provided.

Our analytical results may be quite useful in dimensioning the buffer size that
should be used for a given required goodput. The explicit expressions are helpful
in analytical studying the sensitivity of the goodput to different parameters for e.g.,
the message length, the buffer size, the load etc., which were studied numerically in
earlier works [9], [6]. Also the fluid approximation is easily tractable and also has the
potentials for similar analysis for more sophisticated policies, for e.g., Early Message
Discard (EMD).
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Figure 1: Transition structure under the PMD policy

2 Packet Model

The packet model is the same as the one proposed in [9]. We first describe the model
in brief. In terms of packet the network element is a M /M /1/N queue with the arrival
rate A and the service rate p and the load p = A\/u. A message length (in terms
of packets) is considered to be geometrically distributed with parameter ¢. In PMD
policy, if a packet arrives when the queue is full, it is discarded and all the subsequent
packets belonging to the same message are also discarded, irrespective of the state
of the queue upon their arrival epochs, until the head-of-message packet (i.e., a new
message) arrives. To model the policy, two modes for working of the network element
are defined: the mormal mode, in which packets are admitted, and the discarding
mode, in which arriving packets are discarded. The state transition diagram for
PMD policy under this model is shown in Figure (1). Let P, ;(0 <i < N,j =0,1)
be the steady-state probability of having ¢ packets in the system and the system is
in mode j(j = 0 for normal; j = 1 for discarding). Thus, we have the following set
of equations for the steady-state probabilities [9] from Figure (1).

pPoo = Pio (1)
apPo1 = P (2)
(p+1)Po = pPi—10+ Piy10+qpPi—11

for1<i<N-—1 (3)

INRIA
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(gp+1)P;y = P
for1<i<N-1 (4)
(p+1)Pnog = pPn_10+gpPn-11 (5)
Pyi1 = pPnp (6)
N
Y (Po+Py) = 1 (7)
i=0
We define the transform function Q;(z)( j = 0 for normal mode and j = 1 for
discarding mode) as follows,
N
Qi(2) =) 2'Pi
i=0
and,
N .
Q(z) = Qo(z) + Q1(2) = Z(Pi,o +P;1)2
=0

2.1 PGF and distribution of the number of packets in the queue
Proposition 1 The probability generating function Q;(z) is given by

_ 1= (o a4 pg))”
Qo(z) = Poq|p”! 1= (1 +pg) (8)
e R R N
+; 1—p1(1+ pg) :
( ) P (1 — & ZN_H(qp + 1)qu) (9)
Gulz) = o 1—2(gp+1)
with . . .
Pos = ( —P)(P(D—Q)— )
and

D=q(1—p N1 +p)")+ (p(1 = q) = 1)(1 = p(1 + pg)™)

RR n° 3993



6 Parijat and Altman

The proof is given in the Appendix.
By taking the inverse z-transform of Equation (8) and (9) we obtain:

Corollary 1 The steady state probabilities are given by,

Poagl—(p7t(1+ PQ))N

Py =
p 1—p7H(1+pg)
for1<i< N,
_ N—1+1 j—
i i [1—(p L1+ pg)) 1+](1+pqy '
i,0 = 0,19 —
' 1—p7t(1+ pg)
and,
p. o~ d=pkl-9-1)
0,1 = D
and, for1 <i < N,
Py = qp(1+qp) ' Pos

2.2 An equivalent vacation model

Next, we propose an interpretation of our model (denoted by P) as equivalent to a
dual vacation model (denoted by P;). This interpretation will especially be useful
later, in considering the case of large buffers. Let A; v be the number of packets in
the P model at time t. We define a random variable, Y; as,

Yin =N —Ayn.

Y;, ~! will be the number of packets in the equivalent vacation model. In other words,
the number of packets in the vacation model equals to the number of vacant places
in the original queue model. It thus follows that the service times in the vacation
model are i.i.d. exponentially distributed with parameter A, and that the arrival
process to the vacation model has Poisson distributed with parameter . We note,
however, that in the original process, arrivals are stopped during the "discarding
period”. This "discarding period" will correspond to a "vacation period" in the dual
model. More precisely, we define a "discarding period" in the original model P as

! N in subscript is for the buffer size N

INRIA
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the duration from the instant that the buffer fills, till the next time the event B!
occurs, where B! = { service occurs and the next packet to arrive after that service
is not discarded}.

Note that with this definition, the number of packets discarded during a "dis-
carding period" may be zero. Indeed, with probability u/(A + p) = 1/(1 + p), the
first packets that arrives after the queue fills, will find the queue non-full and will
not be discarded, and there are zero discarded packets in the "discarding period".

A particular important quantity in the equivalent vacation model is the distrib-
ution of the number of arrivals during a vacation denoted by V, or alternatively, the
number of service times during a discarding period in the original model. Note that
by definition of the original "discarding period”, V > 1.

Let T denote the instant of the beginning of a discarding period, and let .S denote
the instant when the first service time occurs after 7.

Let Vi (V3, resp.) be a RV distributed as V' given that at time S, the message
that is being transmitted is bad (good, resp.). In other words, V' =, V5 iff the next
packet to arrive after time S is not discarded. The latter occurs iff the following event
B? occurs; B% = {either there is no arrival during the interval (T, S), or there is at
least one arrival but the last arrival in that interval is the last packet of a message}.

Let
1+4qp

1+p
Thus V =4 V4 with probability 8 and V =4 Vo = 1 with probability 1 — .

Next we study the distribution of Vi. Vi equals in distribution to one plus A :=
the number of services that occur during the duration of M arrivals, where M is
distributed according to a geometric distribution with parameter q.

Let B(L) be the number of services in a random duration L. Then Bj(z), the
PGF of B(L), is given by

ﬂ::%thusl—ﬂ:

Bi() = By e
i=0
= Bl #09] = L*(u(1 - 2))
where L*(.) is the LST of L. Thus we need to evaluate L*(.).
L*(s)= Ble™*"] = B[B[e """
= B(T*(5)] = N(T*(s)

RR n° 3993



8 Parijat and Altman

where T*(.) is LST of an interarrival time (~ exp\) and AN(.) is the PGF of a
geometrically distributed r.v. with parameter ¢. Observe that,
A qz1

T = 3o ad Ve = =g

Thus, if we denote by a(z) the PGF of A, then

o@) = = N -2) =N ()
q

pt(1-2)+q

The PGF of V is given by 2((1 — 3) + Ba(z)).

2.3 The case of large buffer

We use now the interpretation proposed in Subsection 2.2 as the dual of a vacation
model in order to study the behavior of our system as the buffer size N becomes
large. Clearly, non-trivial distribution of Y; x is obtained in the limit N — oo only
in the heavy traffic regime p > 1.

Observe that,

lim P(N—- A,y =k)= lim P(Y,n =k)=PY:=k).
N—oo N—o0

In [5] (see also [10]) the authors have shown that the stationary number of customers
present in a M/G/1 queueing system with generalized server vacation is a convolution
of the distribution function of two independent positive random variables (stochastic
decomposition), one of which being the stationary distribution of the number of
customers in an ordinary M/G/1 queueing system without server vacations. The
other corresponds to the PGF of the number of packets during an arbitrary moment
in a vacation. Let ¢(.) and 7(.) be the p.g.f. for the stationary distribution of the
number of customers at a random point in time in the in the vacation system and in
the standard M/G/1 queueing system, respectively. Also, let &(.) denote the PGF of
the random variable V' (i.e., the number of customers that arrive during a vacation).
Then, with arrival rate p (service rate in PMD queue) and departure rate A (arrival
rate in PMD queue), and p = ﬁ, we have from [5],

o o 1=d)
P(2) A0 - 2) (2)

INRIA
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with,

(1—p HA = 2)B*(u — p2)
B*(p —pz) — 2

m(2)

where, B*(.) is the Laplace transform of the service time pdf. For our M/M/1/V
case, 7(z) simplifies to,

1—pt

m(z) 1,1,

Using the result of the previous subsection, and inverting the PGF ¢(z), we get
finally:

q(p—1)
(p(1—¢q)—1)

One can now check that this is indeed the limit obtained as limy_.oo P(Ay = N —k)
from Corollary 1. We have, for 1 <k < N —1,

(p(1 = q)(1 + pg) D — p=(k+D))

lim P(Ay =N k)= lim (Py_to+Py_r1)

N—o0

1 ) ) )
= lim = [o(p— Da(1 +ap)" F(p(1 — q) = (1 4+ pg) )]

N—oo

_ q(p—1) - —(k+1
= m(ﬂ(l — q)(1+ pg)” T — pm (kD))

2.4 Goodput Ratio: G

The goodput is defined in [9] as the ratio between total packets comprising good
messages exiting the system and the total arriving packets at its input. Let W be
the random variable that represents the length(number of packets) of an arriving
message. Let V be the random variable representing the success of a message, V =1
for a good message, and V = 0 for a message which has one or more dropped packets.
Then G can be expressed as (see [9])

[e's) N

¢ = ¢Y ngl—q)" ') _PYV=1W=n,Q=14)P(Q=1i) (10)

n=1 =0

Denote the conditional probabilities S, ; 2 PV =1W =n,Q =1i). In [9], recur-
sions for evaluating these probabilities and hence G were given. We will present here

RR n° 3993



10 Parijat and Altman

an explicit expression for G. To do this we will use the multidimensional generating
function for probabilities S, ; which was obtained in a different context in [1] and
also in [8]. By some abuse of notation let us denote by S;(z) as the generating func-
tion for probabilities S, ;, 1 < n < oo for a fixed 7 and by S,(y) as the generating
function for probabilities S, ;, 0 <7 < N for a fixed n, i.e.,

) N
Sie) =3 Sua™ and  Su(y) =Y Suiy’
n=1 =0

We define the generating function of Sy, ; for 1 <n <ooand 0 <7 < N, as 5(33, Y),
i.e.,

N N [eS)
S(z,y) = Z Si(z)y' =Yy Y Spaa™ !

=0 i=0 n=1
N oo oo N
— § :E :Sn’zxn—lyz — § § :Sn)lyzxn 1
i=0 n=1 n=1 =0
[e's)
_ Q n—1
= > Su(y)x
n=1

Proposition 2 The probability generating function S(x,y) can be expressed as
N

S(x,y) =) ci(z)y
2=0

%

where, for 0 <1< N —1,
ci(r) = 1+ K3 (Al — Aw{\]i(iﬂ) - Asyé\]i(iﬂ))
+Ky (Blyfvfi + Bzyévfi)
and fori = N,

ci(z)=0

INRIA
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and,

14+p+ /(14 p)? —4pzx

Y12 = 7
Ky = —xp
K, - wp(y —y3')
ys Ty —p) =y Ty — p)
1
A, —
T -y )
1
Ay =
(1 —y1)(y1 —y2)
1
Ay =
(1 —y2)(y2 — 1)
1
Bi=-B, =
Y1 — Y2
Proof: From [1] and [8], we have,
NG 1=y 2 N+1gr
(1 - ay)ay —zpa”]S(z,y) = 1=y (1—ay)ay — zpa’(ay)” " K
+za’(y — p) Ko (11)
with,
K, - a” Wy — )
y3 Ty — p) — y1 T (y2 — p)
K ! - N
2 [—1+4y

(y1 —p)(y2 — p)
py Ty — p) Y — y) ]

Yy Py — p) =y (ya — p)

where, y1 and yy are the roots of the equation (1 — ay)ay — zpa® =0 i.e.,

14+ p£+/(1+p)? —4pz
2

y1,2(z) =

RR n° 3993



12 Parijat and Altman

Also, observe that y; + y2 = 1 + p and y1y2 = pr. We will now represent S(z,y) as
Zf’io ci(z)y'. Thus,

_ B 1—yN_w (1-y")
Sy = A T T — )
N yN+1
top Yy -y — )

oK, (y—»n)

(y —y1)(y — v2)

Again we denote —zp = K3, zpa 1 K| = K, and —2K, = K5. We shall now apply

the partial fraction method and express the right side of the last equation in the
k k
form of % for some k and a. Also, denote
Y 1-y")

Gi(y) = T Galy) =

_ (y —p) -~ y
G = Ty W=

Now, by partial fraction approach,

o Cy
Guly) = +
y—u Yy—Yy2
where,

- 1 _ 1 _ 1
A= a2 T T AT e

_ 1 1
B =y By =

_ yi—p _ y—p
Cr = yll—yz Cy= Y2—y1

Thus we can write,

S(z,y) = G1(y) + K3Ga(y) + K1G3(y) + K5Ga(y)

INRIA
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1— N N_ . N
= (1+K3A1) —K3A2u
-y Y1 —Y
N __.N N+1 . N41
—K3A3 y2 Y + I{4B1 yl )
Y2 —y y -y
yN+1 _ yN+1 N
+K’4BQZ— + (K’?,Az(l —-n )
Y2 =y
1
+ KyBryN !+ K5Cl)
Yy—n

+ (K3A3(1 —yy) + KaBayy ' + K5CZ) Y=y

But,
K3A2(1 — y{v) + K4Blyiv+1 + KsC1 = K3A3(1 — yéV) + K4Bgyév+1 + K5Cy =0

This is because S(z,y) is analytic in y, the left-hand side of Equation (11) vanishes
at y = y;, ¢ = 1,2. Hence, the above equation can be written as

. 1—y" i —y"
S(x,y) = (1+ K34;) — K34,
1-y Y1 —y
N _ N N+1 _  N+1
KA 2 Y L k,B Y v
Y2 — Y Y1 — vy
N+1 _ , N+1
+K4 By Y2 Y
Y2 —y
Again, recalling that
ak — yk k—1 k—2 k—3 k—2 k—1
— =a +a” “yt+a Yy +...+ay +y

a—-y
and grouping the coefficients of the same power of y we get,
N

S(a.y) =Y alely

%

o
Having expressed S(z,y) as Y2 | ¢;(x)y’ (in Proposition 2) we now proceed to obtain
the expression for G using S(z,y).

RR n° 3993



14 Parijat and Altman

Proposition 3 The Goodput ratio, G can be written as,

N
d(xwe;i(x .
G = ¢ ; (%)x:(l_q) P(Q =1)

| d (& .
= ¢ |2 (Y ea@P@=i)
=0

Proof: We know by Equation (10),

z=(1—q)

0o N
g = ¢ Z ng(1 —¢q)" ! Z SniP(Q =1)
n=1 =0
N oo
= )Y Snin(l—q)" ' P(Q=1)
i—0 n—=1
Also,
B N ' oo N )
Sa,y) =Y 'Y Spia™ =) cilx)y
2=0 n=1 1=0
Thus, ¢i(z) = > 00 n,im"_l and
d(zei (33))) S n—1
_ = nSn,i(1 —q)
( A ) o1-q) nz::l

Thus,

N oo
¢ = @Y Spml—q " P(Q =)

i=0 n=1

N
_ oy (dact) O
= _— /7 Q=1
! i:O( dz )w:(l—q) ( )

o
Thus, we can obtain the exact expression for the Goodput ratio by knowing the
coefficients ¢;(x) and P(Q =1i)(= P;o + Pi1), for 0 <i < N (both being previously
obtained in Corollary (1) and Proposition (2) respectively). Since the derivation as
well as the final result are complex, we delay these to the appendix.

INRIA
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>

Goodput----

Figure 2: G Vs p for 1/¢ = 5,10, 15, 20,25,30 with N = 20

2.5 Numerical Examples

We now work with numerical examples and plot the G obtained with our explicit
formula from Equation 31 (in appendix) with increasing load p. We first keep N fixed
at 20 and plot for 1/¢q = 5,10, 15, 20, 25, 30 with p varying from 0.1 to 3.0 (in steps of
0.01) in Figure 2. Next we keep 1/¢ fixed at 20 and plot for N = 5,10, 15, 20, 25, 30,
again with p varying from 0.1 to 3.0 (in steps of 0.01) in Figure 3.

We have observed in Subsection 2.3 that there exists a nontrivial limiting behavior
as N becomes large, while keeping all other parameters the same. This observation
is supported by Figure 3 that shows that there is a limit of G as N tends to infinity.

RR n° 3993
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Figure 3: G Vs p for N = 5,10, 15,20, 25,30 with 1/q = 20

slope=h-c dope=-c

w

workload(v)

buffer empty

time(t) ——

Figure 4: A typical evolution of the workload process, V() in our fluid model
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3 Fluid Approximation

3.1 The workload process

Our fluid source always has messages to send and the capacity of the fluid buffer is
finite, say B. The fluid buffer is served with a capacity ¢. The length of a message
is assumed to be exponentially distributed with parameter 5. If during the arrival of
a message, the workload process V(t) (alternatively the queue length, i.e., amount
of fluid in the fluid buffer) reaches B, then all the remaining fluid corresponding to
this message is dropped. Let the fluid arrival rate be h.

Remark 1 The fluid limit can be seen as a weak limit of the original model through
a standard scaling. More precisely, consider n models, and add n as a superscript to
the parameters of the nth model. Then the scaling is obtained as follows.

e Arrival rate: A\ := p\;
o Service rate: p™ = npu;
e Size of messages: geometrically distributed with parameter ¢™ = q/n;
e Buffer size: N(™) =nN.

Let X(”)(t) be the queue length process of the nth model. Then, as n — oo, the
process XM (t)/n weakly converges to our fluid process V (t), with h = X, ¢ = u, and
with n = gA\.

A typical evolution of V(¢) in our model is shown in Figure 4 Also, let A be
the event that the incoming fluid is accepted. To remove trivialities we assume that
¢ < h. Let V;, be the random variable denoting the queue length at the end of nth
non-acceptance period. The dynamics of V;, can be written as,

Vogr = Va4 (h—c)A, — cA; (12)

where A, = (B — V,,)/(h — ¢) is the duration of the n + 1st acceptance event and
A¢ = min (X, B/c) is the duration upto which the process V'(¢) will have a negative
slope where X, is the remaining length of the current incoming message at the epoch
when V(t) hits B, i.e., at the end of the n + 1th acceptance event and the start of
the n + 1th non-acceptance event. Let T, be the epoch of the commencement of the
n + 1st acceptance event. Thus, 7,41 = T, + A, + X,, and (V,,, A, + X,) can be
viewed as a marked point process [2]. Thus,

Vn+1 = B_CA;

RR n° 3993



18 Parijat and Altman

Denote the Laplace Stieltjis Transform (LST) of V;, by V,(s) ? in steady state. Let
pp be the probability density of V;, in steady state.

Lemma 1 The LTS and the probability density of Vi, in steady state are given by:

B —nB

B |1—e s esBe=g
= 13
Vls) = P (13)
pp(v) = Let07B) 4 e 6(0) (14)

(for v € [0, B)).

Proof:
‘/;,(8) — E[e_S(B_CA;)]
= e BE[ere(KnIXn <2 21 (Xa> )]
B oo
= e_SBn[/ e*“Te dx +/ eSBe_”””d:c]
0 B
which gives (13). The inversion of the LTS implies (14). o

In the above Lemma we obtained the workload LTS and probability density at the
end of non-acceptance periods. Next we shall obtain these quantities at an arbitrary
time, i.e. the LTS and the probability density of the time stationary workload.

Proposition 4 The LTS V(s) and the probability density p of V(t) in stationary
regime are given by:

_ B(n=sc) —nB
V(s) = 777}13")@—33 (1_6 - ) _hl—e) +1 (15)

(h—ce e n—sc (h—ce%m)

Forv € [0,B), p(v) = (1 (hce%q)) o)+ (h—ce==7) ( ‘ )
and for v > B

p(v) = 0
Finally, the mean stationary workload My is given by
h _
My = ——— (B—E(l—e_fn)> : (16)
h — ce_CTZ n

2The subscript p indicates the point process
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Proof: We shall now use the following inversion formula (see e.g., [2], Ch.1, Sec.4)
to obtain the LST for the workload process V' (¢) which we will then invert to get the
probability density function.

EO° UOTl e—sv(t)]

E —sV (1) —
[e ] EO[Tl]
Thus,
-V B;_‘:Q+AC —s(B—c(t— =0 c
Eo[foB”"Z e—sott-ongy  Je "o BT T= a4 X — Ag)
Vis) = +—
) EOBL 4+ X EO[5=4 + X
—s —s scAS
~ EO[e S‘E(;ziec) B _I_e—sB (e 32—1) + Xy — (c)]
B (hfce%BTl)
(h—c)n
(h _ 0)77 EO[efsVo] _ efsB efsB(EO[escAg] _ 1) .
- (h — ce_fn) s(h—c) * sc T BlXo] = BlAG]

Observe that we have expressions for E[e=*"?] (i.e., V,(s)), E[Vy] (can be obtained
from V,(s)) and the expression for E[e**40] and hence for E[A§] can be easily obtained
by the definition of A§. Thus, we get after some calculations (15). The inverse of
the LST of the last equation gives p(v).

Having obtained the density function we can evaluate many performance metrics.
In particular all the moments of the process V' (¢) (these can also easily be calculated
from the LST, V(s)), the mean queue length and the Goodput Ratio.

Finally, M/ is obtained by the integration:

B B 1(v—B)
M; = / vp(v)dv = / v nh_Bn c dv
0 0 (h — ceT) c

which implies (16). ©

3.2 The Goodput Ratio Gy

We proceed with the model from the previous subsection and in particular, we con-
tinue to assume that ¢ < h in order to avoid trivialities. We define, the fluid analog
of the Goodput Ratio, G as the ratio of the total fluid comprising good messages (i.e.,
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20 Parijat and Altman

messages which do not suffer any fluid loss due to Buffer overflow) exiting the node
to the total arriving fluid at its input. Let V; be the random variable representing
the success of a message, V; = 1 for a good message, and Vy = 0 for a message
which has lost some fluid. Let us define the sub-distribution function F(w,1) as the
probability that a message is of length < w and is good, i.e,

F(w,1) = P(W <w,Vf=1)
Then we can write the goodput ratio as

_ JoS wdF (w,1)

91 Jo° wdF (w)

where, F(w) is the message length distribution (~ expA). Again, writing F'(w,1)
as,

F(w,1) = PVy=1W <w)P(W < w)
= / P(Vy=1W <w,V =v)p(v)dv /w f(u)du
0 0

where, p(v) is the queue length density and V' is the queue length at the epoch of
the arrival of the message 3 and f(x) is the message length density.

Proposition 5 The Goodput is given by

C —Bnh C & —Bn
6 = — o [T D+ (£ - )
(h — ce Jc%) h h
—Bnh
2Beh—c
JBeT (17)
h—ce <
Proof: Observe that, for w € [0, ﬁ:g],
PVi=1W <w,V=ov) =1
and, for w > 2=2
B—-v
P(Vy=1W <w,V=v) = PW < —|W <uw)

3due to PASTA the queue length distribution at the arrival epochs of messages, which come as
a Poisson stream, is same as the stationary queue length distribution
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Or in other words, for w € [0, %], if v € [0,B—w(h—c)],
PVi=1W <w,V=ov) =1

else,
PVy=1W <w,V = = P(W<},f:f)
Vy=1W sw,V=v) = P(W < w)
Andforw>%,
PVy=1W <w,V = = P(W<Igiz)
Vi=lWswV=v = Sarcw

Thus we write, for w € [0, :2-], F(w,1) = Fi(w) + Fy(w), where,

B—w(h—c)
Fi(w) = (1—e™™) /0 p(v)dv
B h1 - e—zB))
= —e - | (v
(1 )/0 [(1 (h—ce_TBn) (v)

N nh ee(w—B) p
(h — ce#) ¢ °

N
= (1—6”)[1— =T
(h—ce™< )

Further,

B B—v
Fy(w) = /B o T

Ty
_ /B (1— ¢ Fotmy__h U
—w(hee))F T c
(B—w(h—c)) (h ce )

B (h—fe‘f") [(1_6

and for w > B/(h — ¢)

—nw(h—c)

y- 2

RR n° 3993



22 Parijat and Altman

Thus, we get,
—wn(h—c) —wnh
dF(w) = —nh(h = c)(e - ) i
c(h—ce e )
—wn(h—c)
| _ e
+[1-— Ml—e 5y ) ne ™ dw
(h—ce™e)
nh —wnh C _nB _
= — (e c — —€ c € nw)
(h — ce%) ( h
h —wn(h—c) —wnh
+(1—;)( e —e < ))dw
And,
dFQ(w) = L_—C)n |:€ _"/(hc—c)“’ . e*’ﬂchw] dw
c(h—ce <)

Thus, for w € [0, hi),

dF(w,l)) = dFl(w)+dF2(w)

and for w > %,
dF(w,1) = 0

However, at w = %, the function dF(w,1) is discontinuous. As,

B @9 (h

limdF(—2— —e1) = 10T =0)
=0 h—c (h — ce_cq)

. B

11—I>r(l)dF(h—C +el1) = 0

Hence we obtain
—Bnh
2h §C —w 2 (h—c)c B
(h—ce < )Jo h (h—ce <)
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%:;;;;; SRR ‘
L B . )
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|

0.2

Goodput-----

0.1

Figure 5: Gy Vs ) for n € [0,15] for different values of B with ¢ =8 and h = 12

from which we obtain(17). o

Let us now observe the behavior of Gy for extreme values of 7, keeping all other
parameters fixed. As 7 tends to zero we see from expression (17) that G; tends to
zero. This can be explained by the fact that small  corresponds to very long frames,
so that the probability of that the queue will fill during the arrival of a message tends
to one (since h > ¢).

For the other extreme, i.e. n — o0, the length of a message is very short; one
could then expect that the Goodput would equal to the relative amount of fluid that
is lost, since a message corresponds to an infinitesimal amount of fluid. This would
give a Goodput of ¢/h. This is however not the real limiting value of the Goodput:
we see, in fact, that as n — oo, we get Gy — }CTZ from expression (17).

Also, observe that as B tends to 0, Gy tends to 0 and when B tends to oo, Gy
tends to }CTi

RR n° 3993



24 Parijat and Altman
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Figure 6: Gy Vs 7 for n € [0, 2] for different values of B with ¢ =8 and h =12
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3.3 Numerical Examples

We now work with some numerical examples and show that behavior of Gy as we
increase 7. We take ¢ = 8, h = 12 and observe the behavior of G; for B =
5,10,15,20,25,30 as n increases from 0 to 15 in Figure 5 and further an enlarged
portion of Figure 5 in Figure 6 for n € [0,2]. The limiting behavior (lim, .., G5 =
z—z = 0.6667) as n increases is seen even at low values of 7 as B increases.

4 Conclusion

We have provided explicit expressions for the queue size distribution and for the good-
put for the packet model based on recursions introduced in [9]. We then provided an
alternative fluid approximation for studying the PMD policy and obtained the queue
size distribution and goodput in this framework of fluid queue. Our analytical results
will be quite useful in dimensioning the buffer size that should be used for a given
required goodput under the PMD policy. We are currently studying the potentials
of the fluid model as an alternative to the packet model. Our future work is directed
towards analytical study of the sensitivity of the goodput to different parameters,
generalizing the fluid model to include Markovian fluids, deriving explicit expressions
for the queue size distribution and the goodput for other queue-management policies,
in particular, Early Message Discard (EMD) and Random Early Discard (RED) and
extending the single node analysis to multiple nodes.

5 Appendix
5.1 Proof of Proposition 1
From Equation (3) and Equation (5) by applying z-transform we get

Qo(2)(p+1) — pz — 27" — qp2Q1(2)
= P()’O[l +p— Zil] — P170
—pz" TPy + ¢Py 1] (18)

Similarly, by applying z-transform to Equation (4), we get

—z=2"(gp+ 1)Ngp)
1—2z(¢gp+1)

Qu(z) = Py, (19)
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Now from Equations (1) (2) (6) and Equation (18), we get on solving for Qq(z2),

Q(z) = Poo[l — 27 — p2" T Py o[1 + pg] + Q1(2)qpz
T [(p+1) = pz — 271]

The zeros of the denominator of Equation (20) are z = 1, p~!. At these values of z,
the numerator of Equation (20) should be equal to 0 because of the analyticity of
Qo(z) (being a polynomial in z of degree atmost N). Thus, substituting z = 1 in
the numerator of Equation (20) and equating it to 0 we get an equation

(20)

Prno=1+gp)"qPys (21)

1

Also, substituting z = p~' in the numerator of Equation (20) and equating it to 0

we get another equation
Poo(1—p) = p~ " Pro(1+pa) + Qi(p™)g =0 (22)

From Equations (19), (21) and (22), we get,

_ o, a0 +a)")
Foo = P01 ) 23)
We shall interpret Equation (7) as
Qo(1) +Q:1(1) =1 (24)
From Equation (19)
Q:1(1) = (gp+ )N Py (25)

and

. Py [1 +(pg +1)™ (Npg - 1)]
Qi(1) = ”

(26)

From Equation (20) differentiating the numerator and denominator and taking
limit as z — 1, we get

Qo(1) = lim Qo(2)
~ im 272Pyg — p(N + 1)z Py o(1 + pgq)
a1 [~p+277]

ap(2Q1(2) + Q1 (2))
[—p+ 277 27

+
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Thus from Equations (25) (26) (21) (23) and Equation (27) we get

—(p 1)V
Q) = 2 | LD ) 11k g (28)

Substituting Equation (28) and (25) in Equation (24), and solving for Py ;, we get

(1-p)(p(1 —q)—1)
P, = 29
e e R STt vy pram L S

Having known Pj; we have obtained the generating functions Qo(z) and Qi(z).
However, we can further modify the expression for Q;(z) to a more meaningful form.
From Equation (20) we write, after some algebraic manipulations,

N41 _ —(N+1)
N-1{ % P
Qo(z) = PO,IQ[(1+pQ) ( P )

N -N 2 —2
N-2(Z —Pp =p
z—p z—p

Observe that, each fraction inside the bracket on the right hand side of the last
equation is of the form (2* — a*)/(z — a) which simplifies to

a* —aF k k k k k
— =z 71+w _1a+:c _2a2+...—|—:ca _2—I—a -1

r—a

thus we get,

RR n° 3993



28 Parijat and Altman

Thus

2 .
1Y}’ )
(p_z) [zZ + z3(1 +pq)+ ...+ 1+ pq)N IZN—H]

=1

J

QO(Z) = P()’lqp [
1\? )
+ <p_z) [z3 + z4(1 + Pq)2 +...+(1+ pq)N 1ZN+1]

N
1 _ .
+ o+ (;) [ZN(l +pg)N 72 4+ 2N (1 + pg)™ 1]

1\ V! N—1_N+1
+ — 1+pq)" "z
pz

Grouping the coefficients of the powers of z we get (8).

5.2 Exact Expression for ¢
We shall first obtain an expression for Zfi 0 GP(Q = 1).

N
Y c@P@Q=1i)=

= N—1
co(z)P(Q =0)+ ) ci(z)P(Q =1)
=1
= (14 K341)+ (co — (1 + K34,))P(Q = 0) +
N-1
[KaBiyl — KzAgyy 'Y P(Q=1)y; " +
v |
[KaBoyy' — K3Asyy 1) P(Q=1i)yy" —
=1
(1+ K341)P(Q =N) (30)
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Observe that,

N-1
PQ=1y" = Q)+ -PQ=0)
=1
—P(Q =Ny ¥
N—1 4
PQ=14y" = Qoly;")+Qi(y;") - P(Q=0)
=1
~P(Q=N)y, "

Writing Q(z) = Q1(z)+Q2(z), from the above Equation the expression for ZZJL ¢ P(Q =
i) simplifies to

N
c(z)P(Q=1) = (1+K34;)1-P(Q=N))
1=0
+[K4Bryt' — K3 Ay 1Qy )
+KiBoyl — K3 A3y ~"1Q(y5 ")

+K3(Asy;t + Asy; HP(Q = N)

And by Proposition 3 we write,

i N (7 N
¢ = ¢l1-9), (dc;—i)) - )P(Q =1)+ Zci(l —)P(Q =1)

L =0 1=0
- ; v
Cfia(E ()
L =0 z=(1—q)
N
E)m—mezﬁ (31)
t=0

Thus we need to evaluate - (Zfio ci(z)P(Q = z)) . From the expression for Zf\io ci(z)P(Q =
i) from Equation (30), we find that it involves the evaluation of differential with re-
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spect to = of some functions of x.

d N
- (Z P(Q = i))
1=0
d _q. d _
= %K?:Al(l — P(Q = N)) + [K4B1y)’ — K3Asyy 1]@@(3/1 b
o d _ _1. d _
+Q(y7 1)%[&1319{\7 — K3Ayyy '] + [K4Bayy — K3Asyy 1]%Q(yz b

1. d _
+Q(y, 1)%[&1329? — K3 Ayl 1]

+% (K3(A2y, ' + A3y, 1)) P(Q = N)

Thus, we need to obtain the differential terms on the right side of the last equation.
The final expressions are provided below with dx = yf( —yf and g1 = 26K — 0K +1
for K > 1

d 1
LA = =
P! P2
N N-1 y Lap
By — KadgyN-ly = Y1 TP CSn(l —
(K1B1yy sAay; ) (1_91)¢N+15(p¢N N(1—=w1))
sV
(K4Bayy — K3Agyy ') = ——2 = (ppn — 6n(1 — y2))

d _
— <K4B1:yfv — K3 Ay l)

dx
N—1
Yy xp B dy1 B dy
LT [ﬂ (x(N 1)Bn—2 e + 6N NﬂNﬂ—dx )

dy1 dy1
(1 yl)NﬂNA% + 5N% + (pon — On(1 —y1)) X
1, 1y (N-Ddy Loydyn 1 ddwp
x (1—y1) dex y1 dr 6 dr ¢ny1 dx
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% (K4B2yév - K3A3y§71)

N—-1
—% [P( (N —1)Bn- 2dy2 +6n—1 — NOn- 1dy2>
~(1 = )N By 1 22 by S (py — B (1 1))

(1+ 1 dyy  (N-1)dy 1,dys 1 d¢N+1>]

(1—y) dz y2 dr 6 dx  ¢ny1 dx

qPo1
QW = (ot R+ (1+gp)(1 (;fl(l +pq)) o1 = )1+ pa)y

—(L+p9"yN (4 PQ)N+1y1 — (yp)"
1— (14 pq)y pN 1—(yp)

Thus, having obatined all the terms in Equation 31 we have the explicit expression
for G
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