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Grammaires attribuées et analyse automatique de

complexité

Résumé : Les structures decomposables sont bien etudiées, et une méthode sys-
tematique permettant d’obtenir des équations de fonctions génératrices est bien
connue. Les grammaires attribuées permettent de donner une signification aux
constructions des grammaires context-free. Delest et Fédou ont montré que les
grammaires attribuées s’étendent a certaines structures combinatoires, avec des ap-
plications & la génération aléatoire. De maniére semblable, nous montrons que des
grammaires attribuées peuvent étre definies pour la famille des structures decom-
posables, ce qui donne lieu a des equations de fonctions génératrices multivariées.
De la, moyennes et autres moments sont aisément accessibles. Cett idée unifie les

approches précédentes a I’analyse de parametres des structures de données.

Mots-clé : grammaires attribuées, structures decomposables, analyse

d’algorithmes, fonctions génératrices



ATTRIBUTE GRAMMARS AND AUTOMATIC COMPLEXITY ANALYSIS
MARNI MISHNA

ABSTRACT. Decomposable combinatorial structures have been well studied and a systematic man-
ner for determining generating function equations is well known. Attribute grammars have enhan-
ced the study of context-free grammars by giving meaning to constructions. Delest and Fédou [2]
showed that attribute grammars extend to combinatorial structures, with applications to random
generation. In a similar way, we show attribute grammars can be defined for the family of de-
composable structures and yield multivariate generating function equations. From there, averages
and higher moments are easily accessible. This idea unifies previous approaches to the analysis of

parameters of data-structures.

1. ATTRIBUTE GRAMMARS

Attribute grammars were initially developed to give semantic interpretation to context-free gram-
mars. Since their introduction by Knuth [11] they have made themselves useful in compilers and as
a means of program description. The attribute value, or meaning, of a word can be viewed as the
output of a function or program acting on the word. M. P. Delest and J.-M. Fédou [2] illustrated
how attribute grammars are useful to the combinatorialist. This concept was further developed
by 1. Dutour and Fédou [3] who described a systematic approach to enumeration and random
generation of object grammars, using attribute grammars to describe properties of the structures.

This work both tailors and extends the latter approach to a particular family of grammars,
decomposable structures, and describes an implementation incorporated into the Maple package
combstruct. Object grammars do not include constructors like set and sequence, and hence an
extension is necessary. The notation here is different, but the final ¢-series functional equations are
similar.

From the point of view of decomposable structures, certainly values have been given to structures
before under the names additive attributes and recursive parameters [1, 6]. However, this work
proposes a framework and makes explicit all the general enumerative consequences.

In this document, the suitable attributes are defined and further specified in the first two sections
and the generating function consequences are considered in the third section, including a treatment
of pathlength. The fourth section introduces the Maple implementation and is followed by a
comparison with the LUO system for automatic average case algorithm analysis developed by the
Algorithms Project of INRIA [5, 12]. There is a brief consideration of random generation in section

seven.
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1.1. Grammars and Specifications. The structures considered here are built from basic ob-
jects of weight 1, an Atom (commonly expressed as Z), and of weight 0, an e. The constructors
are disjoint union |, cartesian product -, sequence *, Set(), MultiSet() and Cycle(). These latter
constructors form, respectively, sequences, sets without or with duplication and cycles of their ar-
guments. They shall collectively be referred to as the iterative constructors. They admit simple
cardinality restrictions: card(inality) < k, card = k and card > k, for any non-negative integer k.

Definition. Let T" = (T,Ts,...,T,) be an m-tuple of families of combinatorial objects. A
specification is a rule T; = ®;(11,Ts,...,T,,) where ®; is ¢, an atom or one of the aforementioned
constructors. A notion of derivation trees similar to context free grammar exists. With this view,
denote T; used to define T" a descendant of T; and similarly 7} is an ancestor of each T};. A structure
which can be described in this way is decomposable, and a set of specifications is a grammar. If the
atoms are labelled with the numeric labels 1 to the size, the grammar is labelled, otherwise it is
unlabelled. A grammar is well defined if each specification generates a finite number of objects of
each size, and uniquely so. The size of an object a, or |a| is the number of atoms.

A wide variety of structures are decomposable. For example: plane binary trees (T = ¢|Z-T-T),
non-plane trees (7' = Z - MultiSet (7)), permutations (P = MultiSet(Cycle(Z, card > 0))) and all
structures definable with context-free grammars.

Definition. An aftribute is a function which assigns a value to a structure. For example, the
number of atoms is an attribute. An attribute grammar is a three-tuple (G, A, P) where GG is a
grammar, A is a set of attributes and P is a set of rules defining the value of attributes in A for
structures in G. An attribute of a structure is synthesized if it is strictly a function of descendants
and it is inherited if it is a function of its ancestors.If the set of defining rules are formulated in
such a way that all attributes can always be defined at each node of the derivation tree of each
structure, then the grammar is well defined. Knuth [11] described an algorithm for determining this
property of attribute grammars. If G is well defined, and A contains only synthesized attributes
defined (possibly trivially) for each structure, the attribute grammar will be well defined.

The iterative constructors have at least two meaningful possibilities for an attribute. It may be
defined as the sum of the values of the elements in the object, or as the value of a chosen element.

The first is an iterative attribute and the second a selective attribute.

1.2. Example: Binary Trees. A binary tree is recursively defined as empty, or a node and two

children trees, T =¢ | N -T -T, N = Atom. There are many recursively defined properties of trees

that one may wish to study, such as the number of internal nodes (numint), or internal pathlength
(ipl), the sum of distances from every node to the root. These can all be described by attributes,

as is done in Figure 1.

1.3. Linear Attributes. A synthesized attribute of a structure defined by 7" = ®(By, ..., Bg) is
linear if it is a linear function of the attributes of the descendants. That is, it can be expressed

as some function linear in F;(B;) where {F}} is a set of attributes. An attribute grammar which
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Specification Attribute definition
T=¢|N-T-T size(T) = 0] size(N)+ size(Th) + size(13)
(To=¢|N-Ty - T3) ipl(T') = 0| size(Ty) + size(T2) +ipl(11) + ipl(T2)
numint(7") = 0|14 numint(7}) 4+ numint(7%)
N = Atom size(N) = 1

F1GURE 1. Binary Trees and some attributes

consists only of linear attributes is aptly named a linear attribute grammar. In the example each

of the attributes is linear.

2. LINEAR ATTRIBUTE SPECIFICATIONS

The initial goal is to extract enumerative information about decomposable structures and their
properties. In order to do so, a general description of suitable attributes is required. First consider
linear, synthesized, and then other possibilities.

Fédou and Delest concentrated on a class of attributes called g-linear. On context-free grammars
this is equivalent to synthesized, linear attributes. In the work of Dutour and Fédou, the g-linear
attributes are also synthetic and linear, but over a wider range of structures. However, this wider
range of structures does not include constructors such as set, and cycle. There are meaningful
definitions of linear, synthetic attributes, as well as enumeration consequences occur for these
constructors, and so they are treated here.

Consider the explicit definition of linear attributes. Let AG = (G, {F;}, P) be an attribute gram-
mar. Given a specification for a structure, the attribute depends on the operator. For example,
the attribute value of a member in a union depends on the value of the union element from which
it was derived. So, if C'= A | B, the set of all possible values for I;(C) is a disjoint union of linear
combinations of attribute values of elements of A and linear combinations of attribute values of

elements of B. This is written

k k
C) =7+ Y ailj(A) | &+ Bil5(B),
7=1 7=1

where the v;, a;;, 6;, 3;; are all integer constants.
Similarly, for products, a valid attribute operator for ' = A - B is a linear combination of
attributes of A and B. Thus, the range of attributes of E(C) is

—%+Za” +Zﬁ”

This will also be written

k
F _72 Zau )+Zﬁ2]F](B
7=1
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with a dot to facilitate notation readability.
Denote by @ the iterative attribute which sums over all sub-elements of type ®. That is, The

iterative operator A = ®(B) has a general form for a linear attribute of

( 5 —|—ZOZ2] +72

In the case of sets, for example, this would have the interpretation that for each set a € A,

_72‘}'2 5‘|‘Za2]

bEa

The range of values of F;(A) is the set formed by considering all structures of type A and summing
the value of the linear function over them.

With this notation the general specification of a structure is
1 1 n n
A=ao,(BY, ... B e (B, ..., BM),

and an attribute of this specification has the general form:

T

SULECES 9 ol SIpes

In this general expression ®; is a non union constructor and indexed, lower case greek letters

indicate integer constants.

2.1. Self-Referential Attributes. It is notationally convenient at times for an attribute of a
structure to be expressed in terms of another attribute of the structure itself. For example, the
internal pathlength of the binary tree in Figure 1 could be rewritten with the rule ipl(7") = ipl(71)+
ipl(73) + size(T) — 1. The reference to the size of the whole tree, size(T'), is the self-reference.
Even though 77 and T, are both structures of type T, the attribute values ipl(77) and ipl(73) are
not considered self-referential since 77 and T3 are descendants.

Grammars which are well defined with all self-references occurring outside of iterative attributes,
have no greater expressive power than those without self-references since the attributes can be
expressed strictly in terms of its descendants. An attribute grammar defined without any self-
referential attributes is in standard form. The idea is akin to Knuth’s observation that all inherited

attributes can be rewritten as synthesized attributes.

Proposition 1. Any linear, self-referential attribute in a well defined attribute grammar can be

rewritten as a linear attribute in standard form.

Proof. Let A be some decomposable structure and F = {F;}_; be a set of attributes defined for
A. Since the attribute grammar is well defined they all have values on A. Thus, there exists some
total ordering of evaluation of F, say I, Fj,..., F.. The first in this total ordering must be either

constant or depend on values of descendants. In either case all references to I|(A) can be replaced
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by its value: either a constant or the value stated in terms of the descendants of A. This process
can be iterated through the partial order until all attribute values of A are expressed in terms of

descendants.

3. GENERATING FUNCTIONS

Information about combinatorial structures can be conveniently encoded into ordinary and expo-
nential generating functions. The name of the class doubles as the name of the generating function.

For example, in the unlabelled case, A(z) =)_,c4 zlal = > ns0 @n?" where a, is the number of

anz”
n!

structures of size n. The labelled case is written A(z) =3 .4 . A decomposable structure’s

generating function satisfies relations governed by the following folk theorem.

Theorem 2 (Folk theorem of combinatorial analysis). Given a specification for a class C, a set
of equations for the corresponding generating functions is obtained automatically by the following

translation rules. (The function ¢ is Fuler’s totient function.)

Specification C(z) Universe
C=A|B A(z) + B(z) either
C=A-B A(z)B(2) either
C=Ar 1—}11(,2) either
C' = Set(A) exp(A(z)) labelled
C' = Cycle(A) ln(l_}&m) labelled
C' = Set(A) exp(zbo(—l)k_lA(;k)) unlabelled
C = Cycle(A) Y okso Ok) /K ln(l_AlW) unlabelled
C' = Multiset (A) exp(Xiso %Zk)) unlabelled
For specification ®(By,..., Bg) let Go(B1,..., Bx) denote the corresponding generating func-

tions translation.

Multivariate generating functions are used to keep track of multiple properties; here, the value
of attributes. The attribute generating function in an unlabelled universe with attributes {F;} is
A(z1, 22, 0y 2k) = D 0ca z|1a|z§2(a) . -z]]:k(a), and in a labelled universe each term is divided by |a|!.
By convention, the first parameter z; tracks size size. This uses the fact that the grammar is well
defined to ensure that the equations are meaningful. They satisfy very similar relationships as
those in the folk theorem. This has been observed before with respect to additive attributes, and
the relationships have been used before. Notice, for example, the lone attribute size reduces the
problem to the univariate case.

To describe this action, let & = [a;;]xxk, and v = [v;]1xx be matrices over some ring containing the
range of values of attributes. If z = (21,...,z;), then denote 2% = (2" -+ - 2%, ... 21F - - 200F)

and z7 = 2" - 2.
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Theorem 3. Given the grammar specification
1 1 n n
A=a (B, BM) | L@l (BM,... BIY)

where each ®; is a grammar constructor, and given the set of attributes

n km
= U ®n (0 + 323 el BM) +4("
m=1 7 k=1
the multivariate generating function A(z) satisfies

A) =3 2" Go,, (27 B (22,2 B (22,

m

where Gg,, is the generating function transformation based on the Theorem 2.
Proof. The result can be directly proved by a case by case analysis of each structure type.
The general structure for such proofs is illustrated with the following proof of the unlabelled set

transformation.
Here the statement is simplified to A(z) = 2”Gset (2° B(2%)).

Alz) = szl( )252( a) 5k( a)

a€A
k
- anzbeamzzﬂﬂ%w
a€A =1
= H 1+Z5H j=1 Oq] )
beB
k
= z7 H (1 + Z(S H(H Z?i])ej)NB(€17€27...76k)
(617627 ,ek) ]:1 i=1
k
= zWeXP( Z ]VB(el, ln 1_|_Z5H HZ;”J) ;
(e1,-.ex) e ke
) ka
— vy _ k+1Z B(Z )
= zZ eXP(Z( 1) Z )
k>1
= Z’YgSet(ZSB(Za))

Here Ng(ey, ..., ex) is the number of b € B that satisfy F;(b) = e; for i =1,... k. This is precisely

the coefficient of 27 - - 2% in the generating function of B.
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3.1. Example: Pathlength. The generating function equations for binary tree with path length
are consequences of the definitions. By applying the attribute grammar version of the folk theorem
one has the equation T'(z,u) = 14+2-T(zu, u)%. Pathlength of labelled non-plane trees P = Z-Set(P)
is similar with ipl(P) = Set( size(P) + ipl(P)) leading to the equation P(z,u) = zexp(P(zu,u)).
These well known equations admit several interesting calculations, presented in the next section
with the help of Maple.

Attributes can also be used to count occurrences of substructures. For example, the number of
cycles in a permutation, described by the construction P = Set(Cycle(Z)) (labelled) is determined
by the attribute grammar, {num(P) = Set(1)} which yield P(z,u) = zexp(uln((1 — z)™1)).

3.2. Additional Attribute Types. A selective attribute determines the value of the set, cycle
or sequence based on some representative. The attributes described so far can yield a constant
selective attribute. Instead, consider an attribute of a structure which is a linear function of an
attribute value of a randomly chosen element. In the labelled case one can describe the probability
generating function where a variable marks the expected value of the set, cycle or sequence. Assume
that the value of the empty set is 0.

To illustrate the generating function transformations, consider the simplest case, A = ®(B) with
attribute function F'(A) = Select(8F'(B) + «). This has the interpretation that given an iterative
structure a of type A, the value is F'(b) + « where b € B is chosen at random from the elements
of a. The generating function is interpreted with [z"u*]A(z, u) as the number of elements of type
A and size n with the expected value of F' equal to k. In the case of sequences, this value for a
given sequence is given by summing over all values in the sequence and then dividing by the size
of the sequence. The labelled set and cycle constructions can be similarly determined. Unlabelled
cycles also have easy access in the generating function to the size of the cycle and hence a simple

description of this value is also possible. Table 1 summarizes these values.

A= B~ Az, u) = u Y00 B¥(2, uP/k)

A = Set(B) Az, u) = u® Y00 B¥(2, uPIF) /!

A = Cycle(B) Az, u) = u® Y40, BF(z, uﬁ/k)/k

A = Cycle(B)(unlabelled)  A(z,u) = u® 3, o &(k)/k 32,5, B(z*,uPli)i /g

TABLE 1. Selective Attribute Generating functions for 3F(b) 4+ «

Each of these are obtained by expanding the generating function equations and setting u to the

power one over the cardinality of the object.
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4. MAPLE IMPLEMENTATION

The main Maple package for combinatorial structure manipulation (combstruct) provides a tem-

plate for the definition of attribute grammars.’

4.1. Grammar Syntax. The attribute grammar syntax mirrors closely that of the combstruct
grammars. This allows for maximal clarity and eliminates ambiguity. Now, Union, Prod, and
the other combstruct operators act as functions to describe attributes. Further, self-referential
attributes are permitted. Thus, if a grammar contains A = B | C, the attribute F(A) in a
corresponding attribute grammar is described
F(A)=Union(b_1*F_1(B)+...+b_k*F_k(B),c_1*F_1(C)+...+c_k*F_k(C))

+ a_1*¥F_1(A)+...+a_kxF_k(A)+a_0,
where the a;, b; and ¢; are either integers or constants (names). Products are similar. Thus the set
of valid attributes of A=Set(B) are written with syntax as follows,

F(A)=Set(b_1*F_1(B)+...+b_k*F_k(B)+b_0)+ a_1*F_1(A)+...+a_k*F_k(A)+a_0.

In the combstruct lexicon the constructor Set refers to multisets.

Since combstruct verifies that the original grammar is well defined, and since only linear, syn-
thetic attributes are allowed, all attribute grammars in standard form are well defined. In the case
of self-referential attributes, the program will ensure that the grammar is well defined and expand
the self-references.

Those rules which are not explicitly defined are assigned recursive defaults. For example, to-
gether the specification A = Union(B, () and the attribute operator I’ invoke a default rule of
F(A) = Union(F(A), F(B)). The default value of an atom is 1 and of an epsilon is 0. Thus, the

default attribute is size.

4.2. Example: Pathlength. Using the generating function relationships for pathlength, and the
existing Maple tools for manipulating generating functions, statistics for pathlength such as average,
variance, and other moments are well within reach.

The binary tree grammar and the pathlength attribute grammar are expressed in Maple by
> sys := {B = Union(Epsilon, Prod(Node, B, B)), Node = Atom}:
> att:= {ipl(B) = Union(0, Prod(0, ipl(B)+size(B), ipl(B)+size(B)))}:
To determine the defining generating function equations, use the command agfeqns. The variable

z marks the size, a default attribute.
> eqns:= agfeqns(sys,att, unlabelled, [[u, ipl]l]l, 2);
{B(Z7 u) =1+ 2 (B(zu,u))*, Node(z,u) = z}
The expression for average pathlength can be calculated from the number of trees on n nodes

and the sum of all pathlengths on n nodes, or [z”]éa—uB(z,u) | w=1. Maple can solve for both of

YA full description of the Maple library algolib which includes combstruct, and other generating function tools,

is available at http://algo.inria.fr



ATTRIBUTE GRAMMARS AND AUTOMATIC COMPLEXITY ANALYSIS 9

these quantities. The call to the function equivalent, also in algolib determines the asymptotic
value of the generating function coefficients.

The function agfmomentsolve differentiates a given number n times with respect to each variable,
sets the non-size variables to 1 and solves. When n = 0 this gives the size generating function.
When n = 1 it solves for -2 B(z,u)|,=1 (returned as B[2](z)), the cumulative generating function

for the attribute marked by u.

> agfmomentsolve(eqns, 0);

> num_trees:= equivalent(subs(%, B(z)), z, n);

{Nod.e(z) =z B(z) = 1/21_7@}

4n 47

Jeworz TOUER)

num_trees :=

> agfmomentsolve(eqns, 1):

> tot_pl:= equivalent(subs(%, B[2](z)), z, n);

> avg_pl:= gdev(tot_pl/num_trees, n=infinity,2);

n

7

tot_pl :==4" + O(

avg_pl := /an®/? + O(n)

The variance is obtained from the next moment, [m”]%B(z, u)|u=1. This system is also solvable.
5
2

The asymptotic value of the coefficient is (i — m)n® + O(n?2).

5. AuToMATIC COMPLEXITY ANALYSIS

Historically attribute grammars have had a close connection with algorithm description. This
property can be modified such that an attribute describes the number of steps (however that is
defined) an algorithm requires when a given structure is input. Generating functions summarize
this information and offer a means for automatic average case complexity analysis.

This idea has been explored in depth with respect to the decomposable structures defined here
[4, 5, 12]. In fact, the system LUQ is an implementation of this concept for a family of algorithms.
The main drawback of this system is that only the final univariate generating functions are available.

Attribute grammars give relations for multivariate generating functions and hence for problems it
can represent additional information such as variance and higher moments are available. Further,
it may be possible to do a distribution analysis. As shall soon be demonstrated, the class of
algorithms that attribute grammars can describe contains the LUO class, and further all solutions

are obtainable from the attribute grammar generating function equations.
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5.1. LUO. LUO in its original form, and as implemented in the combstruct package, allows
the user to describe a class of algorithms using several simple programming primitives: sequence
of programs, test on unions, partial program descent and full component iteration. A program
P(a : A) takes as input a decomposable structure type A defined in an accompanying grammar.
The program is littered with counters. The cost of execution on input A is then calculated as the
sum of the counters encountered in a run. The program returns 7P4(z) and an asymptotic value
for [2"]T7 P4(z), the total cost of running P(a : A) on all inputs of type A and size n. The average
complexity is then [z"]7P4(2)/[z"]A(z).

5.2. LUO vs Attribute Grammars. There is a direct correspondence to attribute grammars if

the programs are viewed as attributes. The correspondence is summarized in the following theorem.

Theorem 4. Any algorithm on a decomposable structure expressible in the LUQO system can be

rewritten as an attribute grammar representing the same complexity problem.

Proof. Each programming primitive can be mapped to an attribute construction. A program
P(a : A) is translated into an attribute P(A) and the complexity function 7P(z) is equivalent to
Ay (2, u)|y=1, where the variable z marks size and u marks attribute P. Thus, an equivalent system
can be obtained and anything solvable in LUO, will be solvable by the same methods. It remains
to create the map from programming primitives to attribute constructors.

A program consists of a sequence of sub-programs. Its total complexity is the sum of the
complexities of the sub-programs. Thus, if attribute P(A) is the value of the complexity for
program P acting on structure A, clearly the attribute is a sum of the attribute values of the
sub-programs. It remains to consider each single primitive.

The input are decomposable structures. The remaining primitives depend heavily on the input
structure. If the input is a union of classes, a test on unions primitive distinguishes between the
possibilities and sums the value according to the case. This is the same as the attribute for unions.

A partial component descent is encapsulated with the Prod operator for products and a selective
attribute in the other cases. The full component iteration, maps to an iterative operator. As in the
case of attribute grammars, only sub-programs of substructures can be called within a component

descent.

5.3. Example: Differentiation. The analysis of differentiation illustrates the inclusion of LUO
in attribute grammars.
Consider regular algebraic expressions composed of constants 0 and 1 and z using the two binary

operations + and * and the unary operation exponentiation, that is, z + €®. The grammar of this
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set of expressions Fzp with Atoms +, *, e is easily described:
Fzp = 0|1|z|P|T|FE
P

Fzp-+-Fxp
T = Fzp-x-Fap
F = e-Fzxp

The following program Diff, as it would be entered into LUOQO, is a program describing differentia-
tion. The cost of a function is the number of atoms generated by the algorithm, thus the counters

are one for each atomic structure.

function Diff (expr:Exp);
case expr of
Prod(plus, el, e2) : Plus(diff(el), diff(e2));
Prod(times, el, e2): Plus(Times(diff(el), e2),Times(el, diff(e2)));

Prod(expo, el) : Times(diff(el), e);
X : One;
One . Zero;
Zero . Zero;
end;

measure plus, times, expo, Zero, One, X : 1;
The attribute grammar version has one non-size attribute DS, whose value is the number of atoms

when the expression is differentiated.
DS(Ezp

S(Exp) = 111|DS(P)|DS(T)|DS(E)
DS(P

)
) = DS(Ezp)+ 1+ DS(Ezp)
T = 3+ DS(Ezp)+ size(Fzp)+ DS(Ezp)+ size(FEzp)
E = 24 DS(FEzp)+ size(Ezp)

size refers to the structure size.
The resulting generating function equation set can be manipulated.
> gram:= {Exp = Union( zero, one, x, Prod(plus, Exp, Exp),
Prod(times, Exp, Exp), Prod(e, Exp))

zero = Atom, x= Atom, one= Atom,

plus Atom, mult = Atom, e = Atom }:

> ag:= {DS(Exp) = Union( 1, 1, 1, Prod(1, DS(Exp), DS(Exp)),
Prod(3, DS(Exp)+size(Exp), DS(Exp)+size(Exp)),
Prod(2, DS(Exp)+size(Exp)))}:

> eqns:= agfeqns(gram, ag, unlabelled,[[u, DS]], z);
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eqns := {one(z, u) = zu, p(z, u) = zu, m(z, u) = zu, Exp(z, u) = uzero(z, 1) + wone(z, 1)
+ux(z, 1) +up(z, 1) Exp(z, u)® + v’ m(z, 1) Exp(z u, u)* + u*e(2, 1) Exp(z u, u),
e(z, u) = zu, x(z, u) = zu, zero(z, u) = zu}

> num:= agfmomentsolve(eqns, 0):

> avg:= agfmomentsolve(egns, 1):

Next, the generating functions for the expression and the cumulative size are isolated, and the

asymptotic value of the coefficients is extracted:

> num_exp:= subs(num, Exp(z)):
avg_exp:=subs(avg, Exp[2](z)):

> num_coef:=equivalent(num_exp, z, n):
avg_coef:=equivalent(avg_exp, z, n):

gdev(avg_coef/num_coef, n=infinity, 2); evalf(});

13 3 = 17 1 2 —
2 2 - L (—— 4 2 /582 (3/2)
(46 46 2 ( 23+23\/) )V

+0(n)

2 4 - 1 2 \ 2 4 1 2
L /8 —46(— — 4+ B2 — 4 B4 A6(—— + — \/B)2
(23 23\/b 6( 23-}-23\/6))\/ 23+23\/g+ 6( 23+23\/0)

8042175440 n®/2) 4 O(n)

The variance is also computable (unlike in LUO):

> agfmomentsolve(eqns, 2):
facmom:=equivalent (subs (%, Exp[2,2](z)),z,n):

evalf (gdev((facmom+avg_coef) /num_coef-(avg_coef/num_coef) 2, n=infinity, 2));

0.0394740311 n° + O(1.0 n°/?)

5.4. Comparison. LUO remains the more natural way to express some programming primitives
such as direct structure descent and declarations with more than one input. It is not as straight-
forward with attribute grammars to develop a corresponding shorthand notation, consequently the
grammars must be manipulated by the user. These manipulations are always possible, since simi-
lar manipulations are done internally within the implementation of LUQO. However, for other types
expressions the attribute description can be much simpler, and the general method simpler.

This implementation of attribute grammars considers each attribute/structure combination, even
though in the LUO model a given function may only have one relevant structure input type. This
can lead to multivariate functions which need to be manually reduced to be solved and manipulated.

The principle, and significant, advantage to the use of attribute grammars is the additional
information. Variance and further moments can be extracted from the equations, unlike the LUO

counterparts.
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Quicksort(L:List)
// return a sorted copy of L
if |L|<=1 return L;
otherwise
Partition(L, L1, L2);
return( Quicksort(L1), L[1], Quicksort(L2));
end;
Partition(L:List, Li:List, L2:List)
// sets L1 to the list of elements of L smaller than L[1]
// sets L2 to the list of elements of L larger than L[1]
// if |L|=0 then sets L1, L2 to L
if |L|] = O then
Li =L; L2 = L;
L[0]=0; LLIL[+1]=cc;
i=2; j=ILI|;
1=L[1];
repeat
repeat i= i+1 until L[i] > 1;
repeat j= j-1 until L[j] < 1;
if i < j exchange(L[il, L[j1);
until j < i;
L1=L[2..j]; L2=L[i..|LI];

end;

FiGure 2. Quicksort Algorithm

6. QUICKSORT

Quicksort is an extremely efficient method of sorting lists indexed by unique keys. There exists
substantial analysis on its complexity and of the complexity of several variants, summarized nicely
by P. Hennequin [9, 10]. This example illustrates how the type of problem it represents can be
modelled with decomposable structures. It also illustrates the incorporation of a new constructor.
Figure 2 gives the pseudocode for the Quicksort algorithm.

The following assumptions are made:

e distribution of the input is uniformly random

e the complexity is the total number of comparisons.

Under these conditions, a random instance of the algorithm corresponds to taking as input a
random permutation. A run can be visualized with a binary search tree; the permutation is inserted
in order into the binary tree in order and then each parent in the tree corresponds to a pivot. The

left side of figure 3 illustrates this process on [521634]. In this view, the distance from the root gives
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F1GURE 3. The binary search tree and increasing tree associated with [521634]

the number of times that number has been compared to others. That is, the internal pathlength
gives the number of comparisons in total for the run represented by a given tree. Now binary
trees are a decomposable structure as they have been defined thus far but they are not sufficient
as a class to represent all instances. For example, the inputs 231 and 213 yield the same binary
search tree. To remedy this problem, retain the shape of the search tree but label it instead with
the order in which the nodes are filled. This eliminates the problem and creates a bijection. To
reclaim the original permutation, parse the tree in infix order. If ¢ is encountered at step j, there
is a j at position ¢ in the permutation. This resulting structure is a binary tree where the label at
each node is less than the label of any ancestor, an increasing tree, or heap. To describe this with

decomposable structures a new operator is required.

6.1. Min Label. Theorem 3 suggests that given an operator on decomposable structures, if the
corresponding generating functions transformations are known, the linear attribute grammar ge-
nerating function equations are determinable as well. D. Greene introduced a minimum label, or
box operator in his thesis on decomposable structures [8]. In a labelled product one designates a

particular component of the product as one to receive the smallest label. A sample construction

looks like:
A=B-Min(C)-D-FE.

A structure of type A is labelled with its smallest label occurring in the second component. Greene

also determined the generating function relationship:

Alz) = /0 B(x)‘?gf)D(x)E(m)dm.

Having this, the minimum label operator (and similarly a maximum label operator) can be incor-

porated into the grammar vocabulary. Increasing binary trees can then be described as
H=¢|min(%)-H-H,

since a label on a node of subtree must be less than its root.
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6.2. Analysis. Given the structure, the analysis comes as a result of determining the average
pathlength on the structures.

Define H = ¢ | min(Z) - H - H, and ipl(H) = 0 | ipl(IT) + size({T) +ipl(IT) + size({T). This
yields the system:

H(zu) = 1—|—/(%z) (H (zu,u))® dz

which is solved:

and has
(2" Hu(z, u)|u

[2"]H (2)

where H,, is the n'" harmonic number.

_ H,
=l —9H,-34+ 2
n

This technique can be used to handle variants of Quicksort, relatives of Quicksort such as quick-

select, and other problems on increasing trees.

7. RANDOM (GENERATION

Since the attribute grammar structure is so similar to the structures themselves, it is worthwhile
to consider other information that the structures yield. Dutour and Fédou, described random
generation procedures for a single attribute with an enumerable range value for CFGs [3]. The
algorithm modifies the random generation algorithms for structures by adding an extra loop for
possible values. Their algorithm determines, with a uniform distribution, a random element of a
given size n and attribute value & in time O(kn(k + n)). The generalization to the full family of
decomposable structures follows by a similar method as well by writing of the grammar in a standard
form [7]. These standard forms use a Theta, or pointing operator and a Delta, or Diagonal operator,

which readily admit random generation schemes with specified values for attributes.

8. CONCLUSIONS

Attribute grammars provide a succinct way of describing recursive properties of decomposable
structures. The structure yields information as readily as the form of the objects themselves.

The implementation described here takes the definition of decomposible structures and presents
a means to define properties. It remains to fully integrate the min operator and selective attributes
into the combstruct package. The tools that do exist could make the first part of tools for further
parameter analysis, such as distribution. Random generation for object grammars is implemented
in the qQALGO package of Dutour. A similar random generation package could be implemented for
decomposible structures.

From the aspect of attribute grammar research, some theory has been developed on the idea of
coupling grammars. This simulates repeated application of a function. This, for example, would
allow a simple analysis of repeated differentiation, and other composed functions. This requires a

system where the attributes may be more than constants, but rather structures.
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