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Résolution numérique d’un probléme de transport
optimal de masse a plusieurs phases

Résumé : Ce rapport présente le probleme de transport de masse a plusieurs phases, avec
une densité totale fixée. La méthode numérique de Lagrangien augmenté utilisée pour le cas
monophasique est adaptée a la résolution de ce probleme, et différentes vérifications sont
effectuées.
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We extend the classical L? Monge-Kantorovich Problem in the multiphasic context. An
augmented lagrangian numerical method used in the monophasic case is adapted to this
problem, its efficiency being checked with various methods.

RR n“4022



4 Jean-David Benamou , Yann Brenier , Kévin Guittet

1 Introduction

In [4], a numerical method to solve the following mass transport problem :

Given two bounded, positive mesurable functions py and pr with same mass in the torus
D = R?/Z4, find an application M wich realizes the transport from pg to pr in the following
sense : For all borel set A, M satisfyes

/ po(e)dz = / pr(z)de | (1)
M —1(4) A

and achieves the minimal cost

[ la=M@P oz (2)
D

The minimal cost is the wasserstein metric between py and pr. In order to compute
this optimal map, a time-continuous reformulation of the problem was introduced. The
numerical method hang on the following result :

Theorem 1.1. The square of the Wasserstein distance is equal to :

inf T /R d /0 L o) ot ) Pdadt, 3)

(pyv)

where the time horizon T > 0 is arbitrarily fized and the infimum is performed over all pair
p(t,z) > 0 v(t,z) € R¢ of density and velocity fields satisfying the conservation law

Op+ V.(pv) =0 (4)
for 0 <t < T and x € R?, and subject to the initial and final conditions

p(0,.) = po, p(T,.) = pr. (5)

The time-continuous formulation however can be extended in a multiphasic context : as
in the monophasic case, we know the initial and final densities, but we also precisely know
the evolution of the global density. Then the problem is to determine the intermediary states
of the system.

More concretely, we have to minimize the kinetic energy

M T
Kooy =5 s [ [ pulta)lvatt,z)Pdsc ©)

in the class of functions such that :

INRIA



Numerical Resolution of a Multiphasic Optimal Mass Transport Problem 5

0 < pa € L¥(Q), Ma = pava, Va € L2(Q>padt dz), (7)
M

Z Pa =P, Otpa +V.mgq =0, (8)
a=1

pa(0,-) = 2 Pal(T,.) = pg 9)

Let us consider time boundary data (p2, pL) defined a.e. on D with non-negative values,
and a fixed global density g satisfying the compatibility conditions :

Z pg(') =p(0,.), Z pg(') =pT,.), (10)
vaeal, [ 0= [ 20, (11)

M
el Y [ 0= [ o). (12)

and set

I(po, pr) = inf K (p,v) (13)
for (pa,va) such that (7), (8) and (9) hold.

When there is only one phase (i.e. M = 1), and if we remove the condition on the global
density, we recover the time-continuous Monge Transport problem. It can be of interest to
study how the constraint on the globlal density acts on the behaviour of the system. For
this purpose, we only consider the monodimensional case of the translation of a step.

In the first example, we consider two phases such that the global density is a constant for
the initial and final times, but without constraint (8). That is there are two phases, which
do not see each other. The red line on figure 1 shows the evolution of the first density, while
the blue line shows the evolution of the global density. We see that the densities translate
from the initial to the final states.

In the second example, we consider two phases such that the global density is always a

constant. On the results shown in figure 2, we see how the phases cross under the incom-
pressibility constraint.

RR n~4022
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Figure 1: Monophasic-style step translation
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Figure 2: Biphasic step translation
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Numerical Resolution of a Multiphasic Optimal Mass Transport Problem 7

Moreover, the incompressibility constraint acts on the trajectories of the fluid particles.
The trajectories X (¢, ) are the integral curves of the velocity :

6tX(t,m) = U(t;X(ta SE)) >
(14)
X(0,z)=z.

In the monophasic-style case, the particle have a constant velocity, but in the biphasic
case, it is not true anymore. The presented results are one dimensional, but in higher
dimension, the trajectories can even show some curvature effects. Figures 3 and 4 allow a
visual comparison of the trajectories in both examples.

RR n“4022
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Numerical Resolution of a Multiphasic Optimal Mass Transport Problem 9

But the multiphasic case shows interesting properties in itself. Indeed, the condition
on the global density acts as an incompressibility constraint, and his associated lagrange
multiplier is the pressure. The formal optimality conditions on the lagrangian of the problem
are :

Vo = Vzoa in ]0,T[xD , (15)
2

Outo + 1V20el L—o 07D, (16)
Oipa + V.(pa Vi) =0 in ]0,T[xD, (17)
pa(0,.) = po, pa(T,.) = py, 0D, (18)

M
Z pa(t, ) = p(t, ) in ]0,T[xD . (19)

a=1

Taking p = 1 and p, = 1 for every a, we recognize the “homogenized vortex-sheet
equations”. Those equations have been studied in [5], and we can deduce from Brenier’s
work the following existence theorem :

Theorem 1.2. There exists (pa,Ma = pava) satisfying (7) and (8), and for each € > 0,
functions ¢o. € CH(Q), pe € C°(Q) such that

/ PalVa — Voae| dzdt < €, (20)
Q
1 2, DPe 2
PalOtbac + =|Voue|” + —|°dzdt < €, (21)
Q 2 Ha
1 B
8t¢ae + _|v¢ae|2 + p_ S €, (22)
2 Ha
K(p,v) = I(po, pr) - (23)

(pasmy) is called a “variational solution” of equations (8), (16).

Once the problem is known to have a solution, the question moves to the computation
of this solution. This is the purpose of the following section.

RR n“ 4022



10 Jean-David Benamou , Yann Brenier , Kévin Guittet

2 The numerical method

The following compact notations are used throughout this section :

- D = R4 /Z%is the periodic unit cube, [0,T] is a fixed time interval.

- V, is the spatial gradient in R?.

- A, is the spatial Laplacian in R?.

- 0; is the time derivative.

- . and |.| denote the inner product and the Euclidean norm in R?.

- Vi = {04, V,} is the time-space gradient in R x RZ.

- Ay = 8p + A, is the time-space Laplacian in R x R?.

- For two vectors in R x R?, a,b and a',b', {a,b}.{a’,b'} = aa' + b.b’ denotes the inner
product.

2.1 The Lagrangian

We use the Lagrangian formulation of the multiphasic optimal time-continuous mass trans-
port problem now set on the periodic domain D. The Lagrangian is given by :

|m0¢(t7 .TE)|

M T 2
L(pa,ma, bayp) = Mo / / —Pa0tPa — Ma.Veda + dxdt
( ) o;_ o Jp ' 2pa(t, )

=3 e /D 10%.6(0, ) — pL (T, dz

+ / /D 7(:9) = 3 st )it (24)

where the ¢, and p are the lagrange multipliers of constraints (8).
We are then led to solve the following problem :

inf sup L(pa; M, ¢a,p) (25)
(Pama) (ga,p)

The (formal) optimality conditions for this problem are :

INRIA
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( 2
Bia + 'm‘;' P _y in 10, T[xD,
m 205 Ma
p—a = vz¢a in ]O,T[XD )
$§ Oipa+Vemy =0 in ]0,T[xD, (26)
pa(oa ) :pgapa(Ta') :Pg inD,
M
Zpa(t,x) = p(t,x) in ]0,T[xD .
\ a=1

We notice that m can be eliminated, and then recover the optimality conditions intro-

duced in the previous section :

4 2
Dipa + mg)‘*' uﬁ =0 in]0,T[xD,
@
Otpa + V. (paVzda) =0 in ]0,T[xD
) pﬁ(O, ) =% pa(T,.) = pk inD,
> palt,z) = p(t, ) in 10, T[xD .
\ a=1

2.2 Reformulation.

In this section, we reformulate the problem using the terminology of [23]. We therefore use

the following characterization introduced in [3], which is that, for positive p, we have :

2
Iml® _ sup [ap + b.m]

a+¥§0
We then easily get

Lemma 2.1. Using the following variables and notations :

( la = {paama}
do = {aaaba}
Pa = i{p,o}
0ifqe K
¢ Fla) 400 else

G(¢) = [ 1%[«5(0, Jpo — ¢(T,.)pr]
H(p) = fo f PP
(| <lLa>= [y [pralada,

we can write problem (25) as :

sup inf [F(q) + G(¢) + H(p)+ <, Vizd+D—q>].

1 9:qp

RR n“ 4022
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Taking x = (¢,P) as a single variable and then denoting B(x) = V.06 + P, we get :

supinf[F(g) + GO+ <1, B(x) — ¢ >]- (31)
Such Lagrangian formulations are used in [23] for solving problems of the form
mvin{F(Bv) +G()},
where F', G are convex functionals and B is a linear operator.

In order to fully comply with the hypothesis on F, G, and B used in [23], F has to be
strictly coercive, and B has to be injective with a closed range.

1. We lack coercivity on F. A simple way to fix this problem is to replace F' by the

perturbed function F, :

Fo(g)=F(g)+ea <q,q> .

We should mention that, in practice, we obtain fully satisfactory results just with
€1 = 0. This will also be discussed later.

2. Since the calculations are performed in a finite dimensional space, B always has a
closed range.

3. We want to have an injective B. In fact, we can always choose ¢ modulo a suitable
additive constant, such that B is injective.
2.3 The augmented lagrangian and the numerical method ALG2

In this section,we simply apply the augmented Lagrangian technique of [23] (chapter 3).
First, we define the “augmented” Lagrangian :

Lr(¢ap7Q;l) = FEl (q) + G(¢)+ < lavt,z¢ +ﬁ_ q>

+5 <Vig¢0+D—q,Viadp+p—q>, (32)

where 7 is a positive parameter.

Then, a simple algorithm, called ALG2, based on relaxations of the Uzawa algorithm is
proposed to solve the problem :

sup inf L.(¢,p,q,1). (33)

1 $p.q

We detail below the algorithm. It is a three step iterative method which constructs a
sequence (¢™,p", ¢", ™) converging to the saddle point.

ALG2:

INRIA
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(¢n—17pn—17 qn—17 ln) are given.

Step A: Find (¢™, p") such that :

LT(¢n7pn7qn7ln) S LT(¢7p7 qn_17ln)7 v(¢7p)' (34)

Step B: Find ¢™ such that :

L.(¢",p",q",1") < L. (¢",p",q,1"), Vq. (35)

Step C : Do
W =10+ 8" (Vi da — ai + B7) (36)

(where 6™ > 0 is a parameter, wich can be taken equal to r, the parameter of the
Augmented Lagrangian).

e Go back to step A.
Step A and B are simply a relaxation method for the minimization part of the saddle

point problem. Step C is a gradient step for the dual problem.

2.4 Interpretation of the method

We now interpret each of these steps in terms of our functions F' and G.

2.4.1 Step A

We notice that the first step is a minimization on both ¢, and p, that is a minimization
on the variable x. This is possible thanks to the fact that p can be expressed in term of ¢.
Indeed, if we first check the optimality condition in p, we get :

M M
P =3 pal +7 3 (00 = Butha = 57) =0 (37)
a=1 a=1 @
We then deduce that :
1 1 M M
p= o= pal+ > laa — didal) (38)
Ea:l p_a r a=1 a=1

The optimality condition in ¢ in given by the differentiation of L, in ¢. We should have :

RR n~4022
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M T ) ]
;Nafo /D(_3t¢a)9a—v¢a.madwdt
M
_ 0 7 g T7 d
agllu’a /D[pa¢(0a ) pa¢(T, )] X
M T
_ _ P54

M T
o ba — Vo). Vadrd
+T§::1'LL/0/D( ba).V Badrdt

M
1
Injecting the value of p, notating T = Z — , and then integrating by parts with

a=1 1%

periodic boundary conditions, we get :

M
r 1
TﬂaAt,m¢a T Z Ottbar = pa0i(rag — pa) — fatﬁ
a’'=1
1 M
T Z Oi(rag — por) + paV.(Tba —ma) (40)

a’'=1

with the following boundary conditions in time :

( 1a019a(0,.) = _ﬂa([Pa( D)= pa] —raq(0,.))
-= Z T[aa’ - 6t¢a’] -) — % Z pa’ )
$ (41)
Haat¢a (Ta ) = _,ua([pa (Ta ) - Pg] - Ta’a( ))
1 1
\ T - r[aa’ — 0P ] - f Zl pa

We see that we have a differential operator denoted by L :

1 M
Vo, L(¢)a = /LaAt,:c¢a - f Z 8tt¢a’ . (42)

a’'=1

INRIA
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Since we want to solve this system, it’s of primary importance to see wether this system
is of elliptic type or not. Computing I(¢) =< L(¢), ¢ > for any ¢ € H(D x [0;¢])M, we get

M
I(¢) <- Zﬂ'a“vwd)a”%? .

a=1

This is not enough to ensure ellipticity, but reading the calculation backwards, we see
that only vectors of the form T(L L ... —L)f(t) cancel L.

b1 p2? T

To avoid this problem, we must find a way to fix this unknown function. We therefore
define ¢ = Zle ¢o- We then compute Zle L(¢)q, finding :

M
rAg) = —0p+ Y _ Vo(rba —ma) - (43)

a=1
Summing up the boundary conditions in a periodic domain, we get :
_ M
p(0,.) =Ygy Pa =0,

ﬁ(T7 ) _fouzl pg =0.

These conditions are always satisfied, since they refer to the compatibility of the con-
straints, wich we hope to be verified !

Remark 2.2. If the domain is bounded, we have some other boundary conditions associated

to (40) :

Va € 00,Vt € [0;T), 07 ba = (b — %).W , (44)
and to (43) :
M m
Vz € 00, Vt € [0;T], 0pptp = D (ba — Ta).ﬁ . (45)

a=1

In both bounded and periodic cases, we miss a boundary condition to fix the problem.
This is not a surprise since the system was not of elliptic type, but we can observe that the
indetermination deals uniquely with an additive function depending only on time. We can
then decide to find 9 with a null mean for every ¢ in [0; 7). Now we have an elliptic equation
in 9 for every time.

Once we have 9, ¢ is obtained solving the following laplace equation for every a € [1; M] :

RR n~4022
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r 1
ThaAtzPa = fattw + pa0i(raq — pa) — fatﬁ
LM
T Z Or(rag — par) + 1o V.(rby — my) . (46)
a'=1

One can ask about the physical meaning of the arbitrary function. Looking at (38), we
see that p is linked to v, and that adding such a function to ¢ changes p just in such a way
as to keep (27) valid. This is linked to the fact that only derivatives of ¢ are meaningful. We
conclude this section by observing that fixing this unknown function is the way to restore
injectivity of B.

2.4.2 Step B

We cannot differentiate L, with respect to ¢. There is no coupling between the different
phases for this step, so the minimization can be permormed phase by phase. ¢" is then
obtained by solving for every « :

inchx [Fe1 (Qa) +% < Vt,w¢g + Py — Ga, Vt,w‘ﬁg + Py — Ga >
(47)
+ <I" Vied™ + 50 —q>],
which is equivalent to :
IVia@" AT AL Vi@ I
’ r+ €

inf <g-—
geK T+ €1
It is important to notice that this minimization can be performed pointwise in space and
time. Let us set :
Tvt,w¢n(t7 .Z‘) + Tﬁn + ln(t7 .Z‘)

P(t,2) = {a"(t,2), 8" (t,2)} = e .

Then ¢"(t,z) = {a™(t,z),b"(t,x)} is obtained by solving :

inf o [(@a—a"(t,z)) +|b— B"(t, )]

{a,b} s.ta+ bT <0

This is a simple one dimensional projection problem which can be computed analytically or
using a Newton method.

2.4.3 Step C
Step C is simply the pointwise update :
"t x) = 1"(t, x) + 6™ (Vi 0" () + D" — ¢"(t,z)) .

INRIA
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2.5 Cost and convergence criterium

Amongst these three steps, only Step A is global. This means that the cost of Step B and
C are of order O(N) where N is the number of points of the space-time lattice. The first
Laplace equation (step A), due to the periodicity in space, can be solved in O(N). The
following Laplace equations (step A) can be solved in O(N Log(N)) operations. The cost
of this methods is therefore of order M x Niter x NLogN where Niter is the necessary
number of iteration n to converge and M the number of the phases.

We do not have theoretical estimates on the speed of convergence of the method. To
be able to produce numerical estimates and also for the practical purpose of stopping the
computation we need to define a convergence criterium. The optimality conditions (27) are
useful for that purpose. We can indeed use the residual of the “vortex sheet equations” for
each phase :

Voo N ipn7

res] = O+ g 4
[e%

which is a by-product of the algorithm. This quantity converges to 0 as we approach the
solution of problem. The normalized convergence criterium used is

M
1
crit" = —
M
«Q

T
Jo Jp tiresi] 8)
T n n |2 )
=1 fO po |vw¢a|

3 1-dimensionnal numerical results

3.1 Numerical results obtained with Matlab

We present in this section numerical results obtained using a Matlab code. The algorithm
first seems to converge, but after a hundred iterations, a bad behaviour appears, and the
solution finally blows up. One can explain this by the fact that we used part of the Pde
Matlab Toolbox, and therefore made many interpolations. In this case, the differential
operators “div’and “grad” aren’t still adjoint, and bad phenomena can occur.

3.1.1 Test 1
We compute the solutions in the box [0;1] of problem (6,7,8,9) with two phases ; the initial
and final densities are :
p(z) = 0.4(1 + sin(5z)) +0.1
pi(z) = 0.4(1 — sin(Zz)) + 0.1
pt,z) =1
Figure 1 shows the two densities obtained after hundred iterations, when the convergence
criterium is still very low, while figure 2 shows the convergence history. We see that after

RR n~4022
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Figure 5: Densities after 100 iterations

| | I
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Figure 6: Convergence history

the first thousands iterations, the criterium begins to enlarge dramatically, expressing the
fact that the densities are beginning to oscillate.

INRIA
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3.2 An alternative way to perform the computation

In [3], the concept of generalized flows for incompressible perfect fluids is introduced using
a variationnal formulation between two prescripted states. An important class of those
generalized flows consists in multiphasic flows. Since the fluid is incompressible, the sum of
the densities in the different phases should be constant. We see then that we’re not so far
from our problem. Indeed, in the one-dimensionnal case, the order of the fluid particules in
each phase is preserved, so that taking a final state adapted to the final density expected, we
obtain the generalized flow minimizing (6). We can then use the lagrangian discretisation
method introduced in [14] to compute solutions of problem (6,7,9,9)...

Roesch’s algorithm constructs a sequel of permutation joining an initial state (taken to
be the identity) to a final state represented by a permutation. It’s then possible to follow
each particle’s trajectory. So all we have to do is to define the last permutation.

To do that, for each particle in the first state, we choose its phase so that the “discrete”
densities are as close as possible to the precribed ones. We do exactly the same for the
final state. Then having for each particle its phase number and its order in this phase, we
choose the final permutation to respect those properties. Assuming the compatibility of the
data, this shouldn’t pose a problem. We then use Roesch’s algorithm as its own to have
the particle’s trajectory. Since we want to compare the results with those obtained with the
matlab code, we have to compute the densities. The discretization gives a density which
weakly converges to the prescibed one. In order to evaluate Roesch’s algorithm on this
problem, we compute the relative error on the boundary. We then have following results :

)
m m
eritl® = Jo Jopmiresel oy g0 3
fo fDP |V ¢m|2
(0, 0 2d
{ crith = fD P1 a: p21($)) m =1.273 x 1072
p(p(2))*dz
T m ‘s 2d dt
aror — | Jo IplAT(2) = P 2)Pdedt (o s
{ fo (P t,a:) V2dzdt

We can think that the densities produced by Roesch’s algorithm are everywhere in @)
almost as close to the right solution as they are on the boundary. Thus we can estimate
that the error computed comes mainly from our algorithm. It remains however quite small
and we are not disappointed by it. In addition, we know about the oscillatory behavior of
our solution, which is emphasized by the L? norm. But our convergence criterium seems not
to be convenient in this case. Indeed, a closer look at the values of the lagrangian solution
shows that on the boundary, it differs from the theoretic values in the same way as the
particulate solution.

RR n~4022
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Figure 7: Convergence history

As we explained the bad behavior of the algorithm with the uncontrolled use of interpo-
lations in the code, it’s of great interest to see what happens when this problem is avoided.
We can then use our periodic fortran 2D-code with 1D case-test. We have to say that in
this code, the values on the boundary aren’t weakly forced through a lagrange multiplier,
but are imposed.

3.3 The 1-dimensionnal periodic case

In order to use Roesch’s algorithm as its own, we have to find boundary data such that the
periodic solution and the solution in the box coincide. Using symetric arguments, we see
that it’s the case for the following initial and final densities :

P (%) = Xpo;2] + X217 5
p,{(.’lf) = X[%;%] )
plt,r) =1
The convergence history for those data is given in Figure 7, while Figure 8 shows the

results of both calculations : from the particulate method on the left, from our method after
a hundred iterations on the right.

The convergence history shows that the criterium slowly grows up after a hundred it-
erations. We can explain that by the fact that we took ¢; = 0 and boundary data which
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Particulate method Lagrangian method

Figure 8: Densities after 100 iterations

vanishes. So we can’t have the convergence property explained in section 2.6. The par-
ticulate method gives an unsmooth function, because the information given concerns the
location of the particules and we have to go back to the densities with a counting method.
We then lose precision in the reconstruction process. As in the previous subsection, we can
compare the results :

4

T I|peql
res
critt = o Ippliresal =753 x107°%,

foT fD pl|vz¢{1|2

(0, 0 2d
3 erity = [ 100i(0:2) p;(x)) L —9.99x 102,
fD P1 r))%dz
T ) T 2
(t,x) — dxdt
error = Jo Jp(pilt,2) - pit 2))*do =5.01 x 1072
{ fo I (P (¢, 2))2dzdt

In this case where the boundary data are discontinuous, they are badly approached by
the particulate method, while the convergence criterium for the lagrangian method is very
small. The difference between both methods is then of the same order as the particulate
criterium. Thus we can suppose that our method gives good results.
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4 2-dimensionnal numerical results

Our method seems to be able to compute generalized flows for which the number of phases
is finite. In the framework of fluid mechanics, 1-dimensionnal tests are not of primary
importance, and we are more interested in the study of 2-dimensionnal exemples. Moreover,
following the approach of [6], p, can be seen as a distance on the vertical axis. Then, our
2-dimensionnal model can be interpreted as a stratified 3-dimensionnal evolution model for
height constrained inviscid flows.

4.1 First tests

We present in this section numerical tests. The normalized space-time domain is discretized
using a regular 32 x 32 x 33 lattice. Initial and final densities are represented, and are
choosen to approach the ones used in [4]. It is then possible to see the qualitative difference
between the monophasic and the multiphasic optimal mass transport problems. There we
only present biphasic flows with equal weight coefficients for both phases (41 = p2), and
with a constant global density (1 = p = p1 + p2). The densities in the first phase are all
based on Gaussians densities or deformation of gaussians.

The parameters of the method are taken as e, = 0, e, = 0.001 and r =1

Convergence history shows the convergence criterium (48) along the iterations of method
ALG2. Convergence history even shows small erratic behavior after the first thousand
iterations.

Finally, we give for different time steps the level curves of p. The final value of p at time
step 33 always match pr.

4.1.1 Test 1

In order to avoid the periodic effects, this test presents a small translation of a gaussian
density. In such a case, the evolution of the density in the monophasic case is simply
a translation with a constant velocity. We see here that the top of the gaussian do not
translate with a constant velocity and that the gaussian is slightly diformed.

4.1.2 Test 2

We perform the translation and rotation of an elliptically deformed gaussian. Here we can
easily see the transfer of a small amount of mass across the periodic boundaries. Again, we
see that the velocity is not (mainly) constant.

4.1.3 Test 3

This test presents the largest possible translation (because of the periodic boundaries) for a
gaussian density. As in the monophasic case, the gaussian splits into four parts. In contrast
to the monophasic case where they were simply uniformly transfered on the edge of the
torus, the points of biggest densities here seem to take a slower start, then to speed up, and
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Figure 9: Convergence history

finally to slow down dramatically again. Maybe we can explain that by the fact that it’s
easier to travel when the other phase has almost the same “weight”.

4.1.4 Test 4

In this test, we still take the translation of a gaussian density, but the total density is now
varying with space and time. In the initial and final timesteps, we assume that the density
of the second phase constant. The global density is then the linear interpolation in time of
the extremal densities.

In the monophasic case, we could have use the following action :

K(p) = /D /OT Op(t, z)*dxdt .

Then the solution of the time-continuous mass transport problem would be the linear
interpolation of the initial and final densities. Therefore, we can see this this exemple as an
interpolation between the L? and the Wasserstein minimization problems. Indeed, for fixed
p1 and po, if the “mass” of the second phase is taken equal to zero, we obtain the linear
interpolation, while in the large, when this mass goes to infinity, the constraint on the first
phase is negligeable, and in the limit, we recover the solution of the optimal mass transport
problem.
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Figure 10: First density after 100 iterations
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Figure 11: Convergence history

4.2 A possible validation of the method

In this section, our goal is to see if the kinetic energy is really minimized, and if the opti-
mality equations are really computed. Those optimality conditions can be seen as evolution
equations :
[ O4va + (v.Ve)v+ =Vap =0,

8tpa + Vm-(pava) =0,

Ua(oa ) = vz¢g(x) y

\ pa(O, ) = Pg(-) .

Then a theoretical result allows us to construct some numerical examples :

Theorem 4.1. Let D = Z9/R?.

Let (90)aet, a1 € (C(DNM and (61)ac, a1 € (C¥(D))M .

Let p € C*°([0;T] x D) be a pressure field.

For every a € {1, ..., M}, we note (po,vq) the solution of the evolution equations (49).

Then for a small time, (pqy,vs) minimizes the kinetic energy (6) under constraints (7),

(8) and (9).
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Figure 12: First density after 100 iterations
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Figure 13: Convergence history

The proof of this theorem can be found in the first technical appendix. It mainly relies
on the fact that for small times, the velocities remain potential.

4.3 Exemple 1

In this section, we take the pressure equal to zero. The pressure is the lagrange multiplier
associated to the incompressibility constraint. Then we see that the phases would not “see”
each other. It means that both phases would have a “monophasic-style” evolution. Indeed,
in such a case, the characteristics are just straight lines, just as in the monophasic case.
Therefore, our results should match the monophasic results for each phase.

For the initial functions ¢%, we take :

¢ = %(sin(%rx) + cos(2my)) ,

82 (50)
3 =0.

The initial densities are both taken to be 1, and from the pressure and the initial velocity
field in the second phase, we see that the density is always equal to 1 in the second phase.
For those initial data (expressed in the appendix), the time condition simplifies. Here, we
should have ||D,,¢?|| T < 1. But the norm of D,,#? is easily shown to be 47%. We can
therefore take T' = 1.
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The theoretical density in the first phase can easily be computed using a newton method.
Once the theoretical densities in both phases are known, we can use the global density and
the final and initial densities as entries for our algorithm. We can then see the L2 norm of
the pressure and the relative L?> norm of the density in the second phase. The computations
are made on a regular 32 x 32 x 33 latice. After one hundred iterations, we find :

||pI|L2(Q) = 266 X 1074 5

llp2 = Tll12(q) = 232 x 1073

We can also see the convergence history on Figure 17 and the evolution of the density in
the first phase on Figure 18.

4.4 Example 2

Now we solve numerically the equations, and then compute the densities. The initial densi-
ties are both choosen equal to 1.

In this test, we take the following pressure :

p(t,z,y) = % cos(2nx) . (51)
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Figure 17: Convergence history

The initial functions ¢? are :

1
d)g(m,y) = 8? sin(27ry) ’ (52)

P(x,y) =0.

With those values, we compute that condition (56) is satisfied if ' < 0.62. But the
particles don’t cross at this time, and we can still take T' = 1.

The densities and the pressure are still well computed :

(h = P17 Iy _ 1.49 x 103
107 11 22(0)
o5 = P57 ll2@) _ 1.53 x 103
o5 N1 220
I _ . ref
Ilppfw — 170 x 1072
L e Nz
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Figure 19: Convergence history

The convergence history for both phases is shown on figure 19, while the evolution of the
first density can be seen on figure 20.

4.5 Example 3

As in the previous section, we use here a finite difference sheme to solve system (57). This
example is a little more complicated, but still shows good convergence properties. In this
test, the pressure depends on both space directions, and is taken as follows :

1
p(t,z,y) = o) cos(2nx) sin(27wy + %) . (53)

The initial functions ¢2 are :

1 .
¢ (z,y) = 1622 sin(27y) ,

. (54)
95 (x,y) = g cos(2rz) .

Just as in the previous exemple, we have a good recovery of the densities. The results for
the pressure aren’t that good, due to the fact that we take the relative error, and that the
pressure is very small. Therefore, a little L2-norm error can turn into a significant relative
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Figure 21: Convergence history

error. Moreover, the pressure was first used to compute the densities. Since the limit time
is taken very close to the time when the characteristics cross, the densities begin to have a
huge L*-norm. Therefore, the error in the first step of our computation, the evaluation of
the global density, can be quite big. The densities, however, aren’t so dependent on this first
approximation, since the global density is taken as data, while the pressure is forgotten.

The convergence history is shown on figure (21), while figure (22) attemps to show the
evolution of the whole fluid.

(k= o Nz _

” 3.25x 1072,
llp1 ||L2(Q)
lPs = P57 Nl22@) _ 398 x 10~2 .
1051 £2(Q)
o' =" o)
ey RE
L e NIz
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Appendix A : Proof of theorem 4.1

In this appendix, a proof of theorem 4.1 is given. We remind the content of the theorem :

Theorem 4.2. Let D = Z/R%.

Let be (00)arr...ar € (C¥(DNM and (60)acr, . € (CX(D)M.
Let p € C*°([0;T] x D) be a pressure field.

For every a € {1,..., M}, we note (pa,va) the solution of :

( Oyva + (v.Vo)v+ =Vep =0,
Otpa + Va(pava) =0,

ve(0,.) = vz¢g($) )

( £a(0,.) = pa(-) -

Let T > 0 and note X the largest eigenvalue of Dy.p in [0;T] x D.

Then under the condition that :

T? 2
sup  (IDaadglIT + A5 —Vd)e™™ <1, (56)

a€{l,..,M}

the solution of system (55) minimizes the kinetic energy :

M T
K(p,0) = 3 pia / /D palt, 2)|va(t, 2) 2dzdt
a=1

under constraints (7), (8) and (9).

Remark 4.3. Condition (56) is very restrictive. It’s sufficient to know that at each t < T,
the map X4 (t,.) is a diffeomorphism on the torus. In our numerical experiments, this is
always the case when the densities stay bounded. Therefore, we wouldn’t always respect
condition (56) in our applications.

Proof. First, we define the characteristics X, of system (55). These characteristics are
solutions of the following system :

dttXa(ta JE) = —”%va(t,Xa(t, ZU)) in [OQT] xD,
tha(O,Z') = Vz¢g($) in D ) (57)

Xo(0,2) =2 in D .
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Under our regularity assumptions on the data, which are much stronger than really
needed, we can apply the Cauchy-Lipschitz theorem, finding that for each x in D, the
differential equation (57) has a unique solution on [0;7]. Moreover, this solution is in
C>([0;T] x D).

Next, we show that for every fixed ¢ in [0;T], X,(t,.) is a diffeomorphism from D to D.
For every couple (¢,z) in [0;T] x D, we note :

Ya(t, ) = Dy Xo(t,2) ,

Ma(tax) = _u%[D$$p](t’Xa(t’m)) .

We have then :

j/.oc(t: -'L') = Ma(tam)ya(tam) )
ya(oam) = Dzw¢g¢(m) )
Ya(0,2) = Id .

Using taylor’s formula, we get :

t
Ya(t, ) —ya(0,2) =1 qubg + /0 (t— u)Ma(u,w)ya(u,m)du .

Let ¥(t,z) = ||yalt, z) — ya(0,2)|| . We have :
V(o) < ¢ Daadlll+ A fy (¢ = w)¥(t,u)du+ A [ (¢ = w)llya(0,2)]] ,

<t | Daadl |l + AL lyal(0, )| + A f1(t — w)T(t, z)du

IA

t | Daodll + AV + A [ (¢ —u)¥(t,x)du
Applying Gronwall’s Lemma, we get :

2 2
W(t,2) < (1Deadlll £+ ATV <1

The function “determinant” is continuous on the square matrix. Better, we know yet
that if | M|| < 1, then det(I + M) > 0. Therefore, we deduce from the last formula that for
every (t,z) in [0;T] x D, we have det(yq(t,z)) > 0.
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Looking at the function X,(t,.) as a function from R? to R?, we obtain :
Xo(t, 2 +n) = Xo(t, ) + n for every n in Z<. Moreover, X,(t,.) is of the class C*, proper,
and satisfies det(D, X, (t,2)) > 0 for every (t,z) in R?. We apply Hadamard’s Lemma,
obtaining that X, is a global C! diffeomorphism. Thus we deduce that v is defined on the
whole torus.

For the sake of simplicity, we only look at the 2-dimensionnal case (the arguments are
identical in higher dimensions). The curl is transported by the flow, satisfying :

Owa + (V4. Vi )we —wa Ve =0. (58)

So, we have :

diw(t, Xo(t,2)) — w(t, Xo(t, )V va(t, Xo(t,z)) =0 in [0;T] x D,
(59)
w(0,z) =0 in D .

Applying the Cauchy-Lipschitz theorem for system (59), we obtain the existence and
unicity of a solution on [0; T] for every z in D. But 0 is a solution. So the curl is everywhere
zero in [0; T] x D. Therefore, the velocity field is potential, that is :

o, V(t,z) € [0;T] X D,va(t,2) = Vida(t,z) . (60)

Moreover, simple calculation shows that those functions satisfy :

Oiba + 5|Vatal + =p=0 in [0;T]x D,
(61)
$a(0,.) = ¢%(.) in D .

Let (Pa;Da)a=1,.,m be some functions satisfying (8) and (9). The characterstic curves
are denoted respectively by g4 (.,.) and §u(.,.). We have :

/Q[pa(t, 2)01ba + palt, )| Vel |dudt

/ [Ba(t, 2006 + Pt 7). (£, 2)V s o] dudt
Q

/Q P2(@) Brbalt, Galt 2)) + Oa(t, 7).V oa t, Galt, 2))drdt
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— [ @ 060+ 5[V200P + L1t 0(t,2)
Q Mo

1, . N -
_§|atga(t7 'Z') - vw¢a(t7 ga(t7 .’E))|2 + |atga(t7$)|2

—M%(t, Ga(t, ) Ydodt .

Let Eq(pa,va) = / pa(t, )||va(t, 2)||>dedt. We have :
Q
~ 1 ~
Eot || A@H 00+ 5IVa60 + (65u(0,2)

0t ) — Vult, Galt, )| Ydade

= / pa(taw)[at¢a + |vx¢a|2 + ﬂ]d.Z'dt
Q Po
0 Db . _ P
+ /Q Pa(@)] ™ (t, §a(t, ) - (t, 9o (t, z))]dzdt

1
= Bat [ pa(t.0)0gn+ 5Vatal + LIt a)doit
Q [e3

D .
+ /Q L (1,0)(50 — pol(t, ) dadt

M
Noting that Z Pa=p= Po and summing up in « the previous equation, we obtain :

s

a=1
M M 1 M
Z ,u/aEa = ZH&EQ - 5 122°%
a=1 a=1 a=1

/Q p(2)|0:Ga(t, ) — Vada(t, Galt, z))|* dzdt .

And then :

M M ~
Y HaBa <) paEa.
a=1 a=1

This completes the proof of theorem 4.1.
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Appendix B : On practical facilities with the algorithm

A highly interesting issue would be to prove a global convergence result for the numerical
scheme as the discretization parameters go to zero. This seems to be difficult, since ALG2
has to be used in a hilbertian frame work, which is not the case in the infinite dimensionnal
problem. In the discrete problem anyway, we can prove the convergence of the algorithm to
a saddle point of the problem. This is done in [23] under uniform convexity assumptions.
As mentioned previously, we observe in practice that the discrete algorithm converges even
when €; is taken null. We give here a proof for this phenomenon, which is closely related to
the classical convergence proof for ALG2 given in [23].

Theorem 4.4. Assume that the following holds.
(i) The lagrangian L, as a saddle-point {¢,p,q,1}.
(1)) There ezists A > 0 such that for each a, lo = (pa, ma) satisfies

V(t,z) € Q, palt,z) 2 A

Then, if O™ satisfies
14++/5
2

the sequence ¢™, p™, q", 1™ computed in ALG2 is well defined and satisfies

{ F(q™) + G(¢"™,p") = F(q) + G(¢,p) ,
", p",q" 1" — ¢,p,q, 1",

0<déM=6<

T, (62)

{é,p,q,1*} being a saddle-point of L.. Moreover, depending on the discretization of the
problem, we can have [* = 1.

Proof. Following the proof of Theorem 4.2 in [23], we get :

(|I™,|g"|, |B(¢", p™)| are bounded ,

lim [B(¢",p") - ¢"| = lim [p" 5" | =0,
$ lim (F(&") +G(4") = Fla) + G(9) (63)

n— 00

G(¢") + (I, B(¢™,p")) 2 G(¢) + (I, B(¢,p))

[ F(¢") —(l,q") > F(q) — (I,9) -

Since Fjgx = 0, we have that :

VYn e N,(l,q) > (I,q")
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We also have that G(¢™) converges to G(¢) when n goes to infinity. We have then
(1, B(¢",p") — B(¢,p)) = G(¢) — G(¢"). Considering the fact that |B(¢",p") — ¢"| — 0,
we get :

liminf(l,q"™ —q) >0
n—oo

We then have (I,¢™ — ¢) converges to zero when n goes to infinity. Since the problem
is discrete, we just have to prove that for every point (I,¢™ — ¢q) converges to zero impluing
that ¢" converges to q. We use the following proposition :

Lemma 4.5. Let K be a closed convez set in R? and a,l two vectors such that :

a€eK

Ve € K\{a}, (I,z) > (I,a).

Let (un)nen be a bounded sequence in K such that lim (I,uy,) = (I,a), then u, con-

n—oo

verges to a as m goes to infinity.

Taking ¢ for a and applying the proposition, we get :

lim |¢" —¢|=0.
n—oo

We then get from (63) the convergence of B(¢",p") towards B(¢,p) and hence the
convergence of (¢™,p™) towards (¢, p) because B is injective and continuous (and therefore
has a closed range).

We have that |I"| is bounded, so we can extract a subsequence converging to [*, which
is easily seen to satisfy that {¢,p,q,*} is a saddle-point of L,.
Easy calculations using the definition of a saddle-point show that :
Go = (|m0¢|2 ma) _ (|m2|2 ’mZ
2027 pa 20527 i
Notating ¢, = (aq, ba), we see that both p, and p¥ are formally solution of the problem :

{ Btpa + V.(paba) =0
pa(0,.) = poa -

). (64)

(65)

Indeed, the discrete analogous of (65) holds. The resulting system depends on the dis-
cretization method. In our case, we used a finite differences scheme, and letting n tend to
infinity, injecting the pointwise equalities in Step C and in equation (64) in system (40),
(41), we get :
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PZ—;,IJ' - Pﬁ,z’,j i (bapa)?,—]l‘—l - (bapa)?jll,j i (bapa)i'c,—;l = (bapa)
ot bz by

k+1
Bj—1 _
=0,

66
pé,i,j = pg(m’lay]) ) ( )

Potii = Pal@iyj) -
Once we know b, this system has only one solution. We deduce then that I}, =, is the

only possible limit for {Z. It follows that all the sequence converges to {“. This completes
the proof of theorem 4.4.

Appendix C : From the biphasic to the monophasic case

In order to perform one more validation of the method, we can study the limiting case
in two phases, when one parameter goes to zero. This limit was often used during the
programmation, because it allowed a comparison with the monophasic code, which was
known to work. In this case, we expect that constraint (8) becomes :

pPL<p. (67)
In the case when the monophasic optimal map for the first phase is always smaller than g,

we expect a recovery of the monophasic results. This is confirmed by the following theorem :

Theorem 4.6. Let (p3¥",v%") the monophasic optimal couple from p? to pT. We define
L, :

T
Lipw) = [ [ ptol ) w

T
+r/ / pa(t, ) |va(t, )| *dzdt .
o Jp

Let (p},v]) the biphasic optimal couple for L,. Suppose that there exists 8 > 0 such
that :

V(t,z) € [0;T] x D, B < p{P'(t,x) < plt,z) - B,
(69)
V(t,z) € [0;T] x D, B < pi(t,x).

Then there exists an optimal couple (p,vt) for L such that :
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g — p weaklyx in L®(Q),
r—0
v — ol strongly in L% (Q) .

r—0

Proof : We know that p, is uniformly bounded in L*°(Q). We can then extract a
subsequence converging weakly * in L*°(Q) to a map p;. From [5], we have the following
lemma :

Lemma 4.7. Let (po, Mo = pave) be an optimal couple for L such that :
Pa (ta 'Z') >r,

a.e. for some constant r > 0. Then the kinetic energy
K= EZM palval’
2 ~ aMa a ’

is time-independent, and for every &y €]0;T/2[, there is a constant C = C(by) depending
only on 6y such that

T—6g
/6 [Vap] + 3 tapalleval® + | Duaf?)] < (1+ K)C .
0 «a

The kinetic energy of the solution of the minimization problem is clearly decreasing. We
have then that |v7|, |05 | and |DvY| are uniformly bounded in L% (]0; T[, L*(D)). Thus,
after extraction, v", strongly converges to v!, in L2 (]0;T[, L?(D)).

From 0p, + V,.(phv},) =0, Y, ph = 1, we have immediately :

67&/’51 + vw-(plav(lx) =0, Zpa =1.
«

We have p. > 6§ > 0 a.e. in ). We have :

L(p;) < Ly(py) < LT(POPt) .

We take a solution of equation 8;p+ V.7 = 0 in L?(Q) where p = p— p°P!. Then since
p > 6, we have :
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T ~ 2 ml2,
/ / )P < MMl _
o Jp At) 4

We deduce that L,(p°P') < L(p°?!) + rK. We have now that (p,,m,) is a minimizing
sequence for L.

Let € > 0. Since the kinetic energy is time-independent and the density p] are uniformly
bounded away from zero, we have :

5
)
//|v{(t,a:)|2da:dt+/ /|v{(t,x)|2dxdt<2—K.
o Jp (T—5T] /D B

We have then that for a § small enough :

6 T
/ / |v;(t,x)|2dmdt+/ /|v;(t,x)|2dmdt<e. (70)
0 D T—6 JD

T—§
We note L°(p,v) = /5 /D p(t, z)|v(t, z)|*dxdt. We have that for each ro, 71,72,

LO(p™,v"™) = L°(p",0"™) 2 [|pll = .-

From the strong L? convergence of v} to v} on the compact [§,7 — §] x D, we can fix a
7 such that for all » > 0, for all 0 < rg,71 <1,

L850, 05%) = (6, 00| < 1l (107 gy — 105 2o o) (1)
< |lpllze~e -

Since (p7,v7) is a minimizing sequence for L, there exists v such that :

VO <7 <w, |L(pf,v]) —I| <€, (72)

We fix 9 < 5. From the weak convergence of p} to p!, we get :

lim L% (o7, v7°) = L’ (py, v]°) - (73)
r—

From inequalities (70), (71), (72), and (73), we deduce that :

L(py,01) = I < (2+4 [|pllze=(@))e - (74)
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log10(crit(r))

L
25 3 3.5 4 4.5 5
—log10(r)

o
o
3l
[
.
o
N

Figure 23: Convergence history

Thus we have that (p!, v!) is an optimal couple for the monophasic minimization problem.
This completes the proof on theorem 4.6.

Remark : following some arguments of [5], we have the uniqueness of the optimal couple

for L. Then we have the global convergence of the sequence (p7,v}) to (p?*, voP").

Numerically, this convergence can be seen on figure 23. The densities used are the same
as those used in subsection 4.1.3. When r is very small, the convergence saturates.
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