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Un algorithme de points intérieurs et de BFGS pour
résoudre un probléme d’optimisation fortement convexe
avec admissibilité obtenue par pénalisation exacte

Résumé : Cet article présente et analyse un nouvel algorithme pour la minimisa-
tion d’une fonction convexe en présence d’un nombre fini de contraintes d’inégalité
convexes. Le lagrangien du probléme est supposé fortement convexe. L’algorithme allie
une approche par points intérieurs pour prendre en compte efficacement les contraintes
d’inégalité et une technique quasi-newtonienne pour accélérer la convergence. I.’admis-
sibilité des itérés est obtenue grice & l'utilisation de variables de décalage qui sont
progressivement ramenées & zéro par pénalisation exacte. La convergence globale et ¢-
superlinéaire de 1’algorithme est démontrée pour des paramétres de pénalisation fixés.
Lorsque le paramétre de pénalisation logarithmique tend vers zéro et que 'on a complé-
mentarité stricte, les itérés externes convergent vers le centre analytique de ’ensemble
des solutions.

Mots-clés : algorithme de points intérieurs, approximation quasi-newtonienne de
BFGS, centre analytique, convergence superlinéaire, itéré non admissible, méthode pri-
male-duale, optimisation convexe, optimisation sous contraintes, recherche linéaire, va-
riables de décalage et d’écart.
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1 Introduction

This paper introduces and analyzes a new algorithm for solving a convex minimization
problem of the form

{ min f(z), (1.1)

C(.’L‘) > 07

where f : R — R and ¢ : R* — R™ are continuously differentiable functions on
the whole space R". We assume that f is convex and that each component c(; of c,
for 1 < i < m, is concave. The feasible set of Problem (1.1) is then convex. The
algorithm combines interior point (IP) ideas for dealing with the inequality constraints
and quasi-Newton techniques for approximating second derivatives and providing fast
convergence. The motivation for introducing such an algorithm has been detailed in [2].

The main contributions of this paper are twofold. First, we improve the capabilities
of the primal-dual IP algorithm introduced in [2], by allowing the iterates to be infeasi-
ble. This property is useful when it is difficult to find a strictly feasible starting point.
In the proposed algorithm, feasibility and optimality are obtained simultaneously. The
iterates remain inside a region obtained by shifting the boundary of the feasible set and
their asymptotic feasibility is enforced by means of an exact penalty approach. This
one shifts back monotonically that boundary to its original position. By our second
contribution, we enlarge the class of problems that this algorithm can solve. The strong
convexity hypothesis that is necessary to settle the algorithm has been weakened. In-
stead of assuming the strong convexity of one of the functions f, —¢1), ..., —C(m),
as in [2], our analysis shows that it is sufficient to assume the strong convexity of the
Lagrangian of Problem (1.1). We believe that these contributions improve significantly
the applicability of the algorithm.

In our approach, Problem (1.1) is transformed, using shift variables s € R™, in an
equivalent form (see [9]):

min f(z),
c(z)+s>0, (1.2)
s=0.

The interest of this modification is that it is now easy to find an initial pair (z1,s1)
satisfying ¢(z1) + s > 0. Of course Problem (1.2) is as difficult to solve as (1.1), but
it is now possible to control the feasibility of the inequality constraints. In the chosen
approach, the inequality ¢(z)+ s > 0 is maintained throughout the iterations thanks to
the logarithmic barrier function, while the equality s = 0 is relaxed and asymptotically
enforced by exact penalization. Another key feature of this transformation is that the
convexity of the original problem is preserved in (1.2). This would not have been the
case if instead we had introduced slack variables § € R™ as in the problem

min f(z),

c(z) =3, (1.3)
s> 0.
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4 P. Armand, J.Ch. Gilbert, and S. Jan

With such a transformation, the positivity of the slacks would be maintained in the
algorithm and the constraint ¢(z) = § would be progressively enforced (see [5] for
example). The drawback of (1.3) in the present context is that the nonlinear constraint
cannot be viewed as a convex constraint, since the set that it defines may be nonconvex.
This is a source of difficulties, preventing the extension of the analysis carried out in [2].

Provided the constraints satisfy some qualification assumptions, the Karush-Kuhn-
Tucker (KKT) optimality conditions of Problem (1.1) can be written as follows (see |7,
14] for example): there exists a vector of multipliers A € R™ such that

Vi(z) - Alz)'A=0,

C(z)A=0 (1.4)

where V f(z) is the gradient of f at = (for the Euclidean scalar product), A(z) is the
m X n Jacobian matrix of ¢, and C(z) = diag(c()(z), - . , c¢(m)(T))-
We consider a relaxed barrier problem associated with (1.2):

{ min (cpu(:v, s) = f(z) — p 2 log (cay(x) + 8(z‘>))’ (1.5)

s =ry,

where ¢, is the barrier function parameterized by p > 0, the arguments of the logarithm
are implicitly assumed to be positive, and r, € R™ is a vector relaxing the equality
constraint of (1.2). There is nothing in 7, that is fundamental for the convergence of
the algorithm, and one could set r, = 0 (this is what is done in Sections 3 and 4,
actually). For its efficiency, however, it may be more appropriate to force the feasibility
progressively as p goes to zero (of course it is required to have r, — 0 when p — 0).
This topics is further discussed in the introduction of Section 5.

Let us go back to the barrier problem (1.5). Its optimality conditions can be written

Vf(z) = Az) A =0,
(C(z) + S)A = ue,
(c@v)lfl’- s,A) >0,

(L.6)

where S = diag(s(1),--- ,8(m)) and e = (1--- 1)" is the vector of all ones. Note that by
eliminating s in (1.6) and by setting r, = 0, one recovers the system (1.4), in which
the complementarity conditions C(z)A = 0 are perturbed in C(x)\ = pe, a frequently
used technique in primal-dual IP methods. We prefer keeping s in the system (1.6),
in particular in its second equation, since in the algorithm the iterate s needs to be
nonzero when the iterate z is infeasible, in order to ensure the positivity of ¢(z) + s.

Our primal-dual IP algorithm computes approximate solutions of (1.6) for a sequence
of parameters u > 0 decreasing to zero. For a fixed value of u, it uses a sequence of
quasi-Newton iterations for solving the first three equations of (1.6), using the BFGS
update formula. These iterations are called inner iterations, while an outer iteration is
the collection of inner iterations corresponding to the same value of u.

INRIA



A BFGS-IP algorithm for conver optimization 5

The global convergence of the quasi-Newton iterates is ensured by a backtracking
line-search on some merit function. A classical merit function associated with a con-
straint problem like (1.5) is the following exact penalty function:

Gu,a(l'a 5) = (Pu(xa 3) + 0'||S - TH”P?

where o > 0 is the penalty parameter and || - ||, is an arbitrary norm. Let || - ||, be the
dual norm associated with || - | ,:
|v]|, := sup v u.
flull p <1

It is well known (see [4, Chapter 12] for example) that, for convex problems, the penalty
function ©, , is exact (i.e., the solutions of (1.5) minimize ©,,), if

o 2 [ Aullp-

A property that plays an important role in our analysis is the convexity of ©,, ,. Starting
with Problem (1.3) instead of Problem (1.2) would have led to the merit function
f(@) —pX 7, log§; + ollc(z) — §||», which is not necessarily convex. This is another
way of motivating the choice of transforming the original problem (1.1) by using shift
variables instead of slack variables.

Since our algorithm generates primal-dual iterates, we have chosen, as in [2], to use
a primal-dual merit function by adding to ©,, a centralization term V,:

Yuo(T,s,A) = Oy q(z,8) + TV,(2,5,N),

where 7 is some positive constant and

VM(CC, S, )\) = )\T (c(.’E) + S) — W Z log ()\(Z) (C(Z)(.’B) + 3(z))> .

i=1

Since ¢ + t — plogt is minimized at ¢ = p, function V), has its minimal value at points
satisfying the second equation of (1.6).

The strategy that consists in forcing the decrease of v, , from (z,s, A) along a di-
rection d = (d*,d*,d*) can work well, provided d is a descent direction of Y- We
shall show that this is actually the case if d is a (quasi-)Newton direction on the system
(1.6) and if o is large enough: ¢ > ||A + d*||,, must hold. Satisfying this inequality
does not raise any difficulty, since it is sufficient to increase o whenever necessary. If
o is modified continually, however, the merit function changes from iteration to iter-
ation and it is difficult to prove convergence. In order to avoid the instability of the
penalty parameter, there are rules ensuring that either the sequence of generated o’s
is unbounded or ¢ takes a fixed value after finitely many changes. Of course, only the
latter situation is desirable. We have not succeeded, however, in proving that this situ-
ation actually occurs with our algorithm, despite the convexity of the problem and the
assumed qualification of the constraints (Slater’s condition). At this point, we quote
that Pshenichnyj [16, Theorem 2.4] has proven an interesting result on the stabilization

RR n® 4087



6 P. Armand, J.Ch. Gilbert, and S. Jan

of the penalty parameter, but with an algorithm that may require a restart at the initial
point when ¢ is updated. We did not want to go along this line, which is not attractive
in practice, and have preferred to assume the boundedness of the sequence of o’s. With
this assumption, we have been able to show that, for a fixed u, the whole sequence
of inner iterates converges to the solution to the barrier problem (1.5). This favorable
situation can occur only if the Slater condition holds.

The paper is organized as follows. Section 2 provides notation and tools from convex
analysis that are used throughout the paper. The quasi-Newton-IP algorithm for solving
the barrier problem is presented in Section 3, while Section 4 focuses on the proof of its
superlinear convergence. The last section describes the overall algorithm and provides
conditions ensuring the convergence of the outer iterates towards the analytic center of
the optimal set.

2 Background

In this paper, we always assume that R” is equipped with the Euclidean scalar product
and denote by || - || the associated £2 norm. Extending the algorithm to take into
account an arbitrary scalar product, which is important in practice, should not present
any difficulties.

A function is of class C' if it is continuously differentiable and of class C™! if in
addition its derivative is Lipschitz continuous.

A function ¢ : R® — R is strongly convex with modulus & > 0, if the func-
tion £(-) — £| - ||* is convex. When ¢ is differentiable, an equivalent property is
the strong monotonicity of its gradient, that is: for all (z,y) € R* x R™ one has
(VE(z) — VEW)) (2 —y) > kljz —y||? (for other equivalent definitions, see for example
[10, Chapter IV]).

Consider now a convex function f : R®* — RU {400} that can take the value +oo.
The domain of f is defined by dom f := {z € R" : f(z) < oo} and its epigraph
isepif = {(z,a) € R* xR : f(z) < a}. The set of such convex functions that are
proper (dom f # @) and closed (epi f is closed) is denoted by Conv(R"). The asymptotic
derivative of a function f € Conv(R") is the function f., € Conv(R") defined for d € R™
by

fio(d) = tim {@HTD =) _ g, @0 t+td)

t—+00 ¢ to+o0  t

where z( is an arbitrary point in dom f (see for example [10, Section IV.3.2]). It
follows immediately from this definition that the asymptotic derivative is positively
homogeneous and that f. (0) = 0. The concept of asymptotic derivative is useful since
it allows us to verify a topological property of compactness by a simple calculation: the
level sets of a convex function f are compact if and only if f. (d) > 0 for all nonzero
d € R" (see [10, Proposition IV.3.2.5]). A variant of this result is given in the following
lemma (see [17, Corollary 27.3.3]).

INRIA



A BFGS-IP algorithm for conver optimization 7

Lemma 2.1 If Problem (1.1) is feasible, then its solution set is nonempty and compact
if and only if there is no nonzero vector d € R* such that f1,(d) <0 and (—cg))n(d) <
0, foralli =1,... ,m.

The following chain rule for asymptotic derivatives is proven in [3, Proposition 2.1].
Let n € Conv(R) be nondecreasing and such that 7. (1) > 0, and let f € Conv(R") be
such that (domn) N f(R™) # (. Consider the composite function

g(x):{ n(f(w)) 1fx€c¥0mf,
400 otherwise.
Then g € Conv(R") and
/ ! : !
J(d) = { () ifd € dom gL, o
+o0 otherwise.

The subdifferential Of(x) of a convex function f: R* — R at z € R" is the set of
vectors g € R, called subgradients, such that: f'(x;h) > g'h, for all h € R?. Clearly,

x minimizes f if and only if 0 € 9f(z). If || - ||, is a norm on R™:
ved ) = vll, <1 and wlv=ul,, (2.2)
where the dual norm || - ||, was defined in the introduction.

Despite this paper essentially deals with convex issues, occasionally we shall have to
consider nonconvex functions, say ¥ : R* — R, having however directional derivatives.
If a point z minimizes 1, there holds 9'(z;h) > 0 for all b € R™. If, in addition, 9 is
of the form 9 = ¢ + f, where ¢ is differentiable at z and f is convex, then the latter
property can equivalently be written —V¢(z) € 0f(z).

3 Solving the barrier problem

This section presents step by step the ingredients composing the algorithm for solving
the barrier problem (1.5) for fixed p: Algorithm A,. In Section 3.1, we introduce the
basic assumptions for the well-posedness of the algorithm and draw some consequences
from them, including existence and uniqueness of the solution to the barrier problem.
Section 3.2 defines the direction along which the next iterate is searched. The next two
sections analyze the primal merit function ©,,, obtained by exact penalization of the
constraint of the barrier problem (Section 3.3), and the primal-dual merit function ), 4,
obtained by adding a centralization term to ©,, (Section 3.4). It is this latter function
that is used in the algorithm to ensure its robustness. Algorithm A, is finally presented
in Section 3.5.

In this section and in Section 4, we set the relaxation vector 7, of the barrier problem
(1.5) to zero:

RR n® 4087



8 P. Armand, J.Ch. Gilbert, and S. Jan

We shall see in Section 5, that there is no limitation in doing so, because a simple change
of variables will allow us to to recover the results of Sections 3 and 4 for the case when
7y, is nonzero. The optimality conditions of the barrier problem becomes

Vf(z) - Az)"A =0,
(C(z) + S)A = pe,

s =0,

(c(z) +s,A) > 0.

(3.2)

The Lagrangian associated with Problem (1.1) is the real-valued function £ defined
for (z,)) € R* x R™ by
Uz, \) = f(z) — Xe(z).
When f and c are twice differentiable, the gradient and Hessian of £ with respect to x
are given by

Vol(z, A) = Vf(z) — A(z)"A and V2 4(z,\) = V2f(z)— Z )\(,-)Vzca) (z).
i=1

The following formulee will be often useful in the sequel (from now on, we drop most
of the dependencies in z and A):

Tr)— T _16
ot = (T o3
_ (Vaspu(z,s) pAT(C+S)?
V2(PH(CC,S) - (/L(Cilfg)_QA M/L(C—FS)_Q > ) (34)

where

vgz@#(mv s) = viwe("ﬁa /‘(C_‘_S)ile) + /‘AT(C+S)72A'

3.1 The barrier problem

Our minimal assumptions refer to the convexity and smoothness of Problem (1.1).

Assumptions 3.1 The functions f and —c(;y (1 <4 < m) are convex and differentiable

from R" to R; and there exists A € R™, such that the Lagrangian £(-,\) is strongly
convex with modulus & > 0.

The second part of these assumptions is weaker than Assumption 2.1-(¢) in [2], which
requires the strong convexity of at least one of the functions f, —c, ..., —¢(m). For
example the problem of two variables min {z? : 1 — z3 > 0} satisfies Assumptions 3.1,
but not Assumption 2.1-(4) in [2].

We now derive three consequences of Assumptions 3.1. Lemma 3.2 shows that for
any positive multiplier A, £(-,A) is strongly convex. In turn, with some other mild
assumptions, this implies that Problem (1.1) has a compact set of solutions (Proposi-
tion 3.3) and that the barrier problem (3.1) has a unique primal-dual solution (Propo-
sition 3.4). For ¢t € R, we define t* := max(0, t).

INRIA



A BFGS-IP algorithm for conver optimization 9

Lemma 3.2 Suppose that Assumptions 3.1 hold. Then, ]iOT any A >0, {he Lagrangian
£(-, X) is strongly convex with modulus k = & min(1, )\(1)/)\?'1), .. ,)\(m)/)\g'm)) > 0.

Proof. It suffices to show that £(-, A\) — 3&/| - ||? is convex. One has

0z, \) — %n||:1:||2 = (1-5) 1) - (r- gx)TC(x) e (E(w,j\) - %R;HwHZ) .

The result then follows from the convexity of the functions f, —cq), ..., —¢(n) and
(-, N) — k|| - ||I?, and from the inequalities 1 > £ >0 and A — %5\ > — %5\4' >0. O

Proposition 3.3 Suppose that Assumptions 3.1 hold. Then, there is no nonzero vector
d € R such that fi(d) < 0o and (—c))eo(d) < 00, for alli=1,... ,m. In particular,
if Problem (1.1) is feasible, then its solution set is nonempty and compact.

Proof. Lemma 3.2 implies that £(-,e) is strongly convex. In particular, for all d # 0,
(L€)oo (d) = foo(d) + D781 (—¢(i))oo(d) = 4o0. The first part of the proposition
follows. The second part is then a consequence of Lemma 2.1. O

Proposition 3.4 Suppose that Assumptions 3.1 hold. Then the barrier function @, is
strictly convez on the set {(z,s) € R* x R™ : ¢(z)+s > 0}. Moreover if Problem (1.1) is
strictly feasible, then the barrier pmblem (3.1) has a unique przmal dual solution. This

one is denoted by Z,, := (:z;u,su,/\ ) and we have 5, = 0 and /\M = uC(&,) e

Proof. Assumptions 3.1 imply that for all z # 2z’ and « € (0,1), f(az + (1 —a)z') <
af(z) + (1 — a)f(z') and cp(az + (1 — a)z’) > aciy(z) + (1 — a)e ('), for all
i=1,...,m; and at least one inequality is strictly satisfied (otherwise we would have
laz + (1 — a)z',e) = alb(z,e) + (1 — a)l(z,e), contradicting the strong convexity of
I(-,e)). Now consider two pairs (z,s) # (¢/,s'). If z # ', then the strict convexity
of ¢, follows from the previous remark and the properties of the log function (strict
monotonicity and concavity). If z = 2/, then s # &, ¢(z) + s # c¢(2') + &', and the result
follows from the monotonicity and strict concavity of the logarithm.

To prove the second part of the proposition, note that the pair (&, §,,) is a solution to
the barrier problem (3.1) if and only if §, = 0 and £, is a solution to the unconstrained
problem min{¢,(z) : € R"}, where ¢,(-) := ¢u(:,0). To prove that this problem has
a solution, let us show that (¢,),(d) > 0 for any nonzero d € R™ (see Section 2). Let
us introduce the increasing function € Conv(R) defined by

[ —log(—t) ift<0,
n(t) = { +o00 otherwise. (3.5)

By using the chain rule (2.1) we obtain

($)oo(d) = foo(d) + 1) 1o ((—€(i)be(d) 5

=1

RR n® 4087



10 P. Armand, J.Ch. Gilbert, and S. Jan

with the convention that 7. (+00) = +oc. Since 7., (t) = 400 if ¢ > 0 and is zero
otherwise, and since f,(d%) > —00, (¢u)e(d) < 0 only if f (d) < 0 and (—c(;))oo(d) <
0 for all ¢ =1,... ,m. This is not possible by Proposition 3.3. The positivity of (¢,)5,
implies the compactness of the level sets of ¢,,. Now, the fact that ¢, is finite for some
point, implies the existence of a minimizer of that function.

The uniqueness of the solution (Z,,3,) follows from the strict convexity of ¢,.
Existence of the dual solution j‘u is a consequence of the linearity of the constraint
in (3.1) and its value is given by the second equation in (3.2). O

3.2 The Newton step

The Newton step (d?,d*,d*) € R* x R™ x R™ on (3.2) is a solution to

M 0 —-AT d* —V,t
AA A C+S d* | = | pe—(C+S)A |, (3.6)
0 I 0 d* —s

in which M is the Hessian of the Lagrangian V., £(z,A) and A = diag(A(1), .-, Aim))-
In the quasi-Newton algorithm that we consider, M is a positive definite approximation
to V2,£(z, ), obtained by BFGS updates.

The third equation in (3.6) determines d® uniquely:

d’ = —s. (3.7)

This makes it possible to eliminate d® from the second equation:

) E)-() e

Proposition 3.5 Suppose that M is positive definite and that (c(z)+s,\) > 0, then
the system (3.6) has a unique solution.

Proof. Writing
Q:=M+ ATA(C+S) A,

and eliminating d* from (3.8) give
Qd® = —V L+ AT (C+S)" (ne — CN). (3.9)
Since Q is positive definite, this equation determines d*, while d* is given by the second
equation in (3.8) and d® by (3.7). O
3.3 A primal merit function
An exact penalty function associated with (3.1) is the function ©, , defined by
Oo(@,8) := pu(e,s) + ollsp, (3.10)

where o > 0 is a penalty parameter and || - ||, is an arbitrary norm. The following
proposition focuses on the connections between the minimizer of this merit function
and the solution to the barrier problem (3.1).

INRIA



A BFGS-IP algorithm for conver optimization 11

Proposition 3.6 Suppose that Assumptions 3.1 hold. Then ©, , is strictly convex on
the set {(z,s) € R* x R™ : ¢(x)+s > 0}, its level sets are compact and it has a unique

minimizer, denoted by (Z,.5,8u,0). This one is characterized by the existence of S\N,a €
R™ such that:

sz(iu,m XAM,U) - 0,
(Ol )+ 8y0) o = pe- (3.11)
Apo € ad(| - ||P)(8H,0'))

(A(Zpe) + Su,0s Ape) > 0.

The vector 5\“,({ is uniquely determined and we note 2, » = (Zp,os 8,05 5\“,(,). Further-
more, if ¢ > ||Auollp, then 2,6 = 2, or equivalently o > |A,||,; in particular Problem
(1.1) has a strictly feasible point.

Proof. The strict convexity of ©,, follows from that of ¢, (Proposition 3.4). As
in the proof of Proposition 3.4, we show that the level sets of ©,, are compact by
proving that its asymptotic derivatives (0,,)5 (d*,d®) are positive for any nonzero
(d*,d?) € R* x R™. Using the function n defined in (3.5), one has (see (2.1)):

(O oo @7, %) = Fio(d®) + 1Y b (=)o) — ) + 0,
=1

with the convention that 5. (4+00) = 4o00. Since 7/ (t) = +o0 if t > 0 and is zero other-
wise, and since f/ (d*) > —oo, the asymptotic derivative (0, )5, (d”,d*) is nonpositive
only if fi(d%) < —o||d®||, and (—c())oo(d®) < df;y, for all i = 1,... ,m. According to
Proposition 3.3, this is not possible when d* # 0. This is not possible when d* = 0
either, since these inequalities would imply that (d*,d®) = 0.

The compactness of the level sets of ©, , and the fact that ©,, is finite for some
(z,s) satisfying ¢(z) + s > 0 imply the existence of a minimizer of that function.
Uniqueness follows from the strict convexity of © ..

The solution pair (£,,5,$,,0) is characterized by the optimality condition 0 € 00,
(Zu,05 8,0), which can also be written:

Voou(Zpo:dpo) =0 and  — Viou(Zue,8u,0) € 00(]| - [|5)(8p,0)-

Using (3.3), we obtain (3.11). The vector S\W, is uniquely determined by the second
condition in (3.11).

Suppose now that ¢ > ||A,x|l,- According to (2.2), the third condition in (3.11)
can also be written:

. T .
Muollp <o and A, ;840 = oll8u0llp- (3.12)
The generalized Cauchy-Schwarz inequality then provides 0|3, ||, < ||5\W7|| oll8uollps

so that §,, = 0. Hence Problem (1.1) has a strictly feasible point Z,, and Z,, sat-
isfies (3.2). Since the latter system characterizes the unique solution to the barrier
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~

problem (3.1), 2,, = Z,. Note that, when 2,, = 2,, A\yo = j‘u and the first in-
equality in (3.12) implies that o > [[A,||,; conversely, if o > ||A,||,, by definition of
%, (Proposition 3.4), one has V €(Z,, Ay) = 0, (C(£,)+Su)Au = pe, [[Aull, < o, and
)\Zéu =0||3,]l, (=0), so that 2, satisfies (3.11) and 2, , = 2,. O

In the following proposition we give a condition on ¢ such that (d%, d®) is a descent
direction of the merit function ©, ..

Proposition 3.7 Suppose that (x,s) satisfies c(z) + s > 0 and that M is symmetric
positive definite. Let (d®,d®,d*) be the unique solution of (3.6). Then

0}, o (z,s;d", d°)

2
- (d®) M - HA1/2(0+5)—1/2(Ad$+d8) + (0+dM)Ts — olls]l,. (3.13)

Moreover, if

o > || A+d* (3.14)

[’y

then (d*,d®) is a descent direction of ©,, at a point (z,s) # (&,,5,), meaning that
0, ,(z,s;d%,d*) < 0.

Proof. Using (3.3) and (3.7), the directional derivative of ©, , can be written
@L,a(m, s;d”, d%)
-
= (V/-pATC+8) ) & — (w(C+8) ') @ ~ o], (3.15)
From the first equation in (3.6):
Vf=—-Md® + A"(\+d). (3.16)
On the other hand, by multiplying the second equation in (3.6) by (C+S)™!, we obtain
n(C+S)"te = (A+d*) + A(C+8)"H(Ad® + d°). (3.17)
With (3.16), (3.17), and d° = —s, (3.15) becomes
Opo (@, 5;d%, d°)
T 1 T
- _(MduA A(C+8)~ (Ad”+ds)) &
A 1 T
- (()\+d ) + A(C+S) ™1 (Ad” + ds)) & — olls||,

2
—allsll,

— _(dz)TMdz+()\+d)\)TS_HA1/2(C+S)—1/2(Adw+d5)

2
< (@) M — [AV(C+S) A + )|+ (I, — o) sl
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A BFGS-IP algorithm for conver optimization 13

Formula (3.13) follows from this calculation.

When M is positive definite, the last inequality and (3.14) imply that the directional
derivative of ©,, is nonpositive. If ©), ;(z,s;d",d®) vanishes, then d* = 0 (by the
positive definiteness of M) and d* = 0 (since (¢ + s,A) > 0). Since (d?®,d*,d") is the
solution to the system (3.6), we deduce that (z,s, A + d*) is a solution of (3.2). Now it
follows from Proposition 3.4 that (z,s) = (£, §,). a

3.4 A primal-dual merit function

The merit function actually used in the algorithm is the function %, , obtained by
adding to ©, , a centralization term:

¢u,0($a37 )‘) = G)M,U("Eas) + TVM(:B7 8, )‘)a (318)

where 7 > ( is some positive constant and

Vulz, s, A) = AT (c(x)+s)—p Z log (/\(,-) (C(i)(.’l,‘) + s(i))).

=1

This term was already considered in [11, 12, 1, 8, 2|. Its role here is to scale the
displacement in A.
To simplify the notation, we denote by z the triple (z, s, A) and by Z the domain of

Yo
Z:={z2=(z,8,)) e R* x R" x R™ : (¢c(x)+s, ) > 0}.

We shall use the following derivatives:

AT (A= p(C+S)e)

VVu(z) = A—p(C+8) e (3.19)
c+s—pAle
and
VZV(2)  pAT(C+S) 2 AT
VVu(2) = | p(C+S)72A  p(C+S)~2 I |, (3.20)
A 1 pA~?
where

Vi Vu(z) = Z (A(i) -

The directional derivative of V, along a direction d = (d*, d*, d*) satisfying the second
equation of (3.6) (i.e., the linearized perturbed complementarity conditions) shows that
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14 P. Armand, J.Ch. Gilbert, and S. Jan

such a d is a descent direction of V:

VVu(2)'d
= (A— p(C+S)_le)TAd$ + (A — u(C+S)_le)Td8 + (c+s— uA_le)TdA
= (A—p(C+S) )" (Adz s+ A‘1(0+S)d’\)

= (A— /L(C-l—S)_le)TA_l (pe — (C+S)A)
= —(pe— (C+S)A) A™HC+S) ! (pe — (C+S)N)
= A48 (e - (C-l—S))\)H2 . (3.21)

The merit function v, , is not necessarily convex (see 2| for an example), but this
will not raise any difficulty, since it has a unique minimizer.

Proposition 3.8 Suppose that Assumptions 3.1 hold. Then, v, , has for unique min-
imiazer the triple 2, 0 = (L0, Spu,05 Au,o) given by Proposition 3.6.

Proof. Since (£,4,5,,0) is a minimizer of © 4:
Ouo(ZporSp0) < Ouo(z,s), forany (z,s) such that c(z)+s > 0.

On the other hand, since ¢t — t—pu logtis minimized at ¢ = p and since (by the perturbed
complementarity) u = (C(Z-)(:fcuyg) + (§u,o—)(i)) (Au,o) (i) for all index 4, we have

TVu(Zue) < 7Vu(2), forany z € Z.

Adding up the preceding two inequalities gives 9, +(2,0) < 9,0 (2) for all z € Z. Hence
2,0 minimizes ¥, .

We still have to show that 2, , is the unique minimizer of 9, ,. If z = (z,s, )
minimizes the nondifferentiable function v, ¥, ,(2;d) > 0 for all d or, equivalently,
Vie¥Puo(2) =0 and — (Vspu(z,s) + 7VsVyu(2)) € 00(| - ||5)(s). By (3.3) and (3.19),
this can be written:

Vf(z) = U+7)pA(@) (C(z)+5) e + TA(z) ™A =0
—(1+n)p(C(z)+S) te+TA+v =0
c(z)+s—pA~te =0,

for some v € dd(|| - ||,)(s). By the third equation above, A = u(C(z)+S) e, so that
A = v by the second equation. Then the previous system becomes

Vil(z,A) =0

(C(x)+S)A = pe

A€ ad(||-[l5)(s)-

By Proposition 3.6, z = 2, 4. O

We have seen with Proposition 3.7, that the quasi-Newton direction d solving (3.6)
is a descent direction of ©,,. According to the calculation (3.21), it is not surprising
that d is also a descent direction of v, ;.

INRIA



A BFGS-IP algorithm for conver optimization 15

Proposition 3.9 Suppose that z € Z and that M is symmetric positive definite. Let
d = (d®,d?,d") be the unique solution of (3.6). Then

2
Vholzrd) = —(@)Md” — |A2(C+S)2 A + )|+ Ok d) s = olsl,

—7 HA—l/2((J+S)‘1/2 (ne — (C+S))‘)H2 ;

so that, if o > ||)\+d>‘||D and z # Z,, d is a descent direction of ¥, ,, meaning that
Vo(2;d) <0.

Proof. We have ¢/, ,(z;d) = O/, ,(,s;d*,d*) +7VV,(z)"d. The formula for ¢/, ,(z; d)
thus follows from (3.13) and (3.21). Suppose now that ¢ > [|A+d*|,, then from the
generalized Cauchy-Schwarz inequality

2
P, o (zd) < —(d°) Md® - HA1/2(0+S)—1/2(Adw +d°)

. HA—I/2((J+S)‘1/2 (e — (CJFS))‘)H2 ’

which is nonpositive. If 4/, ,(z; d) vanishes, one deduces that d* = 0 (since M is positive
definite) and next that d* = 0 and (C+S)A — pe = 0 (since (¢(z) + s,A) > 0). Now,
using the second equation of (3.6), we obtain that d = 0. Since then, the right hand
side of (3.6) vanishes, (3.2) holds and z = 2, by Proposition 3.4. We have thus proven
that 1}, ,(2;d) < 0 if in addition z # 2. O

3.5 Algorithm A,

We can now state one iteration of the algorithm used to solve the perturbed KKT
system (3.2), with fixed u > 0. The constants w € ]0, %[ (Armijo’s slope), 0 < ¢ < ¢ <1
(backtracking reduction coefficients), 7 > 0 (centralization factor), and & > 0 (penalty
factor threshold) are given independently of the iteration index. At the beginning of
the iteration, the current iterate z = (z,s,\) € Z is supposed available, as well as a
positive scalar ooq (the penalty factor used in the preceding iteration) and a positive
definite matrix M approximating the Hessian of the Lagrangian V2 £(z, \).

ALGORITHM A, for solving (3.2) (one iteration, from (z, M) to (24, M;))
1. Compute d := (d®, d*,d*), the unique solution to the linear system (3.6).
If d = 0, stop (z solves the system (3.2)).

2. Update o using the following rule : if ooq > || A\ +d*| , +5, then o := o414,
else o := max(1.1 044, ||M+d||, + 7).

3. Compute a stepsize a > 0 by backtracking:

3.0. Set o = 1.
3.1. While z + ad ¢ Z, choose a new stepsize « in [£a, &' af.
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16 P. Armand, J.Ch. Gilbert, and S. Jan

3.2. While the sufficient decrease condition

Yuo(z + ad) <Py q(2) +wa Qpiw(z; d) (3.22)

is not satisfied, choose a new stepsize « in [€a, &'a].
3.3. Set z 1=z + ad.

4. Update M by the BFGS formula

M6S'™™M  yyT
M, :=M- STS + /75’ (3.23)
where 7 and § are given by
0=z —x and y:=Vyl(zy, A1) — Vl(z, Ap). (3.24)

At this stage of the presentation, the meaning of the steps forming Algorithm A, should
be quite clear. In Step 2, the penalty parameter oyq is updated into ¢ in order to
ensure that the direction d computed in Step 1 be a descent direction of 1, , (use
Proposition 3.9 and observe that at this stage, z # 2,). Then, the backtracking line-
search in Step 3 is guaranteed to find a stepsize a > 0 ensuring z + ad € Z and
satisfying the Armijo condition (3.22). In Step 4, the matrix M is updated into M, by
the BFGS formula to be a better approximation of the Hessian of the Lagrangian. As
usual, v € R” is the change in the gradient of the Lagrangian, with a multiplier fixed at
its new value A > 0. The matrix M, is positive definite, since v'6 > 0 by the strong
convexity of the Lagrangian (Lemma 3.2).

4  Analysis of Algorithm A,

In this section we prove that if p is fixed and if the sequence of penalty parameters
remains bounded, then the sequence of iterates converges g-superlinearly to a point on
the central path. Hence, in all this section, we assume:

Assumption 4.1 The sequence {0} generated by Algorithm A, is bounded.

By Step 2 of Algorithm A,, each time o} is updated, it is at least multiplied by a
factor not smaller than 1. Therefore, Assumption 4.1 implies that the sequence {0y} is
stationary for k large enough:

o = o for k large.

With Algorithm A, the boundedness of {0} is equivalent to that of {A; + dﬁ} A
limited number of experiments with Algorithm A, has shown that the latter sequence is
actually bounded when Problem (1.1) has a strictly feasible point (Slater’s condition).
Of course, if Algorithm A, converges to the solution to the barrier problem (3.1),
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A BFGS-IP algorithm for conver optimization 17

¢(2£,) > 0 and Slater’s condition holds, but we do not know whether this is a sufficient
condition for stabilizing the penalty factors.

The proof of convergence is organized in three stages. First, we show the global
convergence of the sequence {2} to Z,, the unique primal-dual solution to the barrier
problem (3.1) (Section 4.1). With the update rule of o, o > ||;\u||D and 2,, = Z,.
It is then possible to use the behavior of v, , around 2,, = 2, to show the r-linear
convergence of {2} (Section 4.2). This result is then used to show that the updated
matrix My, provides a good value Mydy along the search direction dj. This allows us to
prove that the unit stepsize is accepted by the line-search after finitely many iterations.
The g-superlinear convergence of {zx} then follows easily (Section 4.3).

4.1 Convergence

We denote by z1 = (21,81, A1) € Z the first iterate obtained with a penalty parameter
set to o and by

11),2 ={z€2Z: qu,a(z) < TPu,a(zl)}
the level set of 9, , determined by z;. We denote by

$u(2) = @u(x,s) + TVu(2) (4.1)

the differentiable part of 1, ..

The following Lemma gives the contribution of the line-search to the convergence of
the sequence generated by Algorithm A,. Such a result is standard when the objective
function is differentiable and finite-valued. It dates back at least to Zoutendijk [18]
(for a proof, see [6]). Since 9, , is nondifferentiable and takes infinite values, we prefer
giving a specific proof, which in fact is very close to the original one.

Lemma 4.2 Suppose that 1;“ is C11 on an open convex neighborhood N of the level

set i’?,, and denote by L the Lipschitz modulus of JL Then for any descent direction
d of Y, . satisfying d° = —s and for a determined by the line-search in Step 3 of

algorithm A, one of the following inequalities holds:
Yuo(z +ad) <4y q(2) — KOW’L,U(Z; d)l,

Y0 (25 d) 2

qu,a(z + Otd) < 1/’[1,0('3) - KO ||d||2 )

where K is the constant min (w, W)

Proof. If the line-search is satisfied with a = 1, the first inequality holds with Ky = w.
Suppose now that a < 1, which means that some stepsize @ satisfying éa < a < &'a
is not accepted by the line-search. This rejection of & may have two reasons. Either
z+ad ¢ Zor z+ad € Z but Y.(z+ad) > . (2) +wayy, ,(z;d). In the first case,
there exists & € Ja, @[ such that z + ad € N\L{ (N must be included in Z). Then

Yuo(z +ad) > Py qs(21) > Pue(2) > Pue(2) + wa ¢L,a(z; d).
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18 P. Armand, J.Ch. Gilbert, and S. Jan

If we set & := & in the second case, in either case, we have a > £a > €& and
Yo (2 + ad) > o (2) + way, ,(2;d). (4.2)

Using a Taylor expansion of {/;u, the Cauchy-Schwarz inequality, the Lipschitz continuity
of Vi, and & < 1:

qu,a(zj‘ O~“l) _dju,a(f)
= Yulz+ad) — Pu(z) +o(lls + ad’l[, — [|s][»)

~ 1 ~ ~ T
= &V¢M(Z)Td+/0 (V¢u(z+t&d)—%(z)) (ad)dt +o(||s — asll, — [|s]l,)
< &v&u(z)Td+/lLta2||d||2dt—aa||s||P
0

1
~Léa?||d||?.

Then (4.2) yields a lower bound on &:

L 21— w) (25 d)
o> : .
L s

Now, the sufficient decrease condition (3.22) is satisfied with «:

Yuo(z+0d) < tuo(z) —waly,,(zd)
< Puol(z) — wla |y, (2 d)

2 1_ ,(pl " ;d 2
Ve (2) = gw(L 2! M,IIEZEQ )| ’

IA

so that the second inequality holds with Ky = m|

2¢w(l—w)
SR

A consequence of the following lemma is that, because the iterates (z, s, A) remain
in the level set L7, the sequence {(c(z) + s, )} is bounded and bounded away from
zero. This property plays an important role to control the contribution of the IP aspect
of the algorithm.

Lemma 4.3 Suppose that Assumptions 3.1 and 4.1 hold. Then, the level set i?, 18
compact and there exist positive constants K1 and Ko such that

K < (c(z)+s,A) <Ky, forallze

Proof. Since V,(z) is bounded below by mu(l — log u), there is a constant K| > 0
such that @NU(:L‘ s) < Kj for all z € . By Assumptions 3.1 and Proposition 3.6,
the level set £ := {(z,s) : ¢(z) + s > 0 @u, (z,s) < K1} is compact. By continuity
of (z,8) — c(z) + s, {c(z) +s: (z,5) € E'} is compact, so that ¢(z) + s is bounded for
(z,s) € L', hence for z € LT It is now also clear that c(z) + s is bounded away from
zero for z € LD | because gou(x s) < K{ and f(z) is bounded below.

1,00
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A BFGS-IP algorithm for conver optimization 19

By the compactness of L', ©,, , is bounded below on L', hence V), is bounded above
on L7,. Now, from the form of the function ¢ — ¢ — plogt, one deduces that, for some
positive constants Ky and Kj: Kj < A (e () + 8¢;)) < Kj, for all z € LT and all
index ¢. Therefore, the A-components of the z’s in L7 are bounded and bounded away
from zero.

We have shown that Ei% is included in a bounded set. Hence, it is compact by
continuity of .. O

The search direction dj of Algorithm A, is determined by the system (3.6). This
one highlights the two aspects of the method: the IP approach is represented by the
matrices Ay and C(x)+Sk, while the quasi-Newton technique manifests itself through
the matrix Mj. One can view Lemma 4.3 as a way of controlling the contribution of the
IP approach; while the next lemma allows us to master what is supplied by the BFGS
updates. Lemma 4.4 claims indeed that, at least for a proportion of the iterations, there
are bounds on various effects of the matrices M}, on the displacement 6, (see Byrd and
Nocedal [6] for a proof). We denote by 6y, the angle between M6y and 6:

67 M6y,

cosly := —*————
|| M| |6
and by [-] the ceiling operator: [z] =4, when i —1 <z <i and i € N.

Lemma 4.4 Let {My} be positive definite matrices generated by the BFGS formula
using pairs of vectors {(x, 0x)}x>1, satisfying for all k > 1

Wbk > arl|8kl® and v 6k > azllvel®, (4.3)

where a3 > 0 and az > 0 are independent of k. Then, for any r € ]0,1[, there ezist
positive constants by, by, and b3, such that for any index k > 1,

IM565]1 (4.4)

by <cosf; and by < <
165l

for at least [rk] indices j in {1,... ,k}.

The next lemma shows that the assumptions (4.3) made on 75 and & are satisfied
in our context.

Lemma 4.5 Suppose that Assumptions 3.1 and 4.1 hold, and that f and c are of class
CbL. There exist constants a1 > 0 and ay > 0 such that for all k > 1

Yook > ar]|6kl|”  and 6k > as vkl

Proof. Let us first observe that, because 1), , decreases at each iteration, the iterates
generated by Algorithm A, stay in the level set [,1133?, and Lemma 4.3 can be applied.
According to Lemma 3.2 and the fact that A is bounded away from zero (Lemma 4.3),

the Lagrangian is strongly convex on £y, with a modulus £ > 0. Therefore

bk = (Val(zpi1, Mer1) — Vel @k, Mey1)) | (@1 — 7)) > |65 ]|
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and the first inequality holds with a; = k. The second one can be deduced from first
inequality and ||vx|| < K'||é]|, which follows from the Lipschitz continuity of Vf and
Ve, and the boundedness of A given by Lemma 4.3. O

We are now in position to prove that the sequence {2} converges to Z,. Since 2,
is strictly feasible, necessarily, this event can occur only if Problem (1.1) has a strictly
feasible point.

Theorem 4.6 Suppose that Assumptions 3.1 and 4.1 hold, that f and c are of class
CY, and that Algorithm Ay, does not stop in Step 1. Then, Algorithm A, generates a
sequence {zy} converging to Z, and we have o > |||, .

Proof. We denote by K, Kj, ... positive constants (independent of the iteration
index). Given an iteration index j, we use the notation

Cj 1= C(.’L‘j), Aj = A(a:j), . Cj = diag(c(l) (.’L‘j), ces ,C(m)(.’IIj)),
and  S; = diag((s5)(1),--- »(85)(m))-
The bounds on (¢(z)+s, A) given by Lemma 4.3 and the fact that f and c are of class

CY! imply that 1, given by (4.1) is of class C! on some open convex neighborhood of
the level set £7. For example, one can take the neighborhood

(o) o

where g : (z,s) — ¢(z) + s and O is an open bounded convex set containing £7% (this
set O is used to have ¢’ bounded on the given neighborhood).

Therefore, by the line-search and Lemma 4.2, there is a positive constant K] such
that either

"bu,a(zk—l—l) < ¢u,a(zk) - Kihﬁ;,a(zh dk)| (4'5)
or

Y0 (25 i) 2

AL (4.6)

"p,u,a(zk—i—l) < w,u,a(zk) - K{

Let us now apply Lemma 4.4: fix r € |0,1[ and denote by J the set of indices j for
which (4.4) holds. Since Algorithm A, ensures o > ||A; +d§‘||D +&, using Proposition 3.9
and the bounds from Lemma 4.3, one has for j € J:

Wholziidp)l > (@) M;d® + [[AY*(Cj+8;) Y2 (A2 + d5)|?
+rlIA; P (C+85) T AU(C+8)A; — ne)ll? + 5lisjl

A%

by _
b 1M1+ KK Ay + d)?

+ 7K 2 (Ci4S5) A5 — pell® + &Il ,»
Ky (1 M5d3 )7 + | Ajd% + d3I” + 11(Ci+85)A; — mell® + lls;l,) -

Y

INRIA



A BFGS-IP algorithm for conver optimization 21

On the other hand, by (3.6) and the fact that {s;} is bounded:

1> = 151> + N1 + 1>
1511 + [Is5]1* + [(Cj+55) " (e — (Cj+Sj)A; — Aj(AzdS +d3)) ||°

1 _ _
M1 + llsj | + 2K 7 1(Cj+55); — pel* + 2K K3 A;d5 + dj|*
2

IA

< Kj ([IM;d3])* + 1(Ci+8S5) A5 — pell” + 11 A;dF + dS11 + lIs;ll ) -

Combining these last two estimates with (4.5) or (4.6) gives for some positive constant
K} and for any j € J:

¢u,a(zj+l) - Tﬁ“,g(z]')
< —Kj (IM;aF |1 + 1(Cj+85)A; — pell® + [|A;dF + d3|* + [|s;ll,) - (4.7)

Now, since the sequence {%, ,(2x)} is decreasing (by the line-search) and bounded
below (by 1,.(24,0)), it converges and we deduce from the preceding inequality that
M;dj, (Cj+S;)Aj — pe, Ajdf +dj and s; tend to zero when j — oo in J. According to
the linear system (3.6), this implies that V 4(z;, A\j + dj‘) and (Cj+Sj)d§‘ tend to zero.
Therefore, d;‘ — 0 (Cj+5S; is bounded away from zero) and A(xj)Td;‘ — 0 (z; is in the
compact L7,). Finally Vz€(xj, A;), (C;+Sj)A\; — pe, and s; tend to zero. This means
that any limit point z of {z;};cs satisfies (3.2), i.e., z = Z,. Since {2;} remains in the
compact L7 (Lemma 4.3), the whole sequence {z;};ecs converges to 2.

Using the update rule of ¢ in Algorithm A,, we have o > ||5\“|| , and, thanks to
Proposition 3.6, 2, = 2, ,. Therefore {1, ,(2x)} converges to 9, +(£,0). In addition,
{1} remains in the compact L7 and 1, , has a unique minimizer 2, , (Proposition 3.8).
As a result, the whole sequence {2z} converges to Z,,. |

4.2 R-linear convergence

Knowing that the sequence {z;} converges to the unique solution 2, of the barrier
problem (3.1) and that 2, = Z,,, we can now study its speed of convergence. The
analysis of the ¢g-superlinear convergence in Section 4.3 requires that we first show

D llzk = 2ull < oo.
k>1

The convergence of this series results directly from the r-linear convergence of {z}:

limsup ||z, — 2N||1/k <1,
k—o0
which is proven in this section (Theorem 4.10). This one results from the strong convex-
ity of 9, » near 2, , (see Lemmas 4.7 and 4.9; it is therefore important to have 2, = 2, »
to take advantage of this convexity property) and from the contribution of the BFGS
and IP techniques summarized in Lemmas 4.3 and 4.4.
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Lemma 4.7 Suppose that Assumptions 3.1 hold. Then, the functions 1;“ and Py, o
are strongly convez in the neighborhood of any point z = (x,s,\) € Z satisfying the
centrality condition (C(z) + S)A = pe.

Proof. Let z € Z be a point satisfying (C(z) + S)A = pe. Using (3.4), (3.20), and the
fact that (C(z) + S)X = pe, the Hessian of 9, at z can be written

V2/{)EN(I) 37 )‘)
V2 (2, ) + (1+7)pAT(C+S) 24 (1+7)pAT(C+S) 2 TAT
= (1+7)u(C+8)24 (14+7)u(C+8)~2 1
TA I T~ (C+S)?

To establish that 1;“ is strongly convex in the neighborhood of z, it is enough to show
that the matrix above is positive definite. Multiplying this matrix on both sides by a
vector (u,v,w) € R* x R™ x R™ gives

w2 (2, Nu+ pl|(C+S) ™ (Au + v)|| + 7[|u 2 (C+8) ™ (Au + v) + p~ 2 (C+S)wlf?,

which is nonnegative. If it vanishes, one deduces that u = 0 (since V2,£(z, \) is positive
definite for fixed A > 0, a consequence of Assumptions 3.1 and Lemma 3.2), and next
that v = w = 0 (since ¢(z) + s > 0). Hence V?4),(2) is positive definite.

To extend this property to v, 4, it suffices to observe that 1), , is the sum of ’IZM and
of the convex function (z,s, A) — o||s]| . O

Lemma 4.8 Let a, o, and 8 be nonnegative numbers, such that a < aa'/? + 8. Then
a < a?+28.

Proof. If a < 3, the result clearly holds. Otherwise, a > 8 and squaring both sides of
a—pB<aa’? yields a? < o?a + 2af — B2. Since a > 0, the result follows. O

Lemma 4.9 Suppose that Assumptions 3.1 and 4.1 hold. Then there ezist a constant
a >0 and an open neighborhood N' C Z of 2, », such that for all z € N

allz — 2u,0||2 < @bu,a(z) - qu,o(éu,a)

1 .
— (IVat(a, I+ (CH)A — pell* + Is = 3uollp) - (48)

IN

Proof. For the inequality on the left in (4.8), we first use the strong convexity of v, »
in the neighborhood of 2, , (Lemma 4.7): for some neighborhood N C Z of 2, 4, there
exists a positive constant a' such that, for all z € N, 9,,5(2) > Ypuo(Zu,0) +5, 0 (Zue; 2 —
Zuo) + |z — Z,0]|*. Since 4, is minimized at 2,4, one gets 9, ; (2,052 — Zu,0) > 0.
Thus the inequality on the left in (4.8) holds on N with a = a’. _

For the inequality on the right, we first use the convexity of 4, (see (4.1)) near 2, ,
(Lemma 4.7), (3.3) and (3.19) to write

Yu,o(2) = Yuo(Buo) = {ﬁv;a(z) — Pu(uo) + ollsllp = 5uells)
V¢u(z)T(z - éu,a) +olls - gu,GHP

9" (2 = Zug) = X' (s = 8uo) +0lls — 8l

IA
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where Vb2, A) + (147)AT(C+S) " ((C+S)A — pe)
(14+7)(C+8) "L ((CH+S)X — pe)
TATL((C+S)A — pe)

g

For A in a neighborhood of A, ,, there exists a” > 0 such that

¢“70(z) - wu,a(éu,a) < gT(z - éu,a) + a"||s - S'u,aHp-

With the Cauchy-Schwarz inequality and the inequality on the left of (4.8):

¢u,o(z) - "ﬁu,o (éu,rr)

a

1/2
Yo (2) — o Gno) < lgl ( ) - d"ls = ol

Now Lemma 4.8 yields

s 1 .
Yo (2) = Yuo(Bua) < =lgll* +20"ls = Buoll-

The inequality on the right in (4.8) now follows by using the bounds obtained in
Lemma 4.3. O

Theorem 4.10 Suppose that Assumptions 3.1 and 4.1 hold, that f and ¢ are C'
functions, and that Algorithm A, does not stop in Step 1. Then, Algorithm A, generates
a sequence {z} converging r-linearly to z,,, meaning that limsupy_, ||z — 2M||1/k < 1.

In particular
D2k = 2ull < oo
E>1

Proof. We know from Theorem 4.6, that Algorithm A, generates a sequence {z}
converging to Z,. In addition ¢ > ||5\“||D, so that Z, = Z,, (Proposition 3.6).

Now, let us fix 7 € ]0,1[ and denote by J the set of indices j for which (4.4) holds.
Since d solves the linear system (3.6), one has for j € J

[Vat(as, )1
= |M;df — Ajd}|

IN

2
2 M| + 2| AT(Ci+85) 7" (e — (C+87)A; — Aj(4sE +a) |
and, with the bounds from Lemma 4.3, we have for some positive constant Kj:

IVe(zj, AP + 1(Ci+87)A; — mell” + lIs;ll»
< K (IMdZ|1” + 1(Ci+8S) A — pell” + | Ad5 + 211 + [Is;l ) -

We have shown during the proof of Theorem 4.6, see (4.7), that there exists a positive
constant K} such that for any j € J:

¢u,0(zj+1) - 7/Ju,0(zj)
< =K (IMGdF|1P + 1(Ci+85)A; — pell® + [|4;dF + d3||* + [|s;]l,) -
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Combining these inequalities gives for the constant K4 = K5 /K] and for any j € J:
Yuo(2i+1) < Puo(zj) = Ks (Vg M) + 1(Ci+8) x5 — pell + sl -

From the convergence of the sequence {z;} to 2z, and Lemma 4.9 (note that here §, , =0
since 2, , = Z,), there exists an index jo € J, such that for j € J and j > jo, 2; is in
the neighborhood N given by Lemma 4.9 and

qu,o(zj—kl) - ¢M,0(éu)
< Yuo(2i) = Puo(2u) — Ks (I Vel(zg, MNP + 11(Ci+85) A — nell® + 115l
< 7 (o (2) — Yo (2),

where the constant 7 := (1 — K4a)" is necessarily in [0,1[. On the other hand, by the
line-search, ¥u0(2k4+1) — Yuo(Zu) < Yuo(zk) — Yuo(24), for all k > 1. According to
Lemma 4.4, |[1,k]NJ| > [rk], so that for k& > jo: |[jo, k]NJ| > [rk] —jo+1 > rk—jo+1.
Let ko := [jo/r], so that |[jo, k] N J| > 0 for all k¥ > ky. By the last inequality, one has
for k > ko:
¢u,a(zk+1) - '(/]“70_('\“) < KAILTk;

where K} is the positive constant (¥,,,(2jo) — Ypuo(24))/70 /T, Now, using the
inequality on the left in (4.8), one has for all k& > ky:

1
. 1 NS Kj\? &
ok = 2l € = Cua(ors) ~ e G < (72) 7,

from which the r-linear convergence of {z} follows. O

4.3 (-superlinear convergence

Using shift variables s has a worth noting consequence. These ones are updated by
the formula sp1 = s + axd; = (1 — a)sg. Therefore, if the unit stepsize ap = 1 is
ever accepted by the line-search, the shift variables are set to zero, and this value is
maintained at all the subsequent iterations. If this event occurs, the algorithm becomes
identical to the feasible algorithm in [2], which has been proven to be g-superlinear
convergent (see Theorem 4.4 in [2]). As a result, to prove the g-superlinear convergence
of algorithm A, it is sufficient to show that ay =1 for some index k.

In Proposition 4.11 below we show that the unit stepsize is indeed accepted by the
Armijo condition (3.22), if the matrices My, satisfy the estimate

()" (M — M,) df > ol1df|”), (49)

where we used the notation Mﬂ = V2 AL(Z,, j‘u)- This one is itself a consequence of the
stronger estimate

(My — My)d§, = of||d])). (4.10)

Although Assumptions 3.1 are weaker than Assumptions 2.1 in [2], since 'y,l—ék > 0 still
holds, we can show that (4.10) holds using the same arguments that those of the proof
of Theorem 4.4 in [2].
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Proposition 4.11 Suppose that Assumptions 3.1 hold and that f and c are twice con-
tinuously differentiable near z,. Suppose also that the sequence {z} generated by Algo-
rithm A, converges to Z, and that the positive definite matrices My, satisfy the estimate
(4.9) when k — oo. Then the sufficient decrease condition (3.22) is satisfied with oy = 1
for k sufficiently large.

Proof. Observe first that the positive definiteness of M and (4.9) imply that
(d2)" My dE > K'||d¥)|%, (4.11)

for some positive constant K’ and sufficiently large k. Observe also that dy — 0 (for

di — 0, use (3.9), (4.11), V€(zy, A\x) — 0, and C(zg)A\p — pe). Therefore, for k large

enough, 2, and 2; + dj, are near Z, and one can expand 1, s(2; + di) about 2.
Decomposing ,,4(2x) = ¥u(2x) + 0||sk||», we have for k large enough:

Yuo(zk + d) — Puo(zr) — Wi, o (2k; di)
= Pz +di) — Pulzr) — wVu(2r) di — (1 — w)o skl
= (1 —w)Veu(z) Tdi + ldzv%u(zk)dk — (1= w)allskll» + o(lldx]I?)

1
= (5 - w) Vi (2) Ty + = (un(zk)Tdk - dTv%pu(zk)dk)
— (L= w)allsll, +olldell). (4.12)
We want to show that the latter expression is nonpositive when £ is large.
For this, we start by evaluating the terms Vzpu(zk)Tdk and dTVQQ/)u(zk) k- From
(3.13), (3. 21) and (3.6):

Vu(z) di

2
= (@) M — | A (Crr S T2 A+ )|+ k) T

2
= 7 || A2 Crr 8T (Ardt + i + AN Cut SN} |
= D+ (Metdi) sk, (4.13)

:

where

Dy 1= —(df) Mydf — (147) || 82 (ot 8) 72 (Agelf + )

—7 )‘A;1/2(Ck+sk)1/2d,§)(2 — 2r(Apdf + d}) " d}.

On the other hand, from (3.4) and (3.20) and a calculation very similar to the one done
in Lemma 4.7, one has

dy V24, (21 di
= (d}) "V llar, M)dg + (1+7)p]| (Cr+-Sy) H (Axdg + )|
+ 27 (Agdf + d3) " dy + Tl AL AN, (4.14)
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where Ay = (14+7)u(Cr+Si)~"e — 7Ay. Injecting (4.13) and (4.14) in (4.12), and using
(4.9), 2 — 24, and o > || A + dk||D, give

Vo (2 + di) — Yuo(zr) — Wi, o (25 di)
1 1, . N
- (5 - w> Dy = 5 (D) (Mg = V2 Ly, M) ) dF
1
+ 5 (147)(Apdg + d3)" ((Cr+Sk) > — (CitSk) " Ax) (Agdf + df)
T _ —
+ 5 (@) (mAF* = (CrtSpALT) d
+ (1= w) M+ d) sk — (1 — w)ollsell» + o(lldkl1*)

1
< (3-9) Dot =)+l - o)lael, +oflds])
1 2
< (5 —w) De+ollls]?).
To conclude, we still have to show that the negative terms in Dy, can absorb the
term in o(||dy||?). For this, we use the Cauchy-Schwarz inequality on the last term in

Dy, to obtain

97 ‘(Akdg + d;)ng‘

IN

2 H(Ck+Sk)_1/2A,1€/2(Akd§§ +dg)
14271

H(CHSk)l/?A‘l/zdgH

IN

H(CHS )20 (A

1+2¢ H (Ch +S’“)l/2A_1/2dAH

Then, for some positive constants K1, Kj, and K}, one has

1
D < —( w)TM & — - HAW (Cpt-8p) Y2 (Apde

—1/2 1/2 ,\H
1+2 (Cx+Sk) /°d

~Killdg|1® — K|l Ardi + di || — Kldz|*.

IA

For any € > 0:
|Apdf + dill* = [ Axdi|)? + 2(Ard}) "dj, + IIdiZII2
> || Adg|® — A+l Ardf]l® — —Ild 12+ N1z ”

> —e||Agl*lldf ||2+—||dk||2
Set now ¢ := K/ /(2K}|| Ax||?) to conclude that

eK!
Dy < ——1||d I - 2IIdeI2 K3ldy .
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This negative upper bound of Dy, can absorb the term o(||d|?). O

A function ¢, twice differentiable in a neighborhood of a point £ € R”, is said to
have a locally radially Lipschitzian Hessian at z, if there exists a positive constant L
such that for z’ near z, one has

IV2¢(z) — V?¢(2)]| < Lz — 2.

Theorem 4.12 Suppose that Assumptions 3.1 and 4.1 hold, that f and ¢ are C%!
functions, twice continuously differentiable near %, with locally radially Lipschitzian
Hessians at &,, and that Algorithm A, does not stop in Step 1. Then the sequence
{2z} = {(@k, sk, Ax)} generated by this algorithm converges to Z, = (juagwj‘u) with a
g-superlinear speed of convergence and, for k sufficiently large, the unit stepsize oy, =1
1s accepted by the line-search.

Proof. According to the observation made at the beginning of this section and the
previous proposition, we only have to show that the estimate (4.10) holds to guarantee
the g-superlinear convergence of zp — Z,. This can be done exactly as in the proof of
Theorem 4.4 in [2], using a standard result from the BFGS theory (see [15, Theorem 3|
and [6]). ]

A consequence of this result is that the g-superlinear convergence of {z;} does not
depend on the value of the positive factor 7 multiplying the centralization term V), in
the merit function.

5 The overall primal-dual algorithm

We have already mentioned at the beginning of Section 4.3 that, as soon as the unit
stepsize a = 1 is accepted by the line-search, all the iterates become strictly feasible.
This is because the shift variables are updated by the rule: s; = s+ ad® = (1 — a)s.
This is not necessarily an advantage. For some problems, it is difficult to find a point
satisfying the constraints, so that the property above becomes a drawback: for many
iterations the unit stepsize is not accepted. This may well slow down the speed of
convergence of Algorithm A,

To prevent this effect from occurring, one can relax the constraint s = 0 of Problem
(1.2), substituting it into s = 7, as in the barrier problem (1.5). The function r :
p € [0,+o00[ — 7, € R™ is supposed to be continuous at . = 0 and to satisfy o = 0.
To overcome the difficulty mentioned in the previous paragraph, it is natural to take
ry > 0, although this is not required by the analysis below. An example of relaxation
vector is 7, = (p/pt)s'. In this approach, feasibility in Problem 1.1 is only obtained
asymptotically.

Let us mention that the results of Sections 3 and 4 are still valid when 7, # 0, since
 is fixed in these sections and the constraint s = 0 can be recovered in Problem (1.5)
thanks to the substitutions

c(z) = c(z) —ry and s — s+,
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We can now describe the overall algorithm. We index the outer iterations with
superscripts j € N\{0} and note 7 = r,;. At the beginning of the jth outer iteration

an approximation z{ := (x{, s{, /\{) € Z of the solution 2 of (1.4) is supposed available,

as well as a positive definite matrix M{ approximating the Hessian of the Lagrangian.
Values for the penalty parameters p? > 0, for the relaxation vector 7/ € R™, and for a
precision threshold € := (e{ ,€x,€2) > 0 are also known.

ALGORITHM A for solving Problem (1.1) (one outer iteration)

1. Starting from z{, use Algorithm A, until 27/ := (29,57, \) satisfies

IV f(ad) — AN < &
|(C)+57)N — ie| < e (5.1)
Ilsf — ], < é.

2. Set the new penalty parameters w1 > 0 and ¢/*! > 0, the precision
thresholds e/1! := (G{H,eﬁ“,eg“) > 0, and the new relaxation vector
1) such that {u/}, {¢/}, and {rf} converge to zero when j — oc.
Choose a new starting iterate z{H € Z for the next outer iteration, as
well as a positive definite matrix Mf +

The following lemma gives an over-estimate of the function value at an outer itera-
tion.

Lemma 5.1 Suppose that Assumptions 3.1 hold. If (x7,s7, M) satisfies (5.1), then for
any x € R*, one has

F@) < f(@) — )T (c(@) + s7) +m2ed + mp? + |27 — . (5.2)

Proof. Using the convexity of the Lagrangian: £(z?, ) 4+ V 4(z?, M) (z — ) <
L(xz,N), for any x € R™. Therefore, the first criterion in (5.1) yields

f@) < fz)— N)Te(@) + (X)) e(z?) + € |27 — | _
< f@) = W) (e(@) +87) + (V)T (e(z?) + 87) + € ||27 — |-

Now with the second criterion in (5.1):
M) (e(@?) + s7) = " ((C(a?) + ST N — pie) +mpd <m2el +mpd.

The result follows from these last two inequalities. a
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Theorem 5.2 Suppose that Assumptions 3.1 hold and that f and c are C' functions.
Suppose also that Algorithm A generates a sequence {27}, which means that the stopping
criteria (5.1) can be satisfied at every outer iteration. Then, depending on the problem
data, the following situations occur:
(i) The limit points z := (Z,5,\) of {#?}, if any, are such that 5 = 0 (in fact all
the sequence {s} — 0) and (Z, ) is a primal-dual solution to Problem (1.1).
(i) If Problem (1.1) has no feasible point, |z7|| — oo and || M| — oo. _
(i43) If Problem (1.1) has a feasible point and Algorithm A takes v9 > 0 and s] > 0,
the sequence {7} is bounded and its limit points are feasible.
(iv) If the Slater condition holds, the sequence {z’} is bounded, so that {2’} has
indeed a limit point that satisfies the properties given in point (i).

Proof. Let Z be a limit point of {z/}. Taking the limit in (5.1) shows that 5 = 0
and that (Z,\) satisfies the KKT conditions (1.4). Therefore, (Z, ) is a primal-dual
solution to the convex problem (1.1). Point (7) is proven.

Before proceeding with the other points, let us show the following intermediate
result, which will be used three times. Suppose that, for some subsequence of indices
J, ||z7|| — oo when j — oo in J. Then ||M| — oo when j — oo in J and, for any point
T e R

(i€ {1,...,m}) (3 subsequence J' C J) (Vj € J') ciy)(Z) + S{i) < 0. (5.3)

Indeed, define #/ := ||z/ — Z||, which is nonzero for j large in J. One has #/ — oo when
j— ooin J, and & := (27 — %)/t — d # 0 for some subsequence Jy C J. Since
—c(2’) < 87 and {s’} tends to zero, we have (—c(;))to(d) <0, for all 4 =1,... ,m. Tt

follows from Proposition 3.3 that f. (d) = +00. On the other hand, dividing both sides
of inequality (5.2) by #/ provides

f@) = @) ) (e@) +s)  mid+mpl el — &
t = t + i te v
The left hand side tends to f. (d) = +00 when j — oo in Jy, while the last two terms
in the right hand side tends to zero. Therefore ||| — oo when j — oo in Jy (even
more rapidly than #/) and, since A’ > 0, (5.3) must hold. By applying the result just
proven to any subsequent of J, we see that {\ }jes cannot have a limit point, so that
|M|| — oo for 5 — oo in all J.

Consider now point (4¢), assuming that Problem (1.1) is not feasible. Then, the
sequence {2’} cannot have a limit point Z, otherwise the limit in ¢(z?) + s/ > 0 for
an appropriate subsequence would imply that Z is feasible for Problem (1.1). Then
|27]| — oo. Also || ]| — oc by the intermediate result proven above.

Consider now point (44i) and let Z be feasible for Problem (1.1). The nonnegativity
of r7 and s7 imply that s7 > 0. Indeed, during the jth outer iteration, the shift variables
are updated by s := s—a(s—77) = (1—a)s+ar’; hence s, is nonnegative by induction

and so is s/. Then (5.3) cannot hold (because c(;)(Z) > 0 and szi) > 0). Hence {7} is
bounded by the intermediate result. On the other hand c¢(z?) + s/ > 0 and s7 — 0, so
that the limit point of {77} are feasible.
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Consider finally point (iv), assuming that Problem (1.1) has a strictly feasible
point Z. Since ¢(#)+s? > 0 for large 5, (5.3) cannot hold, which implies the boundedness
of {z7}. We still have to show that {\} is bounded. We proceed by contradiction, as-
suming that |[|M|| — oo for 5 — oo in some subsequence J. Then, for some subsequence
J' C J, the bounded sequence {(z7, M/||M||)}jes converges to (Z,A), say. Dividing the
first two inequalities in (5.1) by ||| and taking limits when j — oo, j € J', we deduce
that A > 0, A(Z)"A = 0 and (X)"¢(z) = 0. Using the concavity of the components of ¢
and the strict feasibility of Z, one has

o(z)+ A(Z)' (£ — ) > ¢(2) > 0.

Multiplying by A, we deduce that (A)T¢(2) = 0, and thus A = 0, which is in contradiction
with ||A] = 1. O

We now exhibit conditions ensuring that the whole sequence of outer iterates {27}
converges to the analytic center of the primal-dual optimal set. To get that property,
it is necessary to assume that the Slater condition is satisfied.

Assumption 5.3 There ezxists x € R" such that c(z) > 0.

Let us first recall the definition of analytic center of the optimal sets which, under
Assumptions 3.1 and 5.3, is uniquely defined. We denote by opt(P) and opt(D) the
sets of primal and dual solutions to Problem (1.1). The analytic center of opt(P) is
defined as follows. If opt(P) is reduced to a single point, its analytic center is precisely
that point. Otherwise, opt(P) is a convex set with more than one point. In the latter
case, the following index set

B := {i : 3% € opt(P) such that c;;(Z) > 0}

is nonempty (otherwise, for any A > 0, the Lagrangian #(-, \) would be constant on
a segment of optimal points, not reduced to a single point, which is in contradiction
with Lemma 3.2). By concavity of ¢, {# € opt(P) : ¢g(Z) > 0} is nonempty either.
The analytic center of opt(P) is then defined as the unique solution to the following
problem:

 max, (Z log c(i)(:c)) . (5.4)

cp(#)>0 1€EB

The fact that this problem is well defined and has a unique solution is highlighted in
Lemma 5.4 below. Similarly, if opt(D) is reduced to a single point, its analytic center
is that point. In case of multiple dual solutions, the index set

N := {i : 3) € opt(D) such that ;\(i) > 0}

is nonempty (otherwise opt(D) would be reduced to {0}). The analytic center of opt(D)
is then defined as the unique solution to the following problem:

max (Z log 5\(1-)) . (5.5)

Aeopt(D) ‘
An>0 1EN
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Lemma 5.4 Suppose that Assumptions 3.1 and 5.3 hold. If opt(P) (resp. opt(D)) is
not reduced to a singleton, then Problem (5.4) (resp. (5.5)) has a unique solution.

Proof. The proof of this lemma is very similar to the one of Lemma 5.2 in [2], although
Assumptions 3.1 and 5.3 are weaker than Assumptions 2.1 in [2].

Counsider first Problem (5.4) and suppose that opt(P) is not a singleton. We have
seen that the feasible set in (5.4) is nonempty. Let £y be a point satisfying the constraints
n (5.4). Then the set

{gz : & € opt(P), cp(£) >0, and Y logci(#) > > log c,-(:?:o)}

1€EB 1€EB

is nonempty, bounded (Proposition 3.3) and closed. Therefore, Problem (5.4) has a
solution. To prove its uniqueness, suppose that £; and %9 are two distinct solutions to
Problem (5.4). Then, any point in the nontrivial segment [Z1, 2] is also optimal for
this problem, so that, by the strict concavity of the log, c¢p has a constant value over
the segment. On the other hand, f is also constant on the segment (which is contained
in opt(P)), as well as c;y for i ¢ B (which vanishes on the segment). It follows that
the Lagrangian has a constant value over a nontrivial segment, a contradiction with its
assumed strong convexity.

Using similar arguments (including the fact that Assumption 5.3 implies the bound-
edness of opt(D) and the fact that the objective function in (5.5) is strictly concave),
one can show that Problem (5.5) has a unique solution. ad

By complementarity (i.e., C(2)A = 0) and convexity of problem (1.1), the index sets
B and N do not intersect, but there may be indices that are neither in B nor in N. It is
said that Problem (1.1) has the strict complementarity property if BUN = {1,... ,m}.

Theorem 5.5 Suppose that Assumptions 3.1 and 5.3 hold and that f and ¢ are C'
functions. Suppose also that Problem (1.1) has the strict complementarity property and
that the sequences {r’} and {€’} in Algorithm A satisfies the estimate 7 = o(p?) and
¢/ = o(i). Then the sequence {#'} generated by Algorithm A converges to the point
2o = (&0, 0, )\0) where Iy 1s the analytic center of the primal optimal set and )\0 is the
analytic center of the dual optimal set.

Proof. Let (,)) be an arbitrary primal-dual solution of (1.1). Then # minimizes
£(-,A) and A'e(2) = 0, so that

F(@) = £(#,2) < Uo7, X) = f(27) = Ae(a?)
and with the upper bound of f(z7) given by inequality (5.2), we obtain

—ATe(a?) = (W) (e(@) + 87) + mEel +mp? + e |la7 — 2]

0 (c
< —ATwd — (W) Te(@) + (A= N)Ts? +mee +mp? + el||27 — &),

IA
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where w’ := ¢(27) + s/. According to Theorem 5.2, {27} and {M} are bounded, and by
definition of B and N: cg;y(#) =0 for i ¢ B, and Ay = 0 for i ¢ N. Hence

Arvwd + (M) Ten(@) < mud + O(|lél]) + O(|s7)).

Now, using s/ = O(||€/||)+O(||7?||) from the third criterion in (5.1), and the assumptions
7 = o(p?) and € = o(u?), we obtain finally

Ml + () Ten (@) < mpd + o(?). (5.6)

We pursue by adapting an idea used by McLinden [13] to give properties of the
limit points of the path p +— (&, 5\“). Let us define IV := AJw/ — pJe. One has for all
indices 4:

W+ T,

Substituting this in (5.6) and dividing by u/ give

>

i€B w

3 Ao W +IYn
)\J /LJ

€N (%)

ey (@) 1 +1Y

j J
@ M

® <t

w

By assumptions, ¢/ = o(u?), so that the second inequality in (5.1) implies that ng) =

o(p?). Let (29, X0) be a limit point of {(27,\)}. Taking the limit in the preceding
estimate yields

Ai ) (@
LGNS OGP
iEN (R0)Gi) i€B C(i)(xo)

Necessarily cg(#9) > 0 and (;\0) N > 0. Observe now that, by strict complementarity,
there are exactly m terms on the left-hand side of the preceding inequality. Hence, by
the arithmetic-geometric mean inequality

M) ) ( C(i)@)) <1
(zle_zlv (M) g; ciy(®0) ) ~

(H 5‘(z‘)) (H C(i)(£)> < (H (5\0)(z')> (H C(z’)(io)) :
tEN t€EB tEN t€EB

One can take Ay = (Ao)n > 0 or ¢5(2) = cp(do) > 0 in this inequality, so that

IT cor@ < I ew(@) and [T Aw < I Qo)

1€B i€B 1EN 1EN

This shows that 2 is a solution of (5.4) and that Ag is a solution of (5.5). Since the
problems in (5.4) and (5.5) have a unique solution, all the sequence {z/} converges to
#o and all the sequence {\} converges to . O
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