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Un cadre hilbertien pour le probleme de
Monge-Kantorovich continu en temps.

Résumé : Dans [1], une reformulation en temps continu a été introduite pour résoudre le
probleme de Monge-Kantorovich. Mais bien que la méthode décrite, basée sur un Lagrangien
augmenté, suppose un cadre de travail Hilbertien, les calculs présentés étaient purement
formels. Le probleme Hilbertien manque de coercivité, et il est nécessaire d’utiliser les
résultats récents effectués dans le domaine du transport de masse pour montrer I’existence
d’un minimiseur. Apreés cette premiere étape, et en supposant que la densité optimale reste
strictement positive, nous prouvons ’existence de points-selles pour les deux Lagrangiens
définis en [1], avant de montrer la convergence de la méthode numérique.
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In [1], a computational fluid dynamic style reformulation is introduced to solve the
classical Monge-Kantorovich problem. Though the described augmented Lagrangian method
involves an Hilbertian framework, the discussion was purely formal. Taking advantage
of the recent progress in the optimal transport theory [4],[5],[6],[10] and despite the lack
of coercivity of the Hilbertian problem, we establish an existence result. Then under a
reasonable assumption of positivity for the density, we prove the existence of saddle-points
for both Lagrangian defined in [1], and finally prove the convergence of the numerical method.
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4 Kévin Guittet

Introduction

Given two non-negative density functions py and pr on R? satisfying the compatibility
condition

[ @)z = [ priyia, (1)
R4 R4
a map M is said to transport pg to pr if, for any bounded subset A of R?,
/pT(a:)da: :/ po(z)dz . (2)
A M(A)

Then the Monge-Kantorovich problem (MKP) consists in finding a map M transporting pg
to pr and minimizing the cost

[ M@ P m(a)ds. (3)

The problem of the existence and the characterization of the optimal map has been solved
in [2] by Y. Brenier, who showed that the optimal map is the gradient of a convex potential.
This result has been then extended in the case of more general cost functions in [8] and in
the case of more general geometries in [10]. From a numerical point of view, the computation
of the optimal map seems to be a challenging problem (see [1] for a brief review of existing
methods). In their work [1], J.D. Benamou and Y. Brenier used an artificial (time) variable
to linearize the constraints (2). Then an augmented numerical resolution of the resulting
problem was presented. Although the optimal mass transport problem is naturally set up
in the frame of probability measures and continuous test functions, the augmented method
used in [1] is largely of Hilbertian nature. In order to prove the convergence of the method,
it is therefore natural to study the optimal mass transport problem from an Hilbertian point
of view. To achieve this goal, we use the regularity theory developed for the optimal mass
transport problem by L.A. Caffarelli in the case of convex bounded domains and recently
extended by D. Cordero-Erausquin in the case of the flat torus T? = R?/Z%. As in [1], we
will consider only the case of the torus, which simplifies considerably the analysis. Now we
define the time-continuous Monge-Kantorovich problem :

Let T? be the d-dimensional unit cube with periodic boundary and define @ = [0;7] x T¢.
In this study, we note

H(Q;div) = {f € L)' s.t. Vio.f € L*(Q)} (4)

V(Q) ={f € L*(Q)" s.t. |Vea-fllra) = 0} - (3)

INRIA



An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 5

Given two densities (pg, pr) in L?(T?) satisfying the compatibility condition (1), the time-
continuous Monge-Kantorovich problem (TCMKP) is to minimize

/ /T ) |7;/|)2d dt (6)

over all pairs (p,m) in V(@) satisfying the boundary conditions

p(0,.) = po in L*(T%),

(7)
p(T,.) = pr in L*(TY) .

We denote by E(po, pr) this minimum.

Remark 0.1. The link between the (MKP) and the (TCMKP) may be unclear. It is used
as a important tool in the proof of the main theorem of section 1, for which we refer for
some more explanations.

In this paper, our aim is to derive a rigorous Hilbertian theory for the (TCMKP), and to
prove the convergence of the augmented Lagrangian method used in [1]. Then section 1
deals with the well posedness of the Hilbertian problem. Under fairly general hypotheses
on the data, we show the existence of a minimizer of the (TCMKP), and link the optimal
cost E(pg, pr) to the Wasserstein distance between py and pr. In section 2, we look at
the Lagrangian formulation of the (TCMKP) and prove an abstract existence result of a
saddle-point. Since this Lagrangian (L) is the starting point of the numerical method, we
expect this result to be an important step when looking for a convergence result. Then the
purpose of section 3 is to get more informations on the saddle-point. Precisely, we show
that the Lagrange multiplier of the mass conservation constraint is linked to the optimal
pair (p*,m*). Then we remind the second Lagrangian (£) introduced in [1], and use the
saddle-points of L to characterize the saddle-points of £. We get therefore an existence result
for a saddle-point of £. Finally, section 4 presents a convergence result for the numerical
algorithm. This result may be unexpected since some of the classical assumptions required
for convergence are not fulfilled.

1 Well posedness of the Hilbertian problem

In this section, our main result is the existence of a minimizer of the (TCMKP) and the
characterization of the optimal cost E(pg, pr). Those results are summarized in the following
theorem.

Theorem 1.1. Assume that the time-boundary data py and pr satisfy the following prop-
erties
Vee T, 0<a<py(z) <M,

(8)
VeeTd, 0<a<pr(z) <M.

RR n“4122



Kévin Guittet

Then E(po, pr) satisfies

1
E(pOJPT) = ﬁd%i/ass(pmpT) . (9)
Moreover, there exists a minimizer (p*,m*) satisfying
llp* || oo (jos3; L0 (Ty) < M, (10)
. Vd
[l oo oy Lo (1)) < M? . (11)

Sketch of the proof : first, we give a precise definition for the kinetic energy K(p,m)
defined in (6). The idea of the proof is then to consider a minimizing sequence (p,,m;)
and to use it to build a bounded minimizing sequence (g, ni,). This allows the extraction
of a converging subsequence, which leads to an effective minimizer of the (TCMKP). This
construction is done in five steps.

Step 1 : Using lemma 1.3, we define a reference density p which is both bounded from
above and from below away from zero.

Step 2 : Let (pn, my) be a minimizing sequence. An appropriated convex combination

of p, and p is used to build a new minimizing sequence (pS),mS})), whose densities

are bounded from below away from zero for each n.

Step 3 : A new sequence (pg), mg)) is built through a careful regularization process :

it is of primary important to keep the time-boundary data of pg) very close to the

original ones.

Step 4 : The regularity of pgf) and msbz) and the positivity of pf) allow to define a

smooth velocity field v{?. Then using the characteristics, we reduce the (TCMKP) to
the (MKP), and use the regularity theory for this problem. Indeed, when the time-
boundary data are smooth, the optimal map can be used to define an interpolated
density which is optimal. An argument of R.J. McCann (see lemma 1.5) allows then

to bound a new sequence (p(r?),mﬁf)).

Step 5 : (pﬁf), m%g)), just like (pg),mg)), does not satisfy the original time-boundary

conditions (7). This difficulty can be avoided using some “boundary-layers”. Finally,
the minimizing sequence (g, n,) is obtained.

A rigorous definition of the kinetic energy

This definition follows from the observation that for positive p

2
m|® = sup [ap+bm]. (12)

P i

INRIA



An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 7

Then K (p,m) can be defined trough the following equality
K(p,m) = sup/ ap+ b.m (13)
Q

where (a,b) € L2(Q) x L?(Q)? are subject to the constraint that for all non-negative f €
L>(Q)

j/T IbP
fla+ —)dz <0. (14)
0o Jrd

We denote by K the set of all pairs (a, b) € L?(Q)"t¢ satisfying (14). It is easy to see that K
is a closed convex set in L?(Q)'t¢. Moreover, for any fixed pair (a,b) € K, the application

ap + b.m is convex and continuous, and then lower semi continuous. Then the
hlgher envé{ope K of those functions is still convex and l.s.c. This property of K will prove
to be useful in the sequel.

Remark 1.2. Such a characterization of the kinetic energy has been used by Brenier in
[8]. The test functions were taken in C°(Q), so that the interior of K was not empty. This
property allowed Brenier to use a duality theorem of Rockafellar to get the existence of a
minimizer. However, this minimizer was found in the set of Radon measures. Since we
expect more reqularity for our minimizer, our definition of K is slightly different, and this
set turns to be of empty interior.

First step : definition of the reference density

In order to define this density, we first state the following useful lemma.

Lemma 1.3. Let (po, pr) be two densities in L?(T¢) such that (1) holds. Assume that there
ezists a in R such that :

Vz € T¢, 0 < a < po(z),

(15)
Vz € T? 0< a < pr(z) .
Then there exists (p,m) in V(Q) such that
o C
K(p,m) <~ oo — pallacrs - (16)

Proof. Define p(t,.) = (T:; 2 po(.) + %pT(.).

Let L3(T9) = {f € L*(T?) s.t. [r.f(z)dz = 0}. We consider the solution ¢ of the elliptic
problem

1
Ay = T(Po —pr) € T?,

¥ € HY(T?) N L3(T9) .

RR n“4122



8 Kévin Guittet

Define then m(t,.) = V »1. We have Il L2y < oo and by construction, (p,m) is in V(Q).
Finally, noticing that for all (¢,z) in @, we have a < p(¢, ), we get
- 1 — 112 C 2
K(p,m) < a”m”m(Q) < W”PO - PT”Lﬁ(Q) . (17)
This achieves the proof of the lemma. O

Remark 1.4. (17) still holds with ||po — pr|l3-1(q) instead of [|po — pr|72(g)- Moreover,
we see that if po and pr are in L>(T?), then

18]l o= (@) < max (||poll oo (ra), | o7l Lo (1)) -

Second step : construction of (p%l),mgll))

Let (pn, Mn)nen be a minimizing sequence for the (TCMKP). Let (p,m) be the pair defined
in the lemma. For any n in N*, we define

m_n-1 1
Pn n Pn+npa

(18)
mg) = n_lmn+—m.
n n
By construction, we have (pg),mg)) € V(Q) and
V(t,2) € Q) (ta) > = . (19)
The convexity of K gives
-1 1
K(p),m{l)) € “=K(pn,ma) + ~K(5,1) , (20)

so that (pg), m;”) is still a minimizing sequence.

(2) (2))

Third step : construction of (py,’, ms,

Now we want to build a smooth “outer” (in the sense that the time-boundary data are not
satisfied, but only carefully approximated) minimizing sequence. This would be necessary
to define a smooth velocity field and some characteristics. Those characteristics would then
be used as an essential tool to bound an appropriated minimizing sequence.

Define f in C(R x T?) as follows
f(t,z)=(0,z) if t<0,

fx)=(2) if t€[0;T], (21)

ft,z)=(T,z) if t>T.

INRIA



An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 9

Define p} = psbl) o f and m;, = Xo;1] [m{ o f]. We have (p%,m*) € V(Q). This extension
of the functions allows a good convergence of the time-boundary values.

Fix n € N*. For any k in N*, we define

T 2

gr(t,2) = (-7 + (1 + 2)t,2) - (22)
k k

The sequence (pf,mF) is then defined as follows

p(t) = €2 % [0} o ]

2 *
mlfl(t,w) =1+ %) 5% x[m} ogr],
where ¢ is a positive mollifier with support contained in the unit ball of R¢+1.
k

It is easy to see that for any k in N*, (p% mF) is in V(Q). Moreover, the pair (p¥,mk)
satisfies the following properties

Pr €CX(Q),
my, € C=(Q)?, (24)
a k
\'/(t,.’L‘) € Q7 E < pn(tax) ’
and some sub-sequence (still labeled by k) satisfies
limg oo [|(p,mE) = (i), mD) | (@) = 0,
limg oo [|25(0,.) = pollL2(ray = 0, (25)
limi oo [I94(T,.) = prlliace = 0.

The convergence of K(pf, mF) towards K (p%l),msbl)) follows simply from the lower semi

continuity of K. We get then that there exists a k,, in N such that

K(ple,mle) < K (oD, miD) + (26)
. 1
Ik (0,.) = poll sz < o5 (27)
L

llox» (T, .) = prll2(rey < pel

RR n“4122



10 Kévin Guittet

Define (p2), m?)) = (pk»,mk=). By construction, we have

(0D, m?) € C=(Q)*!

. (29)
V(t,ZL‘) € Qa pg) Z E -
Moreover, (26) implies that
1
K2, m?) < K(pDm) + L (30

Hence (pg),mﬁf)) is an “outer” minimizing sequence in the sense that the time-boundary

conditions are only approximated.

Fourth step : construction of (pgf),mg))

In this section, we take advantage of the regularity of pf) on the time-boundary. This

allows to recover the (MKP) and to then to bound a new “outer” minimizing sequence. We
therefore define now a velocity field

o@ =10 (31)

v is in C*(Q)?. We are now able to define the characteristics. We look at the differential
system

BtX(t,m) = USL2)(t7X(t’ .’L')) )
(32)
X(0,z)==z.

Since U%z) is a C* function, this system is well defined and the solution is uniquely defined

on [0; T1.

INRIA



An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 11

Now we remind the computations in [1] to show that the “optimal displacement” between
X(0,.) and X(T,.) follows straight lines. Indeed, we have

T T
7 [ [ et eaPd =7 [ [ 620,00 0,X (0 0)Pdod

Td.J0 T Jo
T

=7 [ | #20,2)10Xt,2)Pdade
T J0o

> [ AD0.0IX(T2) - X(0,0)dz,

']rd

- / p2(0,2)| X (T, z) — o*da
']rd

It is then sufficient to consider the Monge-Kantorovich problem between the densities
pﬁ)(o, .) and pg)(T, .). From [6], we get the existence of a convex function ¢, such that
V¢ ¢, minimizes

[ #2000 - s (33)
'er

in the set of application M pushing pﬁ")(o, .) forward to pgf)(T, .)- This minimum is the
definition of the Wasserstein distance between pgf)(O, .) and pSLQ)(T, .). We get then that

Byass(P2(0,.), p(T ) < 2T K (pD,mY)) . (34)

More precisely, ¢, is convex in R?, and is additive in the sense that for any p € Z? and for
almost any z € R?

Vidn(x +p) = Vidn(x)+p. (35)

The boundary data of this allocation problem are C*°, what allows us to use the regularity
theory developed in [4],[5], and extended in the case of the torus in [6]. We have that
the function ¢, is in C%PA(T?) for some 0 < 3 < 1. We can then define point-wise the
“interpolated density” pgf) between pﬁ{")(o, .) and pg)(T, .)- Then for every (¢,z) in @ we
note

T-1 t T-1 t
(3) ~ i ~ D2 = (2
P (t, 72 + Tvmqﬁn(m)) det ( T I+ TD ¢n($)> 0:.7(0,z) . (36)

This equality implies that ¢,, is strictly convex in T?. For any density defined in the same
way as in (36), R.J. McCann proved in [9] that for 1 < p < oo, the LP-norms are dominated
by the LP-norms of the data. We prove here the result in the L*°-case.

RR n~’4122



12 Kévin Guittet

Lemma 1.5. Let S be a positive definite symmetric matriz of size d.
Let S(t) = (1 —t)Id +tS for any t in [0;1]. Define then v(t) = det(St). Then for every t in
[0;1], we have

o(t) > det(Id)' =t det(S)" . (37)

Proof. The proof of the lemma simply follows from a convexity inequality. Indeed, if
(X\i)i=1..q are the eigenvalues of S, then ((1 —¢) + t);)i;=1..q4 are the eigenvalues of S;. For
every i in [0;d], we have

(L—t)+tx > 110 (38)
Then det(S(t)) > det(S)! and the lemma is proved. O
(0, )

In our case, we have that det D¢, (z) = . We deduce that

pI(T,Vphn())
V(t,z) € Q, p¥(My(x)) < pP(0,2) T p(T,z)* (39)

where M, is the application z — L=tz + LV, ¢, (z).

We have then that ||p£b3)||L°°([O;T];L°°(D)) < M. We get that the densities (pf))neN* are
uniformly bounded in L(Q)

We define now the velocity associated to this particular map. We have
1
Y(t,z) € Q, v (t, My(z)) = T(quﬁn(x) —z). (40)

Since V¢, minimizes (33), we have ||V ¢, (z)—z|| < v/d for any = in T?. We have therefore
that ||7}£l3)||L°°([0;T];L°°(D)) < # And then

d
| Lo fosT352 (@) < M. (41)
It is easy to see that the mapping M; derives from a strictly convex potential satisfying
the additive property (35). Hence we get that M;(T?%) = T¢, so that equation (40) defines

v(n3) everywhere in (). Moreover, v(n3) is of class C* and the function m(n3) defined by

mﬁﬁ) = pﬁﬁ)v,(f) satisfies atpﬁf) + Vw.mgf) = 0 in the classical sense in (). Then using the

same calculation as for (pg),vg)), we get

iy ass (P(0,.), 03(T, ) = 2T K(p),mY) . (42)

INRIA



An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 13

Summarizing (20),(26),(34),(42), we get

BP0, 62(T,)) = KD, m)
< K(p?,mp),
< KD m)+
< K(pp,my)+ X&) +L

The Wasserstein distance is continuous with respect to the L? distance, so we have that
dWMs(pn )(0 s p; )(T, .)) converges to d¥,,..(po,pr) as n goes to infinity. Passing to the
limit in the previous inequality, we get

1
ﬁd%ﬁ/ass(poapT) < E(pO;pT) . (43)

As we will see, it is possible to get the converse inequality. We just have to build a new “ad-

missible” sequence (since p(n3)(0, .) and p(n3)(0, .) do not satisfy the time-boundary conditions

(7))-

Fifth step : some “boundary layers” and the final sequence

Let 6 > 0. We define the function g, as follows

pn(t,) = CT2D 50 () + 55 p42(0, ) for 0<t<6T,
pa(t,) = pP (=T ) for 6T <t<T—éT, (44)

pnlt,) = ST, ) 4 =THT () for T—6T<t<T.

The function 1, is defined on the time-intervals [0; 67 and [(1 — §)T";T] as in lemma 1.3
and in [6T;(1 — §)T] by a re-normalization and a time rescaling in a very similar way as
(23).

RR n“4122



14 Kévin Guittet

By construction, the pair (g,,m,) is in V(@) and satisfies the boundary conditions (7).
Moreover, using (16),(27),(28),(42), we get

. C n 2 2 2 2
K(pn,mn) < T2 o, Ulpo = P (O)1320pay + oz = P (T) 172 a))
1
_ - (3) ,,(3) 4

20 1 Lo
n3a(6T)2 T 1— 28 2T “Wass\POPT) -

We see that § = n~! is a good choice, and leads to

2C n 1

K(ﬁn:mn) S m + mﬁd%[/ass(PoapT) - (46)

Passing to the limit in the previous inequality, and using that since the sequence (g, Mn ) nen+
is admissible, K (pn,mn) > E(po, pr), we see that

1
E(pOJPT) = ﬁd%{/ass(pmpT) . (47)
From our construction, we see that the

||ﬁn||L°°([0;T];Lw(Q)) <M. (48)

Moreover, the sequence (K (pn,Mn))nen+ is bounded. Then we have

[Mnllz2@) < \/1nllz(@) V2K (pn,r) - (49)

We deduce that (7, )nen+ is bounded in L%(Q). We can therefore extract a weakly converg-
ing subsequence in H(Q, div). We denote the limit by (p*,m*). We have (p*,m*) € V(Q).
From the lower semi continuity of K, we get

K(p*,m*) < E(po, pr) - (50)

Then by definition of E(pg, pr) and the fact that (p*, m*) is admissible, we have an equality
in the previous inequality. Thus the Hilbertian time-continuous Monge-Kantorovich problem
admits a minimizer. Moreover, this minimizer satisfies the following estimates

2% | oo (os7; L0 (Tay) < M, (51)

Vd

[l oo oy Loe (1)) < M? . (52)

This achieves the proof of theorem 1.1.

INRIA



An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 15

2 Existence of a saddle-point for the Lagrangian

From now on, we will assume that the optimal density is bounded from below away from 0.
Notice that since the time-boundary densities satisfy (8), it is always satisfied for smooth
data. Indeed, in this particular case, the optimal density is simply deduced from the optimal
map by equation (36). Then since ¢ is in C2(T¢) (see [6]) and has a strictly positive Hessian,
any of the eigenvalues is strictly positive. Those eigenvalues vary continuously in T<. Since
T¢ is compact, we conclude that any eigenvalue is bounded away from zero. We now state
the main result of this section.

Theorem 2.1. Assume that the solution (p*, m*) of the (TCMKP) satisfies
p*(.’L',t) 2o, V(t,.’L') € Q ’ (53)

for some a; > 0.
Then there exists a \* € L3(Q) such that (p*, m*,\*) is a saddle-point of the Lagrangian L,
defined as follows

T
L(p,m,)\) = K(p,m) +/0 /D((%p + Vem) dzdt . (54)

The proof of this theorem relies mainly on an application of the Hahn-Banach theorem. The
two convex sets we want to separate are defined as follows

S = {(K(pa m) - K(p*7m*) + Saatp+ vwm)7 (pam) € H(Q;div)ws 2 0} ’

T ={(-t,0) € Rx L3(Q),t >0} .

The next three lemmas show that S and T satisfy the required assumptions for the Hahn-
Banach theorem.

Lemma 2.2. S and T are convex.

Proof. The convexity of T is obvious. Let (ry,%1) and (r2,%2) be in S. There exists
(p1,m1,51) and (pa2, ma, s2) such that

(K (ps;m;) — K(p*,m*) + 85, 0p + Ve.m) = (13, 9;) . (55)

From the convexity of K, we get

1
K(5(p1+ pa,m1 +ma)) <

5 (K(p1,m1) + K(p2, m2)) . (56)

N =

Let s3 = %(31 + 82) + %(K(pl,ml) + K(p2,m2)) — K(%(/h + p2,m1 +my2)).

RR n°4122



16 Kévin Guittet

We have s3 > 0. Define then
(p3,m3) = %(Pl + p2,m1 +ms) ,
Y3 = 5(1 +92) ,
T3 = 2(r1+12) .

From the linearity of the divergence operator, we get 13 = V¢ ,.(p3,m3). Then we have
that s3 > 0 and 93 € H(Q;div) such that

(K (ps,ms) — K(p*,m") + s3,0ip + Va.m) = (r3,13) .
Hence (r3,%3) is in S. This proves the convexity of S. O
Lemma 2.3. SNT = {.
Proof. Let (r,4) be in SNT. We have ¢ = 0. Let (p, m, s) such that

(K(p,m) — K(p*,m*) + 8,0tp+ Vy.m) = (r,0) . (57)

Using the definition of (p*, m*), we have r > s. Hence r > 0. But we should have r < 0
since (r,%) is in T'. This is a contradiction. We conclude that SN7T = @. O

Lemma 2.4. The interior of S is not empty.

Proof. Let sg > 0. As we will show, (sg,0) is an interior point of §.
Let 0 < € < 1/2. Take (r,g) in a neighborhood of (sp,0), that is such that
Ir —sol + [lgllz> <e. (58)

We want to prove that (r,g) is in S for € small enough. We are therefore looking for a
(p,m, s) such that
K(pam) - K(p*am*) + 81 =50,

Vt,:c-(pa m) =g-

One of the difficulties comes from the fact that p has to satisfy some positivity property. In
order to control the L*°-norm of the new density, we integrate the mass production induced
by g. We define then h(t) = fot Jp 9(u, z)dzdu. Since g is in L§(Q), we have h(T') = 0. This
condition is necessary to allow the recovery of the boundary conditions for p. Our strategy
is then to split p in two parts. The first part has to stay close to the optimal density while
the second has to track the mass production.
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An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 17

We then define ps(¢t,z) = 8y + h(t), for some §. Then we must have the following equality

Vam(t.e) = o(t.) = [ gltn)ds (59)
For a.e. t in [0; T, we solve the system
Ax(pr) = g(t,z) = [ 9(t,y)dy ,
Vi@ =0,
¥ € HY(D) N L§(D) .
We take then m(t,z) = V1 (x). By construction, we have
Im(t, 2oy < Cllg(t, llz2p) - (60)

Integrating in ¢, we get [|7m||z2(@) < Cllgllz2(q) -

Remark 2.5. This construction does mot teake care of the measurability of the resulting
function m, which could be easily stated. Anyway, the bound (60) allows some regularization
process...

Now we consider K (p* + h(t),m* + m). We want to prove that this action is close to the
minimum. Therefore, we define

(pr,m1) = (p" = bar,m”), (61)

(p2,m2) = (h(t) + Oar,m) . (62)

The inequality K ((p1,m1) + (p2,m2)) < K(p1,m1) + K(ps, m2) follows from the convexity
and the homogeneity property of K.

K(p1,m1) = //Tﬂd:cdt
’ pJo 2(p* —0a) ’

_ m*[?
- // o g

But we have a; < p*, so that p* — fay > (1 — 0)p*. Hence we have

1
K(p1,m1) < mK(P*,m*) .

Finally, we get K (p1,m1) — K(p*,m*) < £, K(p*,m*).
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18 Kévin Guittet

Now we have to estimate K (ps, ms). We have

t
pa(t, ) /0 /Dg(u,m)dxdu +6a; , (63)

T
/ / g(u, ) x[0;9dzdu + oy . (64)
o Jbp
Then for all (¢,z) € Q
a1 — ||gllr2(@)Vt < p2(t,z) < 8ay + ||gll 2@ VT -
Hence for [|g||z>(g) < %Gal we have
V(t,.CC) € Q: pl(t7$) >0.

Moreover, taking 2ev/T < a0, we get

T 1 ,
,ma) < //—m ,
K(p2,m2) | D9a1| 2|
1

< Ellmzlliz(@ )
C
< E”g”%ﬂ(Q) -
Finally, we get
* * ¢ * * C 2
K(p,m) - K(p*,m*) < mK(P ,m”) + EHQHLZ(Q)J
0 c
< — K(p* * 2
— 1 _ 6 (p 3m ) + 00[]_ € )
T C T
< 4e£K(p*,m*) + € when taking 6 = 2e£ .
ay 2T o}

We want K(p,m) — K(p*,m*) < r. It is sufficient to take a small €, since r is of the same
order as so. It is then possible to take s = r — (K(p,m) — K(p*,m*)), and we we finally get
(p,m, s) such that

(K(p, m) - K(p*,m*) +8,0ip + vmm) = (’l‘, g) . (65)

We deduce that the interior of S is not empty. O

INRIA



An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 19

It is now possible to end the proof of the theorem. From the Hahn-Banach theorem, there
exists a non-zero linear form separating S and 7. We have then (ay, ¢9) € Rx L2 such that

V(p,m,s,t), ao(K(p,m) — K(p*,m*) + s)+ < Viz.(p,m),do >> —apt . (66)
First we take (p,m) = (p*, m*). We have
Y(s,t),s > 0,t > 0,08 > agpt -
We deduce that aq is non-negative. Assume now that ay = 0. Then (66) becomes
V(p,m,s), < Viz.(p,m),o >>0. (67)

Let 9 be the solution in L3 of the following system

Aw = _¢0 )
8t¢'(07 ) = po
at¢(Ta ) =pT -

We define (p,m) = Vyz1p. We get then [|¢|2. < 0, and therefore ¢y = 0, which is a
contradiction. We deduce that ag > 0.

Finally, define A* = % We have to check that the triplet (p*, m*, A*) is indeed a saddle-
point of L.

o

Taking s = 0, and letting ¢ goes to 0, we get
V(p,m) € H(Q; div), L(p*,m*,X") < L(p,m, X*) . (68)
Moreover, we have Vi . (p*, m*) = 0, and therefore
VA € L3, L(p*,m*,\) < L(p*,m*, \*) . (69)

Hence, the triplet (p*, m*, \*) is a saddle-point of L, and theorem 2.1 is proved.

3 More on the saddle-point

Now we prove some properties of the saddle-point. Indeed, we have

K(p*,m*)= sup / /ap*+b.m*da:dt. (70)
(a,b)eK J[0;T] ST
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From the regularity of the minimizer (p*,m*), and under assumption (53), we get that the
optimal pair (a*,b*) is actually reached and satisfies in L?(Q) the following equality

*|2

e Im

Let (p,m) in C*°(Q)'*? and § in R. Assume furthermore that
p(0,.)=0, 3(T,)=0. (72)
Then the pair (p = p* + p,m = m* + ) satisfies

0< 6/ / (a*p + b*.1m) + A*Vy ,.(p, m)dzdt + O(6?) . (73)
0;T] JT4

Letting & go to 0, and then using the density of C*°(Q)'*? in H(Q;div), we get that for any
(p,m) in H(Q;div) satisfying (72)

/;mp+w~>+xvmuu>Mﬁ—o (74)
T

We remind now that any function u in L2(Q)'*? can be uniquely (and continuously) de-

composed in L2(Q)'*? as a sum u = u; + u» such that

u1 = V¢ for some ¢ € HY(Q)
V‘t,.’l)’“? =0 in LZ(Q) ’ (75)

uy satisfies
us.n =10 on 0Q .

We write then (a*,b*) = V¢* + v*. Injecting in (74) and integrating by part, we get that
for all (p,7m) in H(Q;div) satisfying (72)

/ / )V e (5, )t + / / (5, m)dwdt = 0 . (76)
0;T] JT¢ [0;T] JT4

Hence we get that if Vy ,.(p,m
/ / )dzdt =0 . (77)
0;7] JT4

Integrating by part the product < v*,Vy ¢ > for any ¢ in H*(Q), and using the definition
of v*, we get 0. Then using the decomposition property of L?(Q)'*¢ for any v in L?(Q)**+¢,
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An Hilbertian framework for the time-continuous Monge-Kantorovich problem. 21

we conclude that v* = 0. Then injecting in (76) and using the definition of a saddle-point,
we see that (p*,m*, ¢*) is a saddle-point of L.

As in [1], we are now ready to define a new Lagrangian £. We also take the same notations

p=(p,m)
= (a,b)
_[oifgeK
Flo) = { +0oo else

G(¢) = de[¢(Oa -)PO - ¢(Ta )pT]
<0 >= Jig.py Jpap-q dzdt

to get that for all (u,q,¢) € L*(Q)™! x L2(Q)%*! x H'(Q) (from now on, this space will
be denoted by E(Q))

L(p,q,¢) = —F(q) = G(d)+ < ;¢ = Vie0 > . (78)
We have now the following theorem

Theorem 3.1. (u*,q*,¢*) is a saddle-point of L in E(Q). Moreover, any saddle-point of
L in E(Q) is of the form (fi,q*, ¢* + C), where C is a constant, and i is a solution of the
time-continuous mass transport problem.

Proof. Let pin L?(Q)'*?. We have < p,q* — Vi ¢* >=0 =< p,q* — V;,¢* >. Hence we
have

L(p*,q",¢") < L(p,q",¢") .

Let (¢,¢) in K x H'(Q). First we observe that a simple integration by part gives <
W, Viz¢ >= —G(¢) since p* is in V(Q)) and satisfies (7). Then we have

L(p*,q,¢) = <p*,q—Vizp>—G()

<pq>

<pt gt >

<W5q" = Viad" > —G(97)

L(w*,q"¢%) -

Then summarizing these inequalities, we get that for any (u, g, ¢) in L2(Q)'+% x L2(Q)*? x
HY(Q), we have

ININ A

L(p*,q,0) < L(p*,q",¢") < L(p, g, ¢") , (79)

which precisely means that (p*, ¢*, ¢*) is a saddle-point of L.
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Let (i,d,4) in L2(Q)'+? x L3(Q)'*? x H'(Q) be an other saddle-point of £. We have
¢ € K. Assume next that § # Vy,¢, and define pp, = n(Vy,z¢ — §). From the definition of
a saddle-point, we get that

L(ji,d, 9) < fin, G — Vizd > —G(9)

<
< =nlld = Viedlliag) — G(9) -

We obtain a contradiction by letting n go to infinity. Then G is a gradient. Using the
decomposition property if L2(Q)'*?, we write i = u* + i + V; $. From the definition of a
saddle-point, we know that for any (g, ¢) in L2(Q)'*? x H*(Q), we have

L(fi,q,8) < L(fi, G, P) - (80)
Assume that there exists some ¢; such that < i, Vi1 > +G(¢1) < 0. Then taking
((b ¢) = (0,%([51) in (80)7 we get

—n (< fi, Viadr > +G(¢1)) < L(f, 4, 9) - (81)

Letting n go to infinity, we obtain a contradiction. Hence we see that for all ¢ in H HQ),
< fi, Viz¢ > +G(¢) = 0. In particular, this has to be true with ¢. Using our decomposition
of fi, we get

0 = <p*+fi+Viah d>+G(P)
= < /,L*, vt,z(z) > +G(($) >+ < i, vt,z& > +||vt,z(5||iz(Q) .

Integrating by part, and using the properties of u* and fi, we deduce that V;,¢ is null.
Hence we see that ji is in fact in V(@) and satisfies the boundary conditions (7). We have
now to prove that § = ¢*. From the fact that both pairs have to define saddle-points, we
get

<ﬁ7q*_q~> = 07 (82)
<M*;q*—(j> = 05 (83)
<phgt> = <p,g> . (84)

The identity § = ¢* follows quite obviously from (83). Indeed, the set K is strictly con-
vex, and the L™ bounds on ¢* ensure that we have some kind of uniform strict convexity.
Precisely, we have

Lemma 3.2. Let § in L*(Q) such that < p*,q* —§ >=0. Then § = q* a.e. on Q.

Proof. Since ¢* is bounded in L*>(Q), we can have uniform estimates on the strict convexity
of K. The geometric intuition is easily understood when looking at Figure 1.
Let € > 0. There exists some ¢ > 0 such that for any (¢,z) in @

lg" —ql > e=p"(¢" —q) <—=6]lu"|| . (85)
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a
Figure 1: Geometrical intuition
Let A, = {(t,z) € Q s.t. |¢* — g| > €}. We have
0 = <p'q —q>,
< / w*.(¢" — q)dtdz ,
Ac
< =5 [ el
Ac

S —6(11|A€| .
Then we get that |A.] = 0. This achieves the proof of the lemma. O
Finally, since (fi, §, ¢) is a saddle-point of £, we have

<G >=K(p,m) . (86)
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Then we get from (84) (and from the fact that f is in V(Q) and satisfies (7)) that f is a
solution of the time-continuous mass transport problem. This achieves the proof of theorem
3.1. O

This theorem answers a question that was left open in [1] on the existence of the saddle-point
for £ in the infinite dimensional case. Moreover, we give a precise functional background to
search this saddle-point.

Remark 3.3. In theorem 3.1, the variable p is taken in L*(Q)'*? rather than in H(Q;div).
This will remove a constraint when the question will turn to the effective search of the saddle-
point.

4 On the algorithm of [1]

In [1], the authors defined an augmented Lagrangian as a preliminary for their numerical
method. To get some more coercivity they perturbed the functional F. Here, since we
already made an assumption of boundedness away from zero on the saddle-point, it is not
necessary. We define then on E(Q) the augmented Lagrangian

L.(p,q,9) = F(q)+G(d)+ < p,Viad—q>
+g <Vieb—aViahp—q> - (87)

where r is a positive parameter.

Remark 4.1. We can change the signs since we proved the existence of a saddle-point of
L. In this formulation, the constraint is to get q as a gradient. This constraint has been
augmented, instead of the old constraint that p is in V(Q) and satisfies (7).

It is a classical result that if (u, g, @) is a saddle-point of L, it is also a saddle-point of £
(and conversely). J.D. Benamou and Y. Brenier used then a numerical algorithm ALG2 to
solve the problem. We remind here this algorithm and refer to [1] for more explanations on
the steps and some numerical results. Here we are now concerned with the convergence of
the method in the continuous case.

ALG2:
o (¢"71,¢" ", u") are given.
e Step A: Find ¢™ in H(Q) N L3(Q) such that :

Lo(¢",¢" " u"™) < Lo(¢,¢" ', u"), Vo (88)
e Step B: Find ¢” in L2(Q)**¢ such that :
L (¢",q",pu") < Lp(¢",q,1"), Va. (89)
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Step C : Do
P ="+ 6(Vied" —¢") (90)
(where r > 0 is the parameter of the Augmented Lagrangian).

Go back to step A.

Remark 4.2. In step A, the minimization is performed over H(Q) N L3(Q) in order to
have a unique solution. Moreover, it is a way to fir the additive constant from theorem 3.1.

The convergence of the sequence constructed by ALG2 is proved in [7] under some quite
general assumptions, which are unfortunately not fully satisfied here. However, there proof
can be adapted in order to deal with the problem under consideration.

Theorem 4.3. Assume that

1++5
2

0<o<buy = r. (91)

Then the sequence constructed by ALG2 satisfies the following convergence properties

" — ¢* strongly in H*(Q) , (92)

q" — q* strongly in L*(Q)'*¢, (93)
pt — ™ — 0 strongly in L2(Q)'1¢ (94)
u™ is bounded in L2(Q)'t? . (95)

Moreover, if ji is a (weak) cluster point of (u™) in L2(Q)*F¢, then (fi, q*, ¢*) is a saddle-point
of L, on E(Q).

Proof. The proof of the convergence of ALG2 in [7] require some uniform convexity proper-
ties for F', which are not satisfied here. However, due to the particular form of our function
F, the first part of their proof simplifies (since any term dealing with F' turns to be null).
Hence a simple rewriting of their (intricate) calculations leads to (|z| denote the L? norm
of )

(A" + 6r|@" %) — (|5 + 6r(q" %) > 6(2r — 6)|Vi 09" — T°|
L (96)
+6r7" — P = b|r — 6I(5|Vt,z¢”*1 - P+ -,

where i" = pu" — p*, " = q" — q¢*, ¢" = ¢" — ¢* and a > 0 is a parameter.
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If 0 < 6 <r, taking o = 1 and observing that |r — §| = r — §, we get
VUn—1 — Un 2 57‘|Vt,z<]_5" - 17"|2 + 62|q_n - qn71|2 ) (97)

with v, = (|E" T2 + 67(@|? + 8(r — 6)| V19" — T°|?).

If r < 6 < 61, taking o = 1+2‘/3, we have

omb =
Wnot —Wn > == (0n = 6)[Viad" = q"* +6(6n = 8" ="', (98)

. —n ) 6T AT i
with w, = (| +1|2 + ér|q |2 + E(é —7)|Vizo" — |2)

In (97) and (98), the right-hand sides are non-negative. Then the sequences (v,) and (wy,)
are decreasing. Hence we have that (u,,) and (g, ) are uniformly bounded in L2(Q)'*%. More-
over, we see from the right-hand sides that the series > oo | [V ,¢" —@"|* and Y o2, |§" —
g !|? are finite. It implies that

Vi@ — @ — 0 strongly in L*(Q)'*¢
(99)

(q") is a cauchy sequence in L*(Q)'*4 .

We have then that (g,) converges strongly in L%(Q)'*¢ to some §. Hence we have that
(Vi,z6n) converges also strongly to § in L2(Q)'*?. Since ¢, is in L3(Q), we see then that
the sequence (¢,,) converges strongly in H'(Q) N L3(Q) to some ¢. Moreover, the sequence
(pr) is bounded in L2(Q)'*9. We can then extract a subsequence (still denoted by n) weakly
converging in L2(Q)"*% to some fi. We have now to prove that § = ¢* and ¢ = ¢*.

Step A means that for any ¢ in H*(Q)

0 S G(¢) - G(¢n)+ < M";Vt,z¢ - vt,z¢n >+
r< Vt,wd)n - qn717vt’w¢ - Vt,w¢n > . (100)

Step B means that for any ¢ in L2(Q)'*¢
0 < F(Q)—<ptgq—q">+r<q"—Viz¢",q—q" > . (101)
Taking ¢ = ¢* in (100) and ¢ = ¢* in (101), and letting n go to infinity, we get

0 < G(¢*)—G(d)+ < fi, Vi 0" — Vigdm >, (102)

0 < —=<igd—-q>. (103)
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Then adding the two inequalities, and using that Vt’,;q; =q and V,,¢* = ¢*, we get

G(9) < G(¢"). (104)
Moreover, since (u*,g*, ¢*) is a saddle-point of L,, we have
G(¢") < G(9) - (105)

We deduce that G(¢*) = G(¢). We remind now that for any ¢ in H'(Q), G(¢)+ <
w*, Vi z¢ >=0. Using this equality with ¢* and ¢, we get

<pr gt >=<pt,§g> . (106)

We remind now lemma 3.2 to get § = ¢*. Hence q; = ¢*. To end the proof of theorem 4.3, it
remains to show that (fi, ¢*, ¢*) is a saddle-point of L,.. Letting n go to infinity in (100) and
(101) and adding the resulting inequalities, we get that for any (g, ¢) in L?(Q)'*? x H'(Q),

G(¢*) < F(Q)+G(@)+ < i, Viad —q> . (107)
We conclude that (fi,g*, ¢*) is a saddle-point of £ and then also a saddle-point of L,. This
achieves the proof of theorem 4.3. O
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